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Abstract: While acoustic tissue mimicking materials have been explored
for a variety of soft and hard biological tissues, no dental hard tissue mimick-
ing materials have been characterized. Tooth phantoms are necessary to bet-
ter understand acoustic phenomenology within the tooth environment and to
accelerate the advancement of dental ultrasound imaging systems. In this
study, soda lime glass and dental composite were explored as surrogates for
human enamel and dentin, respectively, in terms of compressional velocity,
attenuation, and acoustic impedance. The results suggest that a tooth phan-
tom consisting of glass and composite can effectively mimic the acoustic be-
havior of a natural human tooth.
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1. Introduction

Ultrasound is well suited for dental imaging due to its ability to penetrate hard tissues and metal
restorations, its ability to provide depth information, its excellent range resolution, and its lack
of ionizing radiation. Ultrasound has previously been investigated as a complement to dental
radiography as a tool to detect caries, fractures, and debonded restorations.1–4 However,
progress in dental ultrasound has been limited by a number of factors. The high acoustic imped-
ances of dental tissues result in surface losses that limit the use of commercially available medi-
cal transducers and acoustic scanning gels since these are not acoustically matched to teeth.
Transducers used in nondestructive testing (NDT) are typically matched to low impedance liq-
uids such as water or oil, and dry coupling is not feasible for rounded, jagged tooth surfaces.5 In
addition to coupling difficulties, acoustic scattering arises in teeth due to their complex micro-
structure and irregular macrostructure. High compressional velocities of hard dental tissues
require short acoustic pulses and narrow acoustic radiation patterns. Finally, the small dimen-
sions of teeth and limited space between teeth necessitate accurate transducer positioning and
complicate imaging near proximal surfaces. Together, these challenges prohibit the use of com-
mercial ultrasound transducers for clinical dental use, including medical transducers, NDT
transducers, acoustic microscopes, and immersion hydrophones.

Customized ultrasound transducers and systems must be designed specifically for
teeth if dental ultrasound is to advance to clinical use. A critical step toward realization of
clinical ultrasound systems is the development of effective tooth phantoms. Tooth phantoms can
enable ultrasound system testing and calibration on tooth-like targets with known acoustic
properties, dimensions, surfaces geometries, and internal features. System performance, sys-
tem limitations, and physical constraints related to dental imaging can then be studied experi-
mentally. This also allows ultrasound systems to be developed incrementally on models of in-
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creasing complexity, rather than on extracted teeth with high variability and unknown
acoustical cross sections. Finally, phantoms can more easily be modeled in acoustic simulations
of dental ultrasound systems, allowing accurate comparison between virtual and experimental
data.

Physical models have previously been used to simulate soft tissues and bones for
medical ultrasonography.6,7 However, the acoustic properties of these models are not well suited
for hard tissue dental ultrasonography. Hard dental tissues, enamel and dentin, differ greatly not
only from soft tissues, but also from all other mammalian hard tissues. Dentin, the inner struc-
tural material of a tooth, is a complex composite consisting of a highly organized, mineralized
collagenous matrix.8 Unlike bone, dentin is organized around subparallel cellular extensions, or
odontoblastic processes, that create tubules of micron-scale width and millimeter-scale length,
and are organized in an oblique radial macropattern. Enamel, the hard outer tooth surface, is a
very dense fibrous ceramic composite that forms a partly interrupted continuous matrix with
nano-, micro-, and macroscale organizations.9

Initial studies suggested that among a variety of glasses, ceramics, and metals, soda
lime glass might be the closest acoustic match to enamel.10 Preliminary studies of a variety of
dental cements, epoxies, and plastics for use as dentin surrogates found that cements and ep-
oxies possessed high attenuation, and plastics were too low in acoustic impedance. Dental
resin-based composites appeared to be reasonable candidates for dentin surrogates. An addi-
tional benefit to the use of dental composites is their ability to be molded into many shapes with
various internal features that mimic those of dentin. In a previous study, a tooth phantom was
fabricated using soda lime glass and dental composite to test the feasibility of crack detection
with a custom dental ultrasound system.2 However, the phantom materials were not thoroughly
characterized or compared to their natural tissue counterparts. The purpose of this study was to
compare the acoustic properties of soda lime glass and dental composite to natural enamel and
dentin, respectively, in terms of compressional velocity, attenuation, and acoustic impedance.

2. Materials and methods

2.1 Tooth phantom material preparation

Twelve specimens of resin-based dental composite (Build-It™, Pentron Corp., Wallingford,
CT) ranging in thickness from 1.00 to 3.05 mm were used to mimic dentin. Six soda lime glass
samples (McMaster-Carr Supply Co., Santa Fe Springs, CA) ranging between 0.96 and
6.43 mm were used to physically model enamel. The resin-based composite was selected be-
cause it self-cures uniformly upon extrusion from its mixing gun. Unlike light-cured dental
composites, its curing does not vary with depth or proximity to a light curing wand. Addition-
ally, large tooth-sized monolithic specimens can be quickly and uniformly fabricated. The top
and bottom surfaces were formed by closing a peripheral mold with glass microscope slides to
ensure flat parallel surfaces. The thickness of each specimen was measured using calipers (Mi-
tutoyo Corp., Kawasaki, Kanawaga, Japan) with an accuracy of ±0.01 mm.

2.2 Natural tooth types and preparation

Nineteen extracted teeth were sectioned into 22 different slices in cross-sectional and longitu-
dinal planes. The teeth were kept moist in water at all times and disinfected using thymol. Six
mesial, six buccal, and ten occlusal sections were used. Sections were taken from seven first
molars, seven second molars, four premolars, and one canine. The extracted teeth were cut into
paralleled specimens between 0.67 and 3.28 mm in thickness using a slow-speed saw with a
narrow diamond impregnated blade. The thickness of each section was measured using the
calipers. The teeth were routinely extracted due to preexisting pathology, discarded, stored in a
solution of thymol, used for dental operative teaching purposes, again discarded, archived, and
then used for this study. Because they were preexisting archived material, without any identify-
ing links to the donors, they were exempt from Institutional Review Board approval.
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2.3 Measurement of acoustic properties

A custom ultrasound imaging system, originally designed to detect cracks within teeth, was
used to measure compressional velocity and attenuation (Fig. 1). This system features a PLZT
(lanthanum-doped lead zirconate titanate) piezoelectric single-element thickness-mode trans-
ducer, a high-impedance gallium-indium alloy acoustic couplant, and custom signal processing
and transmit/receive electronics.2 The transducer had a 19 MHz center frequency, 6 MHz band-
width, and 8° 3 dB full beam width. A Plexiglas™ jig was designed with a three-axis translation
stage (±0.1 mm accuracy), a goniometer (±0.1° accuracy), and a two-axis tilt stage to allow the
transducer to be precisely maneuvered relative to the dental hard tissue and phantom specimens.
The specimens were mounted with wax on a stainless steel ring to provide an air backing,
thereby maximizing reflected echo strength.

Monostatic pulse-echo time-of-flight measurements were taken on the specimens us-
ing pulsed-cw, 250 ns wide pulses centered at 19 MHz. An oscilloscope was used to measure
the round-trip time �t through a given thickness of a specimen, from which the velocity c
through each specimen was then calculated. The pulse-echo scans were made at multiple points
on the natural enamel and dentin specimens; 84 dentin and 53 enamel points were measured in
total on 19 dentin and 11 enamel specimens. Points were arbitrarily selected on each natural
specimen, but separated by at least 2 mm in distance to ensure measurement independence,
since the acoustic spot size of the system is 210 µm at a range of 1.5 cm through the couplant.
Because tooth structure is known to have considerable local variation in mechanical properties
with respect to the measurement plane,9 separate means and standard deviations were calcu-
lated for longitudinal and cross-sectional specimens. Due to the known microscale variability of
tooth structure, data points on the natural enamel and dentin specimens were treated as being
independent. A total of 30 arbitrarily selected measurements were made on the 12 composite
specimens, and six arbitrarily selected measurements were made on three glass specimens.
Only three glass specimens were measured due to the low observed variability.

The acoustic impedances of the specimens were calculated as the product of c and the
density �; however, due to intrinsic density variations in dentin and enamel, it was not possible
to measure � at each individual measurement point. Density was estimated from previous
studies,10 thus providing an approximation of the acoustic impedance for analytic purposes.

The attenuation coefficient A can be determined for liquids and low attenuation mate-
rials by through-transmission techniques.6 However, through-transmission measurements are
difficult at high frequencies in dense solids with moderate to high loss. Therefore A was esti-
mated using a pulse-echo reflection method, by recording echo strength from the rear interface
in specimens of dentin, composite, and glass of varying thickness. The reflected power from
each sample was plotted as a function of sample thickness, and A was calculated from the slope

Fig. 1. Monostatic pulse-echo ultrasound setup with transducer coupled to specimen using gallium indium alloy.
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of the linear fit. Loss by diffraction of the acoustic beam during propagation was assumed to be
negligible due to the thin sample sizes in relation to the transducer aperture �1.275 mm�, and
reflective boundary losses were assumed to be constant for each material tested. Errors due to
alignment were minimized due to careful alignment with the goniometer (±0.1° accuracy).

A total of 22 attenuation measurements were taken from eight dentin slices ranging in
thickness between 0.67 and 3.28 mm, and 10 measurements were taken from four composite
sections ranging in thickness from 1.00 to 3.05 mm. These specimens were selected due to
their parallelism, minimizing errors in echo strength measurements. Both longitudinal and
cross-sectional dentin slices were used. Ten attenuation measurements were taken from three
glass samples ranging in thickness between 0.96 and 6.43 mm. The attenuation of human
enamel could not be quantified accurately due to the difficulty in obtaining flat samples greater
than 1 mm in thickness; human enamel is typically �1 mm thick.

3. Results and discussion

The experimental results are summarized in Table 1. The mean compressional velocity of dental
composite is within 2.3% of the mean compressional velocity of natural dentin. Soda lime glass
had a higher mean velocity than natural enamel, but the mean enamel velocity was within 1 s.d.
(assuming a Gaussian or normal distribution) of the mean glass velocity (Table 1). Soda lime
glass and dental composite exhibited less overall variability than their natural analogues.

Substantial variation in compressional velocity was observed among and within indi-
vidual specimens of dentin and enamel. This is consistent with prior studies, and is likely due to
the variation in density and elastic modulus both within and among the samples.1,8,11 A t-test
revealed that there was a negligible statistical difference between longitudinal and cross-
sectional samples of enamel �P=0.44�; however, the difference between longitudinal and cross-
sectional samples of dentin was significant �P=0.003�. Others have reported dependence of
velocity on occluso-apical depth in longitudinal specimens of dentin.1,11 Possible explanations
for the variations observed in the natural tooth specimens include variation in enamel rod and
dentinal tubule orientation in each specimen, enamel irregularities including enamel lamellae
and enamel tufts, localized differences in mineralization, and error in thickness measurement.

Variation among the dental composite specimens was less than that within natural
dentin, but was considerably more than for soda lime glass. Although care was taken to produce
consistent composite specimens, their curing may not have been identical. Variation within in-
dividual composite specimens was negligible.

The estimated average acoustic impedances for each material are provided in Table 1.
Taking these values, the dentino-enamel junction of a tooth would have an average pressure
reflection coefficient of �=0.32, and the composite–glass interface of a tissue mimicking phan-

Table 1. Acoustic properties.

Material

Compressional
velocity �m/s�

Number of
measurements

Density
�kg /m3�

Acoustic
impedance

�MRa�
Attenuation

�dB/cm�
Number of

measurementsMean s.d.

Enamel 5219 597 53 2940 15.3 … …
Longitudinal 5227 645 36 … … … …
Cross-sectional 5202 499 17 … … … …

Glass �soda lime� 5789 94 6 2240 13.0 6 10
Dentin 3647 434 84 2140 7.8 86 22

Longitudinal 3523 250 48 … … … …
Cross-sectional 3813 560 36 … … … …

Dental composite 3306 311 24 2090 6.9 108 10
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tom would have an average pressure reflection coefficient of �=0.31. Therefore, the acoustic
pressure transmitted through both interfaces, with similar geometries, would be expected to be
nearly identical.

Attenuation is compared for dentin and composite by measuring echo power as a func-
tion of thickness (Fig. 2). Linear least-squares fitting of the data revealed that dentin had an
attenuation coefficient of 86 dB/cm �R2=0.90� and composite had an attenuation coefficient of
108 dB/cm �R2=0.96� at 19 MHz. Dental composite contains a multitude of glassy filler par-
ticles within a resin matrix. These micron-scale filler particles are of varying size, of irregular
shapes, and are randomly orientated. Their significant size in relation to the acoustic wavelength
���175 µm� increases scattering and results in a relatively high attenuation, comparable to
that of mineralized dentin. Composite was assumed to be isotropic due to the random particle
orientation; dentin has an organized tubular structure, but was considered isotropic in the at-
tenuation measurements since longitudinal and cross-sectional measurements were averaged.
The measured attenuation coefficient for dentin matches closely with a previously reported
value of 80 dB/cm at 18 MHz.12

Soda lime glass had an attenuation of 6 dB/cm at 19 MHz, calculated from the slope
of the linear least-squares fit �R2=0.98�. In these and prior studies, human enamel was observed
to have low acoustic losses, comparable to those of glass. The attenuation of enamel was not
measured quantitatively due to the difficulty in obtaining thick samples ��1 mm� and large
resulting measurement errors. Enamel is expected to have a slightly higher attenuation than
glass due to its fibrous microstructure and associated internal scattering. Acoustic losses were
observed to be greater in dentin than in enamel; this is expected since enamel has a higher
density and homogeneity. This is contrary to a previous study that reported the attenuation
coefficient of enamel (120 dB/cm at 18 MHz) to be higher than that of dentin (80 dB/cm at
18 MHz) at 18 MHz;12 however, the authors also conceded that their enamel measurement may
have been off by an order of magnitude.

4. Conclusion

The measured compressional velocity was 3647±434 m/s in dentin, 3306±311 m/s in com-
posite, 5219±597 m/s in enamel, and 5789±94 m/s in glass. Both glass and composite had
lower velocity variation than enamel and dentin. Both composite �6.9 MRa� and dentin
�7.8 MRa� and glass �13.0 MRa� and enamel �15.3 MRa� were closely matched in acoustic
impedance. The attenuation coefficient of composite �108 dB/cm� was slightly higher than
dentin �86 dB/cm� at 19 MHz, and the observed attenuation of both glass and enamel were low.

Fig. 2. Reflected acoustic power at 19 MHz through samples of dentin, composite, and glass. The attenuation
coefficients of dentin, composite, and glass were 86, 108, and 6 dB /cm, respectively.
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The results suggest that tooth phantoms consisting of soda lime glass and resin-based dental
composite can effectively be used to mimic the acoustic behavior of natural human teeth.

Acknowledgments

The authors would like to thank Dr. Douglas Yoon for his early contributions to phantom and
system development, Dr. Ratnakar Neurgaonkar for his piezoelectric materials expertise, and
Dr. Jason Cho for his assistance in specimen preparation. The authors most gratefully appreci-
ate partial funding provided for this work by the Telemedicine and Advanced Technology Re-
search Center (TATRC)/Department of Defense under Award Nos. W81XWH-07–1–0672 and
W81XWH-07–1–0668 and the National Institute of Health/National Institute for Dental and
Craniofacial Research under Award No. DE14189.

References and links
1S. Lees and F. R. Rollins, “Anisotropy in hard dental tissues,” J. Biomech. 5, 557–566 (1972).
2M. O. Culjat, R. S. Singh, E. R. Brown, R. R. Neurgaonkar, D. C. Yoon, and S. N. White, “Ultrasonic crack
detection in a simulated human tooth,” Dentomaxillofac Radiol. 34, 80–85 (2005).

3M. Culjat, M. R. S. Singh, D. C. Yoon, and E. R. Brown, “Imaging of human tooth enamel using ultrasound,”
IEEE Trans. Med. Imaging 22, 526–529 (2003).

4R. S. Singh, M. O. Culjat, J. C. Cho, R. R. Neurgaonkar, D. C. Yoon, W. S. Grundfest, E. R. Brown, and S. N.
White, “Penetration of radiopaque dental restorative materials using a novel ultrasound imaging system,”
Am. J. Dent. 20, 221–226 (2007).

5J. Szilard, Ultrasonic Testing: Non-Conventional Testing Techniques (Wiley, Chinchester, UK, 1982).
6E. L. Madsen, J. A. Zagzebski, and G. R. Frank, “Oil-in-gelatin dispersions for use as ultrasonically tissue-
mimicking materials,” Ultrasound Med. Biol. 8, 277–287 (1982).

7A. J. Clarke, J. A. Evans, J. G. Truscott, R. Milner, and M. A. Smith, “A phantom for quantitative ultrasound of
trabecular bone,” Phys. Med. Biol. 39, 677–1687 (1994).

8J. H. Kinney, J. R. Gladden, G. W. Marshall, S. J. Marshall, J. H. So, and J. D. Maynard, “Resonant ultrasound
spectroscopy measurements of the elastic constants of human dentin,” J. Biomech. 37, 437–441 (2004).

9S. N. White, W. Luo, M. L. Paine, H. Fong, M. Sarikaya, and M. L. Snead, “Biological organization of
hydroxyapatite crystallites into a fibrous continuum toughens and controls anisotropy in human enamel,”
J. Dent. Res. 80, 321–326 (2001).

10M. O. Culjat, “Development of an ultrasound imaging system for the detection of subsurface fractures and
caries in human teeth,” Ph.D. dissertation, University of California, Los Angeles, 2005.

11C. John, “The corono-apically varying ultrasonic velocity in human hard dental tissue,” J. Acoust. Soc. Am.
116, 545–556 (2004).

12G. Kossoff and C. J. Sharpe, “Examination of the contents of the pulp cavity in teeth,” Ultrasonics 4, 77–83
(1966).

Singh et al.: JASA Express Letters �DOI: 10.1121/1.2884083� Published Online 17 March 2008

EL44 J. Acoust. Soc. Am. 123 �4�, April 2008 Singh et al.: Tissue mimicking materials for dental ultrasound



The effect of stimulus range on two-interval
frequency discrimination

William J. Matthews and Neil Stewart
Department of Psychology, University of Warwick, Coventry CV4 7AL, United Kingdom

w.j.matthews@warwick.ac.uk, neil.stewart@warwick.ac.uk

Abstract: It has traditionally been thought that performance in two-
interval frequency discrimination tasks decreases as the range over which the
standard tone varies is increased. Recent empirical evidence and a reexami-
nation of previous results suggest that this may not be the case. The present
experiment found that performance was significantly better when the stan-
dard roved over a wide range �1500 Hz� than a narrow range �30 Hz�. This
pattern cannot readily be accommodated by traditional models of frequency
discrimination based on memory or attention, but may be explicable in terms
of neural plasticity and the formation of perceptual anchors.
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1. Introduction

In two-interval frequency discrimination experiments the participant is required to discriminate
a temporally ordered pair of tones (e.g., a standard tone followed by a comparison tone) which
differ only in frequency. It is well established that performance in such tasks is better with a
fixed standard stimulus than when the standard roves over a range of frequencies from trial to
trial (e.g., Harris, 1952). Note that here, and throughout this letter, we use “roving standard” to
mean that on each trial a standard was selected from among a fixed number of unchanging
frequencies, spread across a particular range. This is distinct from the use of a roving standard
whose frequency is a random number sampled from a uniform distribution. As we discuss later,
this distinction may be very important.

It is not clear how frequency discrimination is influenced by the range over which the
standard roves (see Amitay et al., 2005; Jesteadt and Bilger, 1974), although there are a number
of reasons for expecting an increase in range to impair frequency discrimination. Studies of
intensity perception have established that when the range over which the standard varies is
increased, discrimination performance declines (Berliner and Durlach, 1973; Berliner et al.,
1977; Jesteadt and Bilger, 1974). It might reasonably be expected that frequency discrimination
will follow the same pattern. Furthermore, several theoretical models of frequency discrimina-
tion, some emphasizing memory processes and others emphasizing auditory attention, predict
that increases in stimulus range will reduce discrimination accuracy.

Perhaps the most well-known account of discrimination performance to emphasize the
importance of memory processes is the theory of intensity perception developed by Durlach
and Braida (1969). According to this model, performance depends on the use of two distinct
memory modes. In the sensory trace mode, the participant attempts to maintain a trace of the
standard tone and compares the comparison tone with this memory. In the context coding mode,
the participant judges the comparison tone with respect to the general context of sounds in the
experiment. The amount of noise in the trace mode depends upon the temporal interval between
the standard and comparison tones; the noise in the context coding mode depends upon the
range of stimuli presented. Thus, for a fixed temporal interval between standard and comparison
tones, discrimination performance is predicted to be worse with a roving standard. Moreover,
performance is predicted to decline as the range over which the standard varies is increased.
Studies of two-interval intensity discrimination have provided support for this model (Berliner
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and Durlach, 1973; Berliner et al., 1977) and it has been argued that the model also applies to
frequency discrimination (Jesteadt and Bilger, 1974).

Theories of frequency discrimination which emphasize auditory attention also predict
that performance should be better when the standard roves over a narrower range of frequencies.
When the participant is presented with the same standard on every trial, he or she can focus
attention on a narrow frequency region. When the standard varies, the participant may either
broaden his or her attentional band to cover a wider range of frequencies (e.g., Botte, 1995), or
attempt to monitor more than one band, ignoring frequencies which fall in between (e.g., Mac-
millan and Schwartz, 1975). If the participant adopts the former strategy, performance will
decrease as the range of frequencies increases because as the attentional band is broadened,
resolution is diminished. If the participant instead elects to attend to two or more attentional
bands simultaneously then the situation is more complicated and performance will depend on
the precise placement and width of the bands, but will generally deteriorate as the number of
bands and the distance between them increases.

Despite the prediction from both memory- and attention-oriented accounts of fre-
quency perception that performance should be inversely related to stimulus range, there is rela-
tively little evidence from two-interval discrimination tasks against which to test this prediction.
In an assessment of the applicability of Durlach and Braida’s (1969) theory of intensity percep-
tion to frequency discrimination, Jesteadt and Bilger (1974) examined the effect of stimulus
range on frequency discrimination performance in two-interval forced choice and same–
different tasks. In the fixed standard condition of their experiment, the same 1000 Hz tone was
used as the standard on all trials; in the jittered condition, the standard varied over a relatively
narrow range of frequencies �980,990,1000,1010,1020 Hz�; in the roving condition, the
range of standards was much wider (795, 890, 1000, 1120, and 1260 Hz). Jesteadt and Bilger
reported that, as for intensity discrimination, frequency discrimination declined as the range
over which the standards varied increased, and argued that Durlach and Braida’s (1969) theory
of intensity perception applies to frequency perception, too. Since Jesteadt and Bilger’s work, it
has generally been accepted that frequency discrimination is better when the standard roves
over a narrow range than when it varies over a more disparate set of frequencies—perhaps
partly because of the strong theoretical reasons for expecting this result. However, closer ex-
amination suggests that their data do not convincingly demonstrate worsening frequency dis-
crimination when the range over which the standards varies is increased. Jesteadt and Bilger did
not use inferential statistics to compare the performance in different conditions, and an exami-
nation of the qualitative pattern of their results reveals that, of their four participants, one
showed uniformly poor performance while for the remaining three the ordering of performance
in the jittered and roving conditions was not consistent between subjects within each task, or
within subjects across tasks.

In a more recent study, Amitay et al. (2005) also examined the influence of stimulus
range on two-interval frequency discrimination. They employed three conditions: fixed
�1000 Hz� standard; roving standard, where standard frequencies ranged from 900 to 1100 Hz;
and wide roving standard, where the standard varied from 570 to 2150 Hz. Amitay et al. exam-
ined the difference limen (or just noticeable difference) averaged across all stimuli in a condi-
tion. Difference limens were smallest for the fixed standard and, of interest here, difference
limens were smaller (i.e., performance was better) for the wide roving standard than the (nar-
rower) roving standard condition. Amitay et al. interpreted this result in terms of attentional
bands by suggesting that in their wide-roving condition participants monitored several fre-
quency bands and used the presentation of the standard tone as a cue to attend to the appropriate
listening band, but that in their narrow-roving condition the frequencies may have been too
close together to permit this strategy. Instead, the narrow-roving standard led participants to use
a single, widened band with a subsequent loss of resolution. Amitay et al. further suggest that in
Jesteadt and Bilger’s (1974) study the jittered frequencies varied over a sufficiently narrow
range �40 Hz� that the attentional band did not need to be broadened by much, whereas in their
roving condition the range necessitated substantial broadening, resulting in poorer resolution.
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The finding of Amitay et al. (2005) that discrimination was better when the standard
roves over an intermediate range �200 Hz� than a wide range �1580 Hz� suggests that frequency
discrimination is not always improved by widening the stimulus range. However, the attentional
framework they adopt to explain this result predicts that using a narrow range of standards (i.e.,
a few tens of hertz) will lead to performance which is better than when a wide range (i.e.,
several hundred hertz) is used. Thus their attentional model, along with traditional attentional
and memory models and the more general prima facie argument that frequency perception will
be like intensity perception, predicts that frequency discrimination will be better when the
stimulus range is narrow. If, on the other hand, the empirical result reported by Amitay et al. is
indicative of a more general pattern of worsening discrimination as the stimulus range is re-
duced, performance will be better with wide-ranging standards, and alternative theoretical ac-
counts will need to be developed. The current experiment directly addresses this issue.

2. Methods

On each trial, the participant heard a standard tone followed by a comparison tone which was
either the same as the standard or fractionally lower, and made a same–different judgment. Each
participant completed three conditions: a fixed standard condition, a narrow roving condition,
in which the standard ranged over 30 Hz, and a wide roving condition, in which the standard
ranged over 1500 Hz. In all three conditions, a 1000 Hz tone was used as the middle standard,
allowing us to examine the effect of stimulus range on discrimination at a particular frequency.
This approach seems preferable to averaging over the different standards used in each condition
(Amitay et al., 2005) because it separates the effect of stimulus range from the specific frequen-
cies employed. This might be important if, for example, there were a departure from Weber’s
law so that sensitivity depended upon stimulus level (e.g., Berliner and Durlach, 1973).

2.1 Participants

Nine participants with experience of auditory psychophysical experiments took part; eight were
paid £30 for participating, the other was author W.M.

2.2 Stimuli

All tones had a total duration of 1000 ms and were gated on and off with 50 ms cosinusoidal
ramps at beginning and end. They were generated at a sampling rate of 44.1 kHz and played
diotically over Sennheiser eH2270 and HD265 headphones at approximately 80 dB. In the
single standard (SS) condition, the standard was a 1000 Hz tone. In the wide-roving condition
(WR), three standards were used with frequencies of 500, 1000, and 2000 Hz (i.e., the fre-
quency of each standard was a factor of 2.0 greater than the previous one so that they were
evenly spaced on a logarithmic scale). In the narrow roving (NR) condition, the standard tones
had frequencies of 985.2, 1000, and 1015 Hz (i.e., separated by a factor of 1.015). The differ-
ence between the standard and comparison tones, �f, varied from 0.3% to 1.0% for different
subjects; the difficulty was selected based upon their previous performance in frequency dis-
crimination tasks and was intended to match approximate overall performance levels across
participants.

2.3 Design and procedure

Each participant completed seven sessions, one in condition SS and three in WR and NR. Each
session consisted of 4 blocks of 60 trials. The three NR sessions were grouped together, as were
the three WR sessions, giving a total of six possible condition orders. Participants completed
the sessions over the course of a few days, sometimes completing two or more sessions back to
back with a short rest between. Trials from the first block of each session were treated as
warm-up and excluded from the analyses. On each trial participants heard the standard tone.
After a 1 s interval they heard the comparison tone and were asked to indicate whether it was
the same as the standard or different, and were informed that, if different, the second tone would
be slightly lower. They were provided with on-screen feedback about the accuracy of their re-
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sponse for 1 s and there was an additional 1 s interval before the start of the next trial. The
timing of stimulus presentation and response collection was controlled by DMDX [a freely
available program for presenting stimuli with millisecond accuracy, Forster and Forster (2003)].

3. Results

Trials on which the participant successfully detected a difference between standard and com-
parison tones were denoted hits; trials on which the participant correctly identified no difference
between standard and comparison tones were denoted correct rejections. The proportion of hits
and correct rejections for each level of the standard tone in each condition was used to calculate
d� as a measure of frequency discrimination. The results are shown in Table 1.

To examine the effects of stimulus range on discrimination at a given frequency (e.g.,
Harris, 1952), we compared performance in the three conditions when the 1000 Hz tone was
used as the standard. [An alternative approach is to measure performance in the NR and WR
conditions by averaging the d� values for the different standard tones, and to compare there
averages (e.g., Jesteadt and Bilger, 1974). This approach yielded exactly the same pattern of
results.] Preliminary analyses established that neither block order nor difficulty ��f� influenced
the differences among the SS, NR, and WR conditions. A repeated measures analysis of vari-
ance (ANOVA) revealed a significant effect of condition, F�2,16�=17.7, �p

2=0.688, p�0.001.
Paired samples t-tests (Bonferroni corrected) indicated a significant difference in the d� values
between the SS and NR conditions [t�8�=5.46, p�0.001] and between the NR and WR condi-
tions, t�8�=4.71, p=0.004, but not between the WR and SS conditions �t�8�=2.35�. Inspection
of the data from individual participants revealed that, for eight of the nine tested, frequency
discrimination was worse when the standard roved over a narrow range than when it roved over
a wide range. Finally, a repeated measures ANOVA was used to examine the effect of condition
on response bias, c. The conditions did not differ �F�1�.

4. Discussion

The present experiment demonstrates that frequency discrimination with a roving standard is
better when the range of stimuli is wide �500–2000 Hz� than narrow �985–1015 Hz�. This
disagrees with Jesteadt and Bilger (1974), who claimed that performance with a standard which
roved over a 40 Hz range was as good as that with a single standard. However, as noted earlier,
Jesteadt and Bilger’s data do not convincingly demonstrate a systematic effect of stimulus range
on frequency discrimination. Given the highly significant and consistent finding in the current
study that frequency discrimination is better when the standard roves over a wide range
�1500 Hz� than a narrow range �30 Hz�, and the finding by Amitay et al. (2005) of better per-
formance when the standard ranges over a wide range �1580 Hz� than an intermediate range

Table 1. Experimental results

Participant �f �%� dss� dNR� dWR�

1 1.0 2.13 1.01 1.56
2 0.6 2.94 0.57 1.12
3 0.5 2.67 1.68 2.56
4 0.5 4.83 1.82 3.60
5 0.5 1.89 1.31 2.00
6 0.4 2.80 1.82 1.42
7 0.3 3.57 1.35 2.77
8 0.3 2.46 1.70 3.35
9 0.3 2.94 0.80 1.91

Mean 2.91 1.34 2.25
s.d. 0.87 0.46 0.87
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�200 Hz�, we suggest that, contrary to what has previously been thought, roving-standard fre-
quency discrimination is not improved by decreasing the stimulus range. This result is unex-
pected and hard to reconcile with a number of existing theories of frequency discrimination. In
what follows we briefly discuss possible explanations for this finding.

4.1 Memory

As noted in Sec. 1, it has been suggested that Durlach and Braida’s (1969) highly influential
model of intensity perception may be extended to describe frequency perception. This theory
asserts that, with a fixed temporal interval between tones, performance should be a decreasing
function of stimulus range. The results reported here, and those of Amitay et al. (2005), show
the opposite pattern, and it is hard to see how the concept of context-coding memory noise
could be modified to accommodate our findings.

Durlach and Braida’s (1969) theory is not the only memory-based model to have been
applied to frequency discrimination. Other workers (e.g., Massaro, 1970) have emphasized the
importance of interference and trace decay to discrimination performance, but these similarly
fail to account for the current results. Siegel (1972), for example, pointed out that as the number
of tones in the stimulus set increases, the length of time and the number of trials intervening
since the last presentation of the current tone also increase. While this implies that increasing
the number of standard tones will reduce discrimination accuracy, it does not predict any effect
of increasing the range of the standard tones. Similarly, it is unlikely that the current results can
be explained in terms of proactive interference (where the retrieval of more recently presented
stimuli is impaired by memories of earlier items); evidence from Ruusuvirta (2000) suggests
that in same–different tasks like the one used here proactive interference will only influence
response bias, not overall accuracy.

4.2 Attention

When the standard roves over a range of frequencies, participants may employ various atten-
tional strategies but we would typically expect performance in the wide-roving condition to be,
at best, the same as in the narrow-roving condition. The current results are therefore problem-
atic for attentional theories. As noted earlier, Amitay et al. (2005) have tried to explain the
finding that performance is better with a wide-roving standard by suggesting that participants
use a mixed strategy: In the wide-roving condition, participants monitor several bands and use
the standard as a cue to direct attention to the relevant band, whereas in the narrow-roving
condition participants broaden a single band to encompass all of the relevant frequencies. In the
narrow-roving condition of the current experiment, the standards only covered a 30 Hz range.
As Amitay et al. note, it seems unlikely that there would need to be much broadening of the
listening band to cover this range, or that such broadening would lead to performance that is so
much worse than in the wide-roving condition. Furthermore, in the current experiment both
standard and comparison tones were played for a full second, long enough that one might expect
the participant fully to orient attention to the standard’s frequency irrespective of whether he or
she is monitoring a single broadened band or several separate channels. Although it is possible
that participants use a strategy like that outlined by Amitay et al., the present data necessitate the
assumption that even slight widening of the attentional band leads to a dramatic loss of reso-
lution. Thus, while it is undoubtedly the case that attention is an important determinant of fre-
quency discrimination (e.g., Demany et al., 2004), it is difficult to develop a convincing
attention-based explanation for the current findings.

4.3 Perceptual anchors and plasticity

Conventional memory- and attention-based models struggle to accommodate the effects of
stimulus range shown in the current experiment and in the experiment of Amitay et al. (2005).
We therefore consider an alternative theoretical orientation which emphasizes learning about
the standard tones over successive trials. As some researchers have pointed out (e.g., Ahissar
et al., 2006), when the same standard is used on every trial, participants can form a stable trace
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of that tone across trials. That is, repeated presentation of the same tone allows formation of a
perceptual anchor such that the comparison tones are judged against this anchor rather than
against the single presentation of the standard tone on the current trial. In the multiple standards
condition the presence of other standards, and the increased number of trials between succes-
sive presentations of each, will make it harder to form a perceptual anchor for the three different
standards. [Note that we use the term perceptual anchor in the sense of a stable representation of
each tone built up over successive trials, as in Ahissar et al. (2006). In a later development of
their theory of intensity perception, Durlach and Braida (Braida et al., 1984) use the same term
to refer to the stimuli at the edge of the range; this modified theory can no more readily accom-
modate the present results than can the original theory.]

As it stands, this account is similar to the memory explanation of poor discrimination
performance in one-interval paradigms developed by Siegel (1972) and makes no clear predic-
tion regarding the effect of stimulus range. However, a consideration of the possible neural
mechanisms underlying anchor formation does suggest an effect of stimulus range. Each neu-
ron in the primary auditory cortex responds to a range of frequencies, with a peak response to a
specific characteristic frequency. There is a growing appreciation that this tuning is somewhat
plastic (see Weinberger, 2004, for a review). For example, in conditioning studies training pro-
duces systematic changes in the frequency receptive fields (RFs) of neurons in the primary
auditory cortex, such that the RF tuning shifts away from the original characteristic frequency
toward the frequency of the trained tone (e.g., Bakin and Weinberger, 1990). It seems plausible
that a similar process subserves the formation of long-term representations (i.e., perceptual
anchors) corresponding to the standard tones used in experiments like the one reported here.
That is, we suggest that anchor formation involves retuning/recruiting neurons which normally
respond maximally to nearby frequencies to the standard tone’s frequency. When the standards
are widely spaced, the anchor formation will involve distinct populations of neurons. However,
as the standards are moved closer together, there will be an increasing overlap in the neural
populations used to represent each one, and a resulting decrease in the fidelity of the anchor.
That is, neurons with nearby characteristic frequencies cannot be recruited because they are
already being used. As Ahissar et al. (2006) have noted, the failure to form a perceptual anchor
may markedly impair discrimination performance. Thus, we suggest that when the standards
occupy a narrow range of frequencies it is harder to form a long term trace of each because the
representations involve extensively overlapping neural populations, and there is a resulting loss
of frequency discrimination.

One advantage of this account is that it may provide an explanation for the difference
between the current results and those for intensity discrimination, where increasing the stimulus
range reduces accuracy. In intensity discrimination, for quiet and moderate level stimuli, the
overall level of activity within a single population of neurons must be compared. Recruitment of
neurons with nearby characteristic frequencies will increase the size of the population. Whether
the intensity of the standard is kept fixed, varies over a narrow range of intensities, or varies over
a wide range of intensities, the increased population size should benefit discrimination perfor-
mance. So, to a first approximation, recruitment should not differentially affect performance in
the different conditions. However, for louder stimuli, when all of the on-frequency neurons are
saturated (i.e., firing maximally), loudness information is coded in the spread of activation to
off-frequency neurons (Moore and Raab, 1974). If off-frequency neurons are recruited, the
population of off-frequency neurons in which the spread of excitation is found will be reduced,
and should reduce discrimination performance for louder stimuli. Because the wide-range con-
dition includes more loud stimuli than the other conditions, the wide range condition will be
most affected by recruitment.

Throughout this letter we have used the term roving standard to indicate a standard
selected from a fixed set of unchanging frequencies, spread across a particular range (e.g., Ami-
tay et al., 2005). An alternative way to generate roving standards is by randomly selecting fre-
quencies from a particular range; such a condition might be termed truly roving. The use of truly
roving standards might provide a way to test the perceptual anchor explanation outlined earlier.
When the standard on each trial is a randomly selected frequency, there will presumably be no
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opportunity for neural recruitment and the formation of long-term representations of each
stimulus. As such, a narrow roving condition will no longer be more difficult than a wide roving
condition. Indeed, with a truly roving standard performance may well be better when the stimu-
lus range is narrow, as a wider range will require greater shifts of attention from trial to trial. A
future comparison of frequency discrimination in wide-range and narrow-range conditions of
an experiment with a truly roving standard may therefore provide a useful way to test the gen-
erality of the result reported here, and of the model we propose to explain that result.

5. Conclusions

The key message of the present study is that two-interval frequency discrimination is worse
when the standard roves over a narrow range than a wide range. Although we have argued that
this pattern is difficult to reconcile with accounts based on memory noise or attention, it may be
possible to modify these theories to accommodate the current result. Similarly, our suggestion
that the result may be explicable in terms of learning and plasticity may prove incorrect. In
either case, the present work, in conjunction with that of Amitay et al. (2005), provides an
important empirical finding which demands explanation.
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Abstract: The goal of this study was to measure the ability of normal-
hearing listeners to discriminate formant frequency for vowels in isolation
and sentences at three signal levels. Results showed significant elevation in
formant thresholds as formant frequency and linguistic context increased.
The signal level indicated a rollover effect, especially for F2, in which for-
mant thresholds at 85 dB SPL were lower than thresholds at 70 or 100 dB
SPL in both isolated vowels and sentences. This rollover level effect could be
due to reduced frequency selectivity and forward/backward masking in sen-
tence at high signal levels for normal-hearing listeners.
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1. Introduction

A number of studies have shown that vowel formants, referring to the spectral prominence of
vowel sounds, play critical roles in vowel categorization and perception (Hillenbrand et al.,
1995; Nearey, 1989). Vowel formant discrimination measures the ability of human listeners to
discriminate changes in formant frequency, especially F1 and F2. Thresholds of formant dis-
crimination, �F, refer to the smallest changes in vowel formant frequency that can be detected.
Kewley-Port and her colleagues have systematically examined the ability of human listeners to
discriminate formant frequency under optimal and ordinary listening condition (Kewley-Port
and Watson, 1994; Kewley-Port and Zheng, 1999; Kewley-Port, 2001; Liu and Kewley-Port,
2004a, b). Many factors have been shown to affect formant resolution, including the level of
stimulus uncertainty (i.e., trial by trial variability in vowel stimuli), level of linguistic context
(i.e., isolated vowel, syllable and sentence), listener training, and background noise. Increases
in stimulus uncertainty or level of linguistic context (from isolated vowels to sentences) de-
graded vowel formant discrimination performance (Kewley-Port and Zheng, 1999; Liu and
Kewley-Port, 2004a) as well as background noise (Liu and Kewley-Port, 2004b). However, all
of these studies on vowel formant discrimination presented speech signals at 70 dB SPL, a
conversational level, and by far there is no report on effects of signal level on formant discrimi-
nation for normal-hearing listeners. Liu and Kewley-Port (2007) found that thresholds of for-
mant discrimination were higher at 95 dB SPL for hearing-impaired listeners than at 70 dB
SPL, especially for vowels presented in sentence. Such a rollover effect of signal level was also
found in other studies of speech perception. That is, a significant reduction in speech recogni-
tion occurred as speech level increased above moderate levels (Miranda and Pichora-Fuller,
2002; Molis and Summers, 2003; Studebaker et al., 1999). Thus, the primary purpose of this
study was to examine whether or not such a rollover effect was also present on vowel formant
discrimination for normal-hearing listeners under optimal (i.e., isolated vowels) and ordinary
listening conditions (i.e., sentence).

a�
Portions of the data were presented at the Fourth Joint Meeting of the Acoustical Society of America and the
Acoustic Society of Japan.
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Effects of speech levels on speech perception, especially at high presentation levels,
are dependent on several factors such as listening conditions (e.g., in quiet or in noise), hearing
status (e.g., normal hearing or hearing-impaired), speech spectral information (e.g., low- or
high-frequency speech), and speech material (e.g., consonant, syllable, word, or sentence). For
normal-hearing listeners in quiet listening conditions, the rollover effect of speech recognition
was found for both high-pass- and low-pass-filtered speech from 75 to 105 dB SPL (Molis and
Summers, 2003) as well as for temporally jittered speech at high levels (Miranda and Pichora-
Fuller, 2002). In addition, Studebaker et al. (1999) reported that normal-hearing listeners
showed a weak rollover effect ��10% � of word recognition as the speech level increased from
64 to 99 dB SPL with the peak performance at 79 dB SPL. Therefore, it is important to assess
how the level of speech sounds affects formant discrimination for normal-hearing listeners un-
der different linguistic contexts. Three factors were manipulated to meet the purposes of the
present study, signal level: 70, 85, and 100 dB SPL; formant frequency (eight vowel formants);
level of linguistic context (isolated vowels and sentences).

2. Method

2.1 Stimuli

Four American English vowels /(, �, æ, #/ were used as speech stimuli and they covered a wide
range of formant frequencies from a low F1 to a high F2 over the English vowel space (see Table
1). Thresholds of formant discrimination for F1 and F2 of these four vowels were measured in
two types of linguistic contexts: isolated vowel and sentence. The four original /bVd/ syllables
recorded from a female talker were the same ones used in earlier studies (Liu and Kewley-Port,
2004a, 2007). Standard vowels without formant shifts and test vowels with formant changes
were synthesized using a modified STRAIGHT procedure (Kawahara et al., 1999). F1 and F2
for each standard syllable were shifted systematically by 24 steps using a linear scale. The range
of formant frequency shifts was from 0.9% to 17% of the formant frequency for each F1 and F2.
The procedure to shift target formant frequency is described briefly as follows: First, a matrix in
Matlab representing the spectrogram �amplitude� time� frequency� of the standard syllable
was obtained by the analysis in STRAIGHT. Second, to shift a formant peak, the temporal
location of the formant across the syllable duration, including transitions, was visually identi-
fied. Third, in each time frame (i.e., one spectrum), the formant shift was manipulated for the
portion between the valleys on either side of the formant peak. As shown in Fig. 1 for the
standard /æ/ vowel and the /æ/ vowel with 10% shift of F2 frequency, amplitude in the low-
frequency valley was adjusted to be a constant across the frequency range corresponding to the
frequency shift, while the high-frequency valley was collapsed by replacing the original ampli-
tude values with the shifted peak, such that the shift in the selected formant frequency resulted
in no change in other formants. Thus, detail in the formant peaks was preserved in this proce-
dure with the valleys only slightly changed. Finally, this modified two-dimensional matrix was
reloaded into STRAIGHT and used with other unchanged acoustic parameters such as F0 and
amplitude contours for resynthesis [for more details about formant shift synthesis, see Liu and
Kewley-Port (2004a)]. Formant shifts included the steady-state portions as well as the onset and
offset formant transitions in the /bVd/ syllables. The isolated vowels were subsequently edited
by deleting the formant transition at the beginning and the end of the syllable such that only the
steady-state vowel nucleus remained. Durations for the standard isolated vowels ranged from

Table 1. Parameters of isolated vowels.

( � æ #

F1 �Hz� 430 581 678 700
F2 �Hz� 1454 1960 2078 2132
Isolated vowel �ms� 107 125 198 123
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107 to 198 ms (see Table 1). For the linguistic context of sentences, the target word /bVd/ was
embedded in the middle of a carrier sentence: “The first word is /bVd/ on the page now.” All the
stimuli were presented at three levels, 70, 85, and 100 dB SPL.

Digital stimuli were sampled at 12 207 Hz by a two-channel, 20 bit D/A converter
(TDT RP2.1), scaled to the appropriate presentation level by programmable attenuators (TDT
PA5), routed to a headphone buffer (TDT HB7), and delivered to an insert earphone (Etymotic
ER-2) inserted into the right ear of the listener who was seated in a sound attenuation chamber
(IAC). Speech sound pressure levels were verified at the output of the insert earphones via
G.R.A.S. IEC 126 2-cc coupler mated to the microphone of a Quest (Model 2700) sound level
meter set to the linear weighting scale.

2.2 Listeners

Six American English native speakers, between 22 and 28 years old, participated in this study.
All listeners had normal hearing with pure tone thresholds of 15 dB HL or better at octave
intervals from 250 to 8000 Hz and were paid for their participation.

2.3 Procedures

Thresholds of vowel formant discrimination were measured for F1 and F2 of the four English
vowels, using a three-interval (one reminder interval followed by two test intervals), forced-
choice procedure with a two-down, one-up tracking algorithm, estimating 71% correct re-
sponses (Levitt, 1971). There were two levels of linguistic context: isolated vowel and sentence.
For isolated vowel, the standard isolated vowel was presented in the reminder interval, followed
by a standard and a test vowel randomly ordered in the two test intervals. The listener’s task was
to indicate which of the two test intervals contained the different vowel. For sentence, the stan-
dard syllable (/bVd/) was presented alone in the first interval followed by two test intervals, each
containing one carrier sentence. The standard and test syllables were imbedded in the sentence,
and listener’s task was to detect which of the two intervals contained the comparison syllable.
Presentation intervals were separated by a 400-ms silent period for each trial. Threshold for a
given condition was taken as the average threshold based on three 60-trial blocks unless the
standard deviation for the three blocks differed by more than 1% of the formant frequency, in
which case a fourth block was completed and averaged with the first three. Listeners were tested
with isolated vowel first followed by sentence, while the order of the other two experimental
factors, vowel formant and signal level, were randomly selected for each listener. It took a total
of about 18 h for each listener to complete the study with each session lasting 1–1.5 h.

Fig. 1. STRAIGHT spectra from one middle analysis frame for the standard /æ/ is shown with the solid line. The
dotted line indicates where the F2 peak was shifted for the 10% frequency increment.
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3. Results

As shown in Fig. 2, average thresholds across listeners are plotted as a function of speech level
for the two linguistic contexts and eight vowel formants (F1 and F2 of four vowels). Overall,
thresholds increased with complexity of the linguistic context (from isolated vowel to sentence)
and the formant frequency, particularly in the F2 region, consistent with previous studies
(Kewley-Port and Zheng, 1999; Liu and Kewley-Port, 2004a). The rollover effect of speech
levels was obtained, i.e., thresholds at 85 dB SPL were lower than at 70 and 100 dB SPL. A
three-factor (formant frequency� linguistic context�signal level) repeated-measures analysis
of variance (ANOVA) with �F as the dependent variable showed that thresholds of formant
discrimination were affected significantly by formant frequency [F�7,35�=13.011, p�0.05],
linguistic context [F�1,5�=13.238, p�0.05], and signal level [F�2,10�=6.934, p�0.05].
None of the two-way and three-way interaction effects was significant �p�0.1� except the in-
teraction effect of formant frequency and linguistic context [F�7,35�=3.376, p�0.05], sug-
gesting that threshold-frequency functions showed similar patterns across signal level, but not
linguistic context. Post hoc tests suggested that thresholds at 85 dB SPL were significantly
better than at 70 dB SPL �p�0.05�, but not than at 100 dB SPL �p�0.05� with no significant
difference between 70 and 100 dB SPL �p�0.05�.

In order to measure the simple main effect of signal level under linguistic context,
two-way (formant frequency�signal level) ANOVAs were completed for isolated vowels and
sentences, respectively. For isolated vowels, there was no significant effect of signal level
[F�2,10�=2.574, p�0.05] on formant thresholds with the average thresholds increased by
25% for 70 dB SPL and 10% for 100 dB SPL compared to the average thresholds at 85 dB
SPL. For sentences, speech level showed a significant effect on formant discrimination
[F�2,10�=4.328, p�0.05] with the thresholds increased by 28% for 70 dB SPL and 17% for
100 dB SPL relative to the thresholds at 85 dB SPL. In addition, the present study showed that
the effect of speech level is greater at the F2 region than at the F1 region, e.g., formant thresh-
olds were increased by 23% at 70 dB SPL and 5% at 100 dB SPL for F1 relative to thresholds
at 85 dB SPL while elevated by 28% at 70 dB SPL and 18% at 100 dB SPL for F2 compared to

Fig. 2. Thresholds of formant discrimination in hertz as a function of speech level �70, 85, 100 dB SPL� for two
linguistic contexts �isolated vowel and sentence� and four vowels �/(, �, æ, #/�: F1 in isolated vowel �top left�, F1 in
sentence �top right�, F2 in isolated vowel �bottom left�, and F2 in sentence �bottom right�.
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thresholds at 85 dB SPL. Thus, overall results indicate a greater effect of speech levels on for-
mant discrimination for the longer linguistic context (sentence) than for the short linguistic
context (isolated vowels) and a greater level effect on F2 than on F1 (see Fig. 2).

4. Discussion

The main purpose of this study was to assess the signal level effect on vowel formant discrimi-
nation. As shown in Fig. 2, a rollover effect of the signal level on vowel formant discrimination
was observed for both isolated vowels and sentences. Such a rollover effect of speech levels was
also found in other studies of speech perception for normal-hearing listeners (Meyer and
Mishler, 1985; Miranda and Pichora-Fuller, 2002; Molis and Summers, 2003; Studebaker et al.,
1999). There are two possible interpretations of the rollover effect for vowel formant discrimi-
nation including level-dependent frequency selectivity and forward and backward masking on
vowel formants in sentence context.

One mechanism accounting for the rollover effect is reduced frequency selectivity
with increase of the signal level. Several psychophysical studies have suggested that the band-
width of auditory filters becomes broader as the signal level increases (Moore and Glasberg,
1987) such that the internal representation of vowel spectrum is smoothed, resulting in lower
peak-to-valley contrasts for F1 and F2. This is consistent with Javal’s (1997) physiological find-
ings on cats that an increase of stimulus level degraded the encoding of vowel formants, espe-
cially for higher formants, in terms of spectral response patterns in auditory neurons. Excitation
patterns were calculated for the four vowels at 70, 85, and 100 dB SPL, using Moore and Glas-
berg’s excitation model (1987). As shown in Fig. 3 (the /æ/ vowel), for normal-hearing listeners,
the peak-to-valley contrasts of F1 were slightly reduced from 85 to 100 dB SPL by 0.5 dB on
average across the four vowels, while the peak-to-valley contrasts of F2 in the excitation pat-
terns for the four vowels were reduced by an average of 1.5 dB from 85 to 100 dB SPL. The
reduction in the peak-to-valley contrasts of F1 and F2 at high levels may account for the rollover
level effect of formant discrimination as well as the greater rollover effect on F2 than for F1.
This is consistent with Molis and Summers’ findings (2003) that there was a rollover effect of
signal level on speech recognition for normal-hearing listeners and that the rollover effect was
greater for high-frequency speech than for low-frequency speech. Altogether, such greater roll-
over effects of signal level on perception of high-frequency speech than on perception of low-
frequency speech, found in both studies, were due to physiological and psychophysical facts
that cochlear processing is more linear (i.e., more level independent) in low-frequency regions
than in high-frequency regions (Rosen and Stock, 1992; Rosen et al., 1998).

Fig. 3. Excitation patterns of the /æ/ vowel at three levels: 70 �solid line�, 85 �dotted line�, and 100 �dashed line� dB
SPL. Note the changes in spectral contrasts for F1 and F2.
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As noted in Sec. 3, the rollover level effect on formant discrimination was greater at
the longer linguistic context (sentence) than the shorter linguistic context (isolated vowel), im-
plying that there may be some mechanisms other than the one addressed earlier involved in the
rollover level effect in sentence. One possibility may be that formant discrimination in sen-
tences is affected by forward and backward masking resulting from the speech preceding and
following the target vowel. Studies of intensity discrimination for pure tones under both for-
ward and backward masking suggested a nonmonotonic function from 20 to 100 dB SPL for
normal-hearing listeners (Zeng and Turner, 1992; Plack and Viemeister, 1992). For forward and
backward masking, especially when the masking delay was short ��100 ms�, the intensity dis-
crimination function showed rollover in which thresholds for intensity discrimination were
higher at middle levels than thresholds at either low or high signal levels. However, it should be
noted that intensity discrimination was degraded with forward and backward masking at middle
levels while formant discrimination became better at middle levels, indicating that effects of the
forward and backward masking may be different between the two auditory tasks. Further re-
search will be conducted to reveal how forward and backward masking affect formant discrimi-
nation.

Summarizing, two main mechanisms may interpret the rollover level effect on formant
discrimination thresholds in the present study, depending on linguistic context. For vowel pre-
sented in isolation, the degradation of formant discrimination at the very high level is likely
accounted for by the poorer representation of vowel formants. Moreover, at high levels, high-
frequency formants are represented more poorly than low frequency due to greater nonlinearity
at high frequencies. When the target vowel is embedded into a long linguistic context, the pre-
ceding and following speech, resulting in forward and backward masking, may additionally
degrade formant discrimination at high levels.

Acknowledgments

The author is thankful to one anonymous reviewer and James Hillenbrand for their constructive
comments on earlier versions of this manuscript.

References and links
Hillenbrand, J., Getty, L. J., Clark, M. J., and Weeler, K. (1995). “Acoustic characteristics of American English
vowels,” J. Acoust. Soc. Am. 97, 3099–3111.
Javal, E. (1997). “Cochlear excitation patterns in sensorineural hearing loss,” in Modeling Sensorineural
Hearing Loss, edited by W. Jesteadt (Erlbaum, Mahwah, NJ), pp. 9–34.
Kawahara, H., Masuda-Kastuse, I., and Cheveigne, A. (1999). “Restructuring speech representations using a pitch-
adaptive time-frequency smoothing and an instantaneous-frequency-based F0 extraction: Possible role of a
repetitive structure in sounds,” Speech Commun. 27, 187–207.
Kewley-Port, D. (2001). “Vowel formant discrimination: Effects of stimulus uncertainty, consonantal context and
training,” J. Acoust. Soc. Am. 110, 2141–2155.
Kewley-Port, D., and Watson, C. S. (1994). “Formant-frequency discrimination for isolated English vowels,” J.
Acoust. Soc. Am. 95, 485–496.
Kewley-Port, D., and Zheng, Y. (1999). “Vowel formant discrimination: Towards more ordinary listening
conditions,” J. Acoust. Soc. Am. 106, 2945–2958.
Levitt, H. (1971). “Transformed up-down methods in psychoacoustics,” J. Acoust. Soc. Am. 49, 467–477.
Liu, C., and Kewley-Port, D. (2004a). “Vowel formant discrimination for high-fidelity speech,” J. Acoust. Soc. Am.
116, 1224–1233.
Liu, C., and Kewley-Port, D. (2004b). “Formant discrimination in noise for isolated vowels,” J. Acoust. Soc. Am.
116, 3119–3129.
Liu, C., and Kewley-Port, D. (2007). “Factors affecting vowel formant discrimination by hearing-impaired
listeners,” J. Acoust. Soc. Am. 122, 2855–2864.
Meyer, D., and Mishler, E. (1985). “Rollover measurements with auditec NU-6 word lists,” J. Speech Hear
Disord. 50, 351–356.
Miranda, T., and Pichora-Fuller, M. (2002). “Temporally jittered speech produces performance intensity,
phonetically balanced rollover in young normal-hearing listeners,” J. Am. Acad. Audiol 13, 50–58.
Molis, M., and Summers, V. (2003). “Effects of high presentation levels on recognitions of low- and high-
frequency speech,” ARLO 4, 124–128.
Moore, B. C. J., and Glasberg, B. R. (1987). “Formulae describing frequency selectivity as a function of
frequency and level and their use in calculating excitation pattern,” Hear. Res. 28, 209–225.
Nearey, T. M. (1989). “Static, dynamic, and relational properties in vowel perception,” J. Acoust. Soc. Am. 85,

C. Liu: JASA Express Letters �DOI: 10.1121/1.2884085� Published Online 17 March 2008

J. Acoust. Soc. Am. 123 �4�, April 2008 C. Liu: Rollover effect on formant discrimination EL57



2088–2113.
Plack, C. J., and Viemeister, N. F. (1992). “Intensity discrimination under backward masking,” J. Acoust. Soc.
Am. 92, 3097–3101.
Rosen, S., Baker, R., and Darling, A. (1998). “Auditory filter nonlinearity at 2 kHz in normal-hearing listeners,”
J. Acoust. Soc. Am. 103, 2359–2370.
Rosen, S., and Stock, B. (1992). “Auditory filter bandwidth as a function of level at low frequencies
�125 Hz–1 kHz�,” J. Acoust. Soc. Am. 92, 773–781.

Studebaker, G., Sherbecoe, R., McDaniel, D., and Gwaltney, C. (1999). “Monosyllabic word recognition at higher-
than-normal speech and noise levels,” J. Acoust. Soc. Am. 105, 2431–2444.
Zeng, F. -G., and Turner, C. W. (1992). “Intensity discrimination in forward masking,” J. Acoust. Soc. Am. 92,
782–787.

C. Liu: JASA Express Letters �DOI: 10.1121/1.2884085� Published Online 17 March 2008

EL58 J. Acoust. Soc. Am. 123 �4�, April 2008 C. Liu: Rollover effect on formant discrimination



Effect of spectral resolution on the intelligibility
of ideal binary masked speech

Ning Li and Philipos C. Loizou
Department of Electrical Engineering, University of Texas at Dallas, Richardson, Texas 75083-0688

nxl051000@utdallas.edu; loizou@utdallas.edu

Abstract: Most binary-mask studies assume a fine time–frequency repre-
sentation of the signal that may not be available in some applications (e.g.,
cochlear implants). This study assesses the effect of spectral resolution on
intelligibility of ideal-binary masked speech. In Experiment 1, speech cor-
rupted in noise at −5 to 5 dB signal-to-noise ratio (SNR) was filtered into
6–32 channels and synthesized using the ideal binary mask. Results with
normal-hearing listeners indicated substantial improvements in intelligibility
with 24–32 channels, particularly in −5 dB SNR. Results from Experiment 2
indicated that having access to the ideal binary mask in the F1/F2 region is
sufficient for good performance.
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1. Introduction

The ideal binary mask (IdBM) has been set as a computational goal in computational auditory
scene analysis algorithms (Wang, 2005) and has also been used extensively in “missing feature”
speech recognition techniques (Cooke et al., 2001). The ideal binary mask takes values of zero
and one, and is constructed by comparing the local signal-to-noise ratio (SNR) in each time–
frequency (T–F) bin against a preset threshold. The construction of the ideal binary mask re-
quires knowledge of the signals (speech and interferer) prior to mixing. It is usually applied to
the time–frequency representation of a mixture signal and eliminates portions of a signal (those
assigned to a “zero” value) while preserving others (those assigned to a “one” value). A number
of studies demonstrated high gains in speech intelligibility using the IdBM technique (Roman
et al., 2003; Brungart et al., 2006; Li and Loizou, 2007, 2008). In the Brungart et al. (2006)
study, for instance, performance was restored to the level attained in quiet when the IdBM
technique was applied to a closed-set word test at −3 dB SNR (speech stimuli were corrupted
by competing talkers).

The ideal binary mask was applied in the above-mentioned studies to the mixture sig-
nals assuming a fine time–frequency representation of the signal. The studies by Brungart et al.
(2006) utilized a bank of 128 gammatone filters with auditory-like frequency resolution, while
the study by Li and Loizou (2007) utilized a 512-point fast Fourier transform (256 channels). In
applications such as hearing aids or cochlear implants, however, the time–frequency represen-
tation of the signal can be rather coarse (Loizou, 1998). In cochlear implants, for instance,
speech is processed via a small number (12–22) of channels. Thus, it is not clear whether the
ideal binary mask technique can bring substantial intelligibility gains, if any, when the T–F
representation is poor as it is for instance in cochlear implants. Experiment 1 assesses the im-
pact of spectral resolution on the intelligibility of IdBM speech. The spectral resolution was
systematically varied by bandpass filtering speech into 6–32 channels and synthesizing it using
a sinewave-excited vocoder. Since in practice algorithms that estimate the binary mask might
not be accurate in all frequencies (channels), we assess in Experiment 2 the impact of frequency
location of the ideal binary mask by restricting access to the ideal binary mask to a subset of
channels.
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2. Experiment 1: Effect of spectral resolution

2.1 Subjects and material

Fourteen normal-hearing listeners participated in this experiment. All subjects were native
speakers of American English, and were paid for their participation. The speech material con-
sisted of sentences taken from the IEEE database (IEEE, 1969). All sentences were produced by
a male speaker. The sentences were recorded in a sound-proof booth (Acoustic Systems) in our
lab at a 25 kHz sampling rate. Details about the recording setup and copies of the recordings are
available in Loizou (2007). Two types of masker were used. The first was continuous (steady-
state) noise, which had the same long-term spectrum as the test sentences in the IEEE corpus.
The second masker was multitalker babble which was taken from the Auditec CD (St. Louis).
The maskers were added to the target stimuli at −5, 0, and 5 dB SNR levels.

2.2 Signal processing

The stimuli were processed via an n-channel sinewave-excited vocoder (Loizou et al., 1999)
and synthesized with and without utilizing the ideal binary mask. In the baseline vocoder con-
dition, signals were first processed through a preemphasis filter (2000 Hz cutoff), with a
3 dB/octave rulloff, and then bandpassed into n frequency bands (n=6, 12, 16, 24, and 32)
using sixth-order Butterworth filters. Logarithmic filter spacing was used for n�16 and mel
filter spacing (linear up to 1 kHz and logarithmic thereafter) was used for higher number �n
�16� of channels. The envelope of the signal was extracted by full-wave rectification and low-
pass filtering (second-order Butterworth) with a 400 Hz cutoff frequency. Sinusoids were gen-
erated with amplitudes equal to the rms energy of the envelopes (computed every 4 ms) and
frequencies equal to the center frequencies of the bandpass filters. The sinusoids of each band
were finally summed and the level of the synthesized speech segment was adjusted to have the
same rms value as the original speech segment.

The stimuli were also processed and synthesized via the ideal binary mask as follows.
The masker signal is first scaled (based on the rms energy of the target) to obtain the desired
SNR level. The target and masker signals are then independently bandpass filtered as before
into n channels (same frequency spacing), and envelopes are extracted by low-pass filtering
(400 Hz cutoff) the rectified waveforms. The filtered target and masker signals are used to es-
timate the (true) instantaneous envelope SNR in each channel (the SNR is computed, every
4 ms, as the ratio of the rms energies of the target and masker envelope signals). If the SNR in
a given channel is found to be greater than 0 dB, then the mixture envelope of that channel is
retained (the 0 dB SNR threshold is adopted in this study as it is the threshold typically used for
constructing ideal binary masks, Wang, 2005). If the SNR in a given channel is found to be less
or equal to 0 dB, then the mixture envelope of that channel is discarded. Following the
retention/discarding of the mixture envelopes in each channel, the signal is synthesized as a sum
of m �m�n� sine waves with amplitudes set to the envelopes with positive SNR values and
frequencies set to the center frequencies of the corresponding bandpass filters.

2.3 Procedure

The experiments were performed in a soundproof room (Acoustic Systems, Inc) using a PC
connected to a Tucker-Davis system 3. Stimuli were played to the listeners monaurally through
Sennheiser HD 250 Linear II circumaural headphones at a comfortable listening level. Prior to
the test, each subject listened to vocoded speech to become familiar with the stimuli. The train-
ing session lasted for about 15–20 min. During the test, the subjects were asked to write down
the words they heard. Subjects participated in a total of 60 conditions �=3 SNR levels
�2 algorithms�2 maskers�5 number of channels�. Two different groups of subjects (seven
in each group) were used due to the limited number of lists available in the IEEE corpus. The
first group participated in the −5 and 0 dB conditions, and the second group participated in the
5 dB SNR conditions. Subjects were randomly assigned to the two groups. Two lists of sen-
tences (i.e., 20 sentences) were used for each condition.1 The sentence lists were counterbal-
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anced across subjects. Sentences were presented to the listeners in blocks, with 20 sentences/
block for each condition. The different conditions were run in random order for each listener.

2.4 Results and discussion

The mean percent correct scores (all words were used in the scoring) are shown in Fig. 1 as a
function of number of channels. The scores for the baseline vocoded stimuli are shown in closed
symbols and the scores for the IdBM-vocoded stimuli are shown in open symbols. For the
stimuli corrupted by multitalker babble, three-way analysis of variance (ANOVA) (with re-
peated measures) indicated significant effect [F�4,24�=337.9, p�0.005] of spectral resolution
(number of channels), significant effect [F�1,6�=476.0, p�0.005] of processing (vocoding
and IdBM vocoding), significant effect [F�2,12�=720.5, p�0.005] of SNR level (−5, 0, and
5 dB) and significant �p�0.005� interactions among all factors. Similar ANOVA was applied
to the speech-shaped noise conditions. Analysis indicated significant effect [F�4,24�=268.5,
p�0.005] of spectral resolution (number of channels), significant effect [F�1,6�=248.8, p
�0.005] of processing (vocoding and IdBM vocoding), significant effect [F�2,12�=359.4, p
�0.005] of SNR level (−5, 0, and 5 dB), and significant �p�0.005� interactions among all
factors.
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Fig. 1. Mean percent correct scores as a function of number of channels for the two types of maskers tested. The
scores for the baseline vocoded stimuli �V� are shown in closed symbols and the scores for the IdBM-vocoded
stimuli are shown in open symbols. Error bars indicate standard errors of the mean.
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As expected, performance improved as the number of channels increased for both
baseline and IdBM vocoded stimuli. Performance reached a plateau, however, in most condi-
tions depending on the masker and SNR level used. Post-hoc tests (according to Scheffé) were
run to find the number of channels needed to reach asymptotic performance. For the IdBM
stimuli processed in babble, performance reached an asymptote with 16 channels of stimulation
in the −5 and 0 dB SNR conditions. In the 5 dB SNR condition, performance obtained with 12
channels did not differ significantly �p�0.05� from performance obtained with 16 channels.
For the IdBM stimuli processed in speech-shaped noise, performance asymptoted at 24 chan-
nels of stimulation in −5 dB SNR, and at 12 channels of stimulation in 5 dB SNR. There was no
asymptote in the 0 dB SNR condition.

The above-presented analysis clearly indicates that spectral resolution has a significant
impact on the intelligibility of IdBM stimuli. The performance with the IdBM stimuli did not
reach the same level (90%–100% correct) as attained by Brungart et al. (2006) with 128 chan-
nels in low �−3 dB� SNR conditions. Nevertheless, the improvement in performance obtained
with the IdBM stimuli in the present study is quite substantial, particularly at low SNR levels
(−5 and 0 dB). In the −5 dB SNR babble condition, for instance, performance improved by
roughly 60 percentage points with 24–32 channels of stimulation.

3. Experiment 2: Effect of frequency location of binary mask

In the previous experiment we assumed that we had access to the ideal binary mask in all chan-
nels. In practice, the binary mask (or equivalently the envelope SNR) needs to be estimated
from the noisy observations and the SNR estimation may not be accurate in all channels. Hence,
in the present experiment we assess the impact of frequency location of the binary mask on
speech intelligibility. This is done by assuming access to the ideal binary mask for only a subset
of the channels and leaving the remaining channels unaltered.

3.1 Subjects and material

A different group of six normal-hearing listeners participated in this experiment. All subjects
were native speakers of American English, and were paid for their participation. The same
speech material from the IEEE database was used for the target stimuli, and the same types of
maskers were used as in Experiment 1. The maskers were added to the target stimuli at −5, 0,
and 5 dB SNR levels.

3.2 Signal processing

The stimuli were processed as before into 32 channels via the ideal binary mask technique,
except for the following difference in implementation. Access to the ideal binary mask was
restricted only to channels falling within a limited frequency region spanning 0– f Hz, where
f=560, 1000, 1630, 2720, and 5500 Hz. Hence, channels falling within the 0– f Hz region were
synthesized using the IdBM technique (same as in Experiment 1) and channels with upper
cutoff frequencies greater than f Hz were synthesized via the baseline vocoding strategy. Note
that the f=5500 Hz condition corresponds to the condition in which all channels had access to
the ideal binary mask (same as in Experiment 1), and is included here for comparative purposes.
The above-mentioned cutoff frequencies were chosen to assess the importance of having access
to F1 information �f�1000 Hz� alone or F1/F2 information �f�2720 Hz� alone.

3.3 Procedure

The same experimental setup was used as in Experiment 1. Subjects participated in a total of 36
conditions �=3 SNR levels�6 cutoff frequencies�2 maskers� including the baseline vo-
coder and the IdBM-vocoded conditions. Two lists of sentences (i.e., 20 sentences) were used
per condition, and none of the lists were repeated across conditions. The sentence lists were
counterbalanced across subjects. Sentences were presented to the listeners in blocks, with 20
sentences/block in each condition. The different conditions were run in random order for each
listener.
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3.4 Results and discussion

The mean percent correct scores are shown in Fig. 2 as a function of the cutoff frequency f (Hz),
i.e., the frequency location of the ideal binary mask. The f=0 Hz condition corresponds to the
baseline vocoded stimuli (no access to the ideal binary mask) and the f=5500 Hz condition
corresponds to the situation in which all 32 channels had access to the ideal binary mask (as in
Experiment 1). For the stimuli corrupted by multitalker babble, two-way ANOVA (with re-
peated measures) indicated significant effect [F�5,25�=269.5, p�0.005] of the cutoff fre-
quency, significant effect [F�2,10�=862.3, p�0.005] of SNR level, and significant interaction
[F�10,50�=35.7, p�0.005]. For the stimuli corrupted by speech-shaped noise, two-way
ANOVA (with repeated measures) indicated significant effect [F�5,25�=266.3, p�0.005] of
the cutoff frequency, significant effect [F�2,10�=492.4, p�0.005] of SNR level, and signifi-
cant interaction [F�10,50�=32.9, p�0.005].

As shown in Fig. 2, performance improved monotonically as the cutoff frequency f
increased (i.e., more channels were included with access to the ideal binary mask). The above-
presented statistical analysis yielded an interaction between SNR level and cutoff frequency,
and that interaction stems from the fact that the rate of improvement in performance differed for
the three SNR levels. A steep rate of improvement in intelligibility was observed for low SNR
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Fig. 2. Mean percent correct scores as a function of the cutoff frequency f �i.e., frequency location of the ideal binary
mask� for the two types of maskers tested. The f =0 Hz condition corresponds to the baseline vocoded stimuli which
made no use of the ideal binary mask. All stimuli were processed via 32 channels. Error bars indicate standard errors
of the mean.
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levels �−5 dB� and a relatively shallow rate of improvement was observed for higher SNR levels
�5 dB� as f increased (i.e., as more channels with ideal binary mask were added). Post-hoc tests,
according to Scheffé, indicated that performance asymptoted at f=2500 Hz in the −5 and 0 dB
SNR conditions for both maskers. Performance asymptoted at f=1500 Hz in the 5 dB SNR
condition for both maskers.

The outcome from the present experiment suggests that it is important for algorithms
that estimate the binary mask to be accurate in the low frequency region, and in particular the
F1/F2 region. The intelligibility tests in Experiment 2 suggest that having access to the ideal
binary mask in the low frequencies is sufficient for good performance. It is speculated that
access to a better SNR in the low-frequency region makes it easier for listeners to segregate
the target in complex listening situations via a glimpsing mechanism. Evidence of the advan-
tage introduced by glimpsing the low-frequency region was provided in the study by Li and
Loizou (2007) and Anzalone et al. (2006). Significant reductions in speech reception threshold
were obtained in the study by Anzalone et al. (2006) by both normal-hearing and hearing-
impaired listeners when the ideal speech detector was applied only to the lower frequencies
�70–1500 Hz�.

4. Conclusions

The present study extended previous findings on the intelligibility of ideal binary masked
speech (Brungart et al., 2006; Li and Loizou, 2008). The present results indicate that the use of
ideal binary masks can bring substantial gains in speech intelligibility, particularly at low SNR
levels (−5 and 0 dB), even when the spectral resolution is relatively low (16–24 channels).
Access to the ideal binary mask in the low frequencies, particularly in the F1/F2 region, was
found to be sufficient for good performance.
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Abstract: A principal components analysis of the median-plane head-
related impulse responses (HRIRs) in the CIPIC HRTF database reveals that
the individual HRIRs can be reconstructed by a linear combination of 12
principal components (PCs) within 5% of error in the least-squares sense.
The PCs include the intersubject and interelevation variations in the median-
plane HRIRs. Each PC provides sound cues for the front–back discrimination
and/or the vertical perception. There exist common systematic elevation de-
pendencies in the weights of lower-numbered PCs which contribute to the
pinna/head diffractions, whereas the elevation dependencies in the weights of
higher-numbered PCs are different from subject to subject.
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1. Introduction

The modeling of spatial dependence of head-related transfer functions (HRTFs) or head-related
impulse responses (HRIRs) by a set of basis functions has been attempted by several authors.
Martens (1987) applied the principal components analysis (PCA) to model HRTFs. He com-
puted a set of basis functions from the critical-band-filtered HRTFs in the horizontal plane.
Kistler and Wightman (1992) performed a PCA of the HRTFs data and they showed that the log
magnitude of HRTFs can be adequately approximated by a linear combination of five basis
spectral shapes, and they showed the systematic tendencies in the weights of the basis functions
according to the source position. Middlebrooks (1999) demonstrated a systematic dependence
of HRTFs on dimensions of 45 subjects. Chen et al. (1995) obtained the orthogonal basis func-
tions from the Karhunen–Loève expansion of the complex valued (both magnitude and phase)
HRTFs. However, these previous studies focused on HRTFs in the frequency domain only.

In the time domain, Wu et al. (1997) performed the Karhunen–Loève expansion of
HRIRs. However, the basis functions cannot represent the intersubject variations because they
included HRIRs of only single subject in the Karhunen–Loève expansion. More recently,
Grantham et al. (2005) proposed a reduced order model of HRIRs in the time domain. They did
not, however, deal with the intersubject and interelevation variations. Shin and Park (2008)
performed a PCA of HRIRs of 45 subjects, and they proposed a HRTF customization technique
based on subjective tuning of the pinna responses. They, however, performed a PCA at each
source position, thus a set of basis functions is different at each source position and the basis
functions cannot represent the interelevation variations. These previous studies carried out in
the time domain did not show the systematic tendencies in the weights of the basis functions,
whereas Kistler and Wightman (1992) showed those in the frequency domain.

a�
Portions of this work were presented at the AES 31st International Conference in June 2007.
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The purpose of the present letter is to show the systematic elevation-dependent ten-
dencies in the weights of basis functions in the time domain and to clarify the contribution of
each basis function to the vertical perception and the front–back discrimination.

2. PCA of HRIRs in the time domain

2.1 PCA of median-plane HRIRs

The general procedure of PCA of the median-plane HRIRs is briefly described. More specific
details can be obtained from the authors’ previous work (Hwang and Park, 2007).

In this letter, we present a set of basis functions obtained from PCA of the median-
plane HRIRs in the CIPIC HRTF database (Algazi et al., 2001). The number of median-plane
HRIRs at each ear is 2205 (45 subjects�49 elevations from −45° to 225° at 5.625° intervals).
Before PCA was performed, we carried out a preprocessing on the median-plane HRIRs to
remove the initial time delay, defined as the time at which the pulse in HRIR first exceeds 12%
of its maximum amplitude, and to extract the early response that lasts for 1.5 ms since the
arrival of direct pulse. This early response over the 1.5 ms following the arrival of the direct
pulse is the data on which PCA is performed, and this response includes the effects of pinna,
head, shoulder, and torso (Brown and Duda, 1998). The basis functions (or basis vectors) can be
obtained from the covariance matrix of the mean-subtracted data matrix, and the k dominant
basis functions are the k eigenvectors of the covariance matrix corresponding to the k largest
eigenvalues. These basis functions are called “principal components” (PCs), and the set of HR-
IRs can be reconstructed by a linear combination of the PCs. Reasonable measures to determine
the number of PCs are the percentage variance and the percentage reconstruction error in the
least-squares sense. The percentage variance in HRIRs reconstructed from the first k PCs is
expressed as

% var�k� =

�
i=1

k

�i

�
i=1

N

�i

� 100�%� ��1 � ¯ � �k � ¯ � �N� , �1�

where �i �i=1,2 , . . . ,N� is the ith largest eigenvalue of the covariance matrix. The percentage
reconstruction error of HRIRs is defined as

% error�k� =
�Y − Ŷk�F

2

�Y�F
2 � 100 �%� , �2�

where Y and Ŷk indicate the original data matrix, which is composed of the 2205 median-plane
HRIRs and the reconstructed data matrix from the first k PCs, respectively. Subscript F indi-
cates the matrix Frobenius norm. The variance excludes the empirical mean of HRIRs, whereas
the reconstruction error includes it. The absolute values of the eigenvalues of the covariance

Table 1. Percentage variance �% var� and reconstruction error �% error� as a function of the number of PCs �k�, and
the kth largest eigenvalue ��k� of the covariance matrix.

k % var % error �k k % var % error �k k % var % error �k

1 25.1 36.7 1.33E−1 7 76.9 11.3 2.63E−2 13 91.4 4.2 6.31E−3
2 42.4 28.2 9.21E−2 8 80.5 9.6 1.87E−2 14 92.4 3.7 5.31E−3
3 52.3 23.4 5.27E−2 9 83.9 7.9 1.82E−2 15 93.2 3.3 4.11E−3
4 59.8 19.7 3.96E−2 10 86.4 6.7 1.34E−2 16 93.9 3.0 3.66E−3
5 66.5 16.4 3.57E−2 11 88.7 5.5 1.25E−2 17 94.5 2.7 3.29E−3
6 72.0 13.8 2.92E−2 12 90.2 4.8 7.88E−3 18 95.1 2.4 3.03E−3
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matrix also may be a meaningful measure to determine the number of PCs. Table 1 summarizes
the percentage variance and the percentage reconstruction error for the left-ear HRIRs as a
function of the number of PCs �k� and the kth largest eigenvalue of the covariance matrix. As the
number of PCs increases, the variance increases and the reconstruction error decreases expo-
nentially. The more PCs are used to reconstruct HRIRs, the more exact reconstruction can be
obtained. However, the nuisance PCs, which do not contribute significantly to the reconstruc-
tion, can be included. Previous studies determined the number of PCs to recover approximately
90% of the variance (Kistler and Wightman, 1992; Middlebrooks and Green, 1992). In this
letter, we set the reconstruction error bound of 5%, which is comparable to 90% of the variance
in HRIRs, yielding 12 PCs.

2.2 Interpretations on PCs and weight of PCs

Figure 1 shows the 12 PCs obtained from PCA of the left-ear HRIRs in the median plane.
Because the initial time delay was removed before PCA was performed, 0 ms in the horizontal
axis indicates the time at which the pulse in HRIR first exceeds 12% of its maximum amplitude.
Note that PC1, PC2, PC3, and PC4 have high energy up to 0.2 ms, whereas PC9 and PC10 have
high energy at around 0.4 ms. According to the previous study, the pinna mainly contributes to
the early response up to 0.2 ms and the last responses are mainly due to the shoulder/torso
reflections (Brown and Duda, 1998). Thus, it can be mentioned that PC1, PC2, PC3, and PC4
mainly contribute to the effect of pinna/head diffractions and that PC9 and PC10 mainly con-
tribute to the effect of shoulder/torso reflections. Physical acoustics can support these interpre-
tations. For example, 0.2 ms corresponds to the wave propagation distance of approximately
7 cm and this distance is comparable to the physical size of pinna.

The weight of PC (PCW) represents the contribution of each PC in the reconstructed
HRIR. Figure 2 shows the distributions of PCWs for the left-ear HRIRs of the 45 subjects at
each elevation in the median plane. Horizontal axis at each panel indicates the source elevation
in degrees. At each elevation, the closed square (�) and vertical bar ��� indicate the mean value
of PCWs (mPCW) and the ±1 s.d. of PCWs, respectively. The trace of mPCW according to
elevation represents the common elevation dependency of PCW across all subjects, and the
standard deviation represents how much the intersubject variation exists. Most energy in HRIRs
is distributed to the responses of direct pulse and pinna/head diffractions and the lower-
numbered PCs have high energy in that responses, thus the absolute values of lower-numbered
mPCWs are generally larger than those of higher-numbered mPCWs.

Fig. 1. Twelve PCs obtained from PCA of the left-ear HRIRs in the median plane.
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Figure 3 shows variations of mPCWs across all elevations and across all subjects.
Open circles and squares indicate the maximum and minimum bounds of mPCWs across all
elevations and across all subjects, respectively. Each error bar indicates the ±1 s.d. of mPCWs.
All PCs contribute to both the interelevation variations and the intersubject variations; however,
the degree of contribution to each of these variations is different from PC to PC. The informa-
tion in Fig. 3 indicates whether each PC contributes more to the interelevation variations or to

Fig. 2. Distributions of PCWs for the left-ear HRIRs of all subjects at each elevation �45 HRIRs� in the median
plane. Horizontal axis at each panel indicates the source elevation in degrees. At each elevation, the closed square
��� and vertical bar ��� indicate the mean value and the �1 s.d. of PCWs, respectively.

Fig. 3. Variations of mPCWs across elevations and across subjects. Open circles and squares indicate the maximum
and minimum bounds of mPCWs across elevations and across subjects, respectively. Each error bar indicates the �1
s.d. of mPCWs.
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the intersubject variations. PCs 1–4 have larger standard deviations of mPCWs across all eleva-
tions than those across all subjects, and PCs 5–12 show the opposite results. Thus, it can be
mentioned that the interelevation variations in PCs 1–4 are larger than the intersubject varia-
tions, whereas the intersubject variations in PCs 5–12 are larger than the interelevation varia-
tions. PCWs 5–12 also show obvious elevation dependencies although the variations of
mPCWs across all elevations are smaller than those across all subjects.

However, the elevation dependencies of PCWs 5–12 are different from subject to sub-
ject. In other words, common elevation dependencies of PCWs 5–12 across all subjects are
relatively less obvious than those of the other PCWs. For example, Fig. 4 shows PCW1 and
PCW9 of representative subjects according to the elevation. The weights of PC1 for all three
subjects show the similar elevation dependency, and the dependency is comparable to that of
mPCW1. The elevation where PCW1 rapidly increases is different from subject to subject;
however, it is reflected in the variance of PCW1 in Fig. 2. On the other hand, the elevation
dependency of PCW9 is different from subject to subject except around 90° of elevation. PCW9
for subject 060 increases rapidly from −45° to 20°, decreases gradually from 20° to 180°, and
fluctuates at the other elevations, whereas with the increase of elevation the weights of PC9 for
subject 019 and subject 137 decrease gradually and fluctuate, respectively. Therefore, it can be
concluded that the elevation dependencies of the higher-numbered PCWs exist, but those are
different from subject to subject and the intersubject differences are reflected in the variations of
PCWs in Fig. 2.

Meaningful interpretations obtained from Figs. 2 to 4 are summarized as follows.

(a) PC1 has positive mPCW from about 30° to 150° and negative mPCW for other eleva-
tions, and mPCW increases monotonically from 0° to 90° and decreases monotonically
from 90° to 180°. Therefore, it can be mentioned that there exists the common elevation
dependency of PCW1 across all subjects and PC1 provides sound cue for the vertical
perception. The intersubject variations are larger in the frontal region than in the rear
region because the standard deviations of PCW1 across all subjects are larger in the
frontal region.

(b) PC2 has positive mPCW in the frontal region except for low sources below −22.5° and
has negative mPCW in the rear region, thus there exists the common elevation depen-
dency of PCW1 across all subjects and PC2 provides sound cue for the front–back dis-
crimination. The intersubject variation of PCW2 is large in the frontal region.

(c) mPCW of PC3 is almost asymmetric about 90°, and its sign changes at approximately
20°, 90°, and 160°. Therefore, the weights of PC3 for all subjects also show the common

Fig. 4. PCW1 �left panel� and PCW9 �right panel� of representative subjects in the CIPIC HRTF database. Squares
��� indicate the mean values of PCWs for all 45 subjects.
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elevation dependency, and PC3 provides sound cues for the front–back discrimination
and the vertical perception. Similar to PC1 and PC2, PC3 shows larger intersubject
variation in the frontal region than in the rear region.

(d) mPCW of PC4 is almost symmetric about 120°; however, it shows locally monotonic
changes. Thus, the weights of PC4 for all subjects show the common elevation-
dependent tendency and PC4 generally does not contribute to the front–back discrimi-
nation but to the vertical perception. PC4 shows larger intersubject variation for the
frontal sources at around 0°.

(e) PC5 has almost zero mPCW for all elevated sources, thus there is no common elevation
dependency of PCW5 across all subjects. However, the standard deviation of PCW5 is
large for sources from −45° to 45° and for low sources in the rear region. Therefore, it
can be inferred that the elevation dependency of PCW5 is different from subject to sub-
ject and PC5 mainly represents the intersubject variation for these sources.

(f) mPCW of PC6 is almost zero in the rear region except for low sources (above approxi-
mately 210°), whereas it is symmetric about 20° in the frontal region. Thus, PC6 gener-
ally contributes to the vertical perception in the frontal region. The standard deviation of
PCW6 is almost the same for all sources in the median plane.

(g) mPCWs of PCs 7–12 are almost zeros except for low sources, and the standard devia-
tions of these PCs are large for sources from −45° to 45° in the frontal region. Thus, it
can be inferred that these PCs mainly represent the intersubject variations for elevated
sources from −45° to 45° and the elevation dependencies of PCWs 7–12 are different
from subject to subject for those elevated sources.

3. Discussion

PCAs of HRTFs in the frequency domain and PCAs of HRIRs in the time domain each have
advantages and disadvantages. Previous studies based on PCA in the frequency domain (Kistler
and Wightman, 1992; Middlebrooks and Green, 1992) deal with the log magnitude of HRTFs
under the assumption of a minimum phase property of HRTFs, and this can reasonably repre-
sent human’s sense of hearing because it is roughly logarithmic, whereas PCA in the time do-
main deals with the linear-scaled HRIRs. However, it is not clear which PCs in the frequency
domain are due to the pinna or to the shoulder/torso only because the shoulder/torso response
and pinna response are closely coupled. Moreover, the minimum phase assumption leads to
HRIR approximation that is much shorter than the original HRIR and where the pinna and torso
contributions are merged. On the other hand, PCs in the time domain can be classified into the
effects of pinna or shoulder/torso because HRIR can be decomposed into a series of temporal
sound events. Furthermore, to carry out PCA in the time domain, both the phase and magnitude
information may be considered to obtain PCs.

The number of HRIRs included in our analysis is less than that of HRTFs included in
the previous works performed in the frequency domain, but nevertheless the number of neces-
sary PCs in this study is greater than that in the previous studies. Kistler and Wightman (1992)
performed PCA using 5300 directional transfer functions (DTFs: mean-subtracted log magni-
tude of HRTFs) of 10 subjects and obtained 5 PCs to recover 90% of the variance in 5300 DTFs.
Middlebrooks and Green (1992) also obtained 5 PCs to recover 89.5% of the variance in 5760
DTFs of 8 subjects. A reason why the number of PCs in our study is greater than that in the
previous works is that the HRIRs of more subjects were included in the PCA. When the PCA
was performed in the frequency domain using median-plane HRTFs of 45 subjects in the CIPIC
HRTF database, the same number of PCs (12 PCs) were needed to recover 90% of the variance
in 2205 DTFs (details are not included because PCA in the frequency domain is not within the
scope of this letter). Thus, the requirement of a large number of PCs was not attributed to PCA
in time domain but to large number of subjects.

One can obtain many sets of orthogonal basis functions by rotation of a specific set of
basis functions, thus the set of 12 PCs presented in this letter is one of the sets of orthonormal
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basis functions. Other sets of basis functions obtained by rotation may have some other mean-
ingful property or be desirable in interpreting results although the rotation of a set of PCs is not
included in this letter.

4. Conclusion

The present letter expands on the previous studies, which dealt with PCA of HRTFs or HRIRs.
PCA of median-plane HRIRs in the CIPIC HRTF database was performed in the time domain.
The individual HRIRs can be reconstructed by a linear combination of 12 PCs within 5% of
error on average. These PCs are based on a larger population of subjects than that in the previ-
ous studies, and they include both the intersubject and interelevation variations in the HRIRs.
Each PC contributes to effects of pinna/head or shoulder/torso and provides sound cues for the
front–back discrimination and/or the vertical perception. There exist common systematic
elevation-dependent tendencies of the weights of lower-numbered PCs which contribute to the
pinna/head diffractions, whereas the elevation dependencies of the higher-numbered PCWs are
different from subject to subject. The interelevation variations in the PCs 1–4 are larger than the
intersubject variations, whereas the opposite results are shown in the other PCs.
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Abstract: A single pool of untrained subjects was tested for interactions
across two bimodal perception conditions: audio-tactile, in which subjects
heard and felt speech, and visual-tactile, in which subjects saw and felt
speech. Identifications of English obstruent consonants were compared in bi-
modal and no-tactile baseline conditions. Results indicate that tactile infor-
mation enhances speech perception by about 10 percent, regardless of which
other mode (auditory or visual) is active. However, within-subject analysis
indicates that individual subjects who benefit more from tactile information
in one cross-modal condition tend to benefit less from tactile information in
the other.
© 2008 Acoustical Society of America
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1. Introduction

It has long been known that both visual (McGurk and MacDonald, 1976) and tactile (Sparks
et al., 1978) information can influence auditory speech perception. Previous research on the
effect of tactile information on speech perception has focused primarily on enhancing the com-
munication abilities of deaf-blind individuals (Chomsky, 1986; Norton et al., 1977; Reed et al.,
1989). Central to much of this research is the Tadoma method (Alcorn, 1932). Tadoma involves
a perceiver placing his or her hand on a speaker’s face in a specific position in order to gain
tactile speech information. Typically, deaf-blind individuals require years of training in order to
use Tadoma successfully. While a minority of previous studies have tested the use of the Tadoma
method by individuals with normal hearing, speech, and visual systems (Blamey et al., 1989,
Reed et al., 1978, 1982), the subjects of these studies were researchers who had extensively
studied the Tadoma method, and who had additional training prior to undergoing the experi-
ment.

In one of the few experiments demonstrating the influence of tactile information on
speech perception in a completely untrained population, Fowler and Dekle (1991) showed that
manual tactile contact with a speaker’s face coupled with incongruous auditory input can elicit
an audio-tactile (AT) McGurk-type illusion. However, the extent to which different modalities
interact with one another in speech perception is not known. A relevant property of intermodal
interaction is superadditivity, whereby a perceiver gains more benefit from information via one
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modality when that information is coupled with information via another modality (e.g.,
McGrath and Summerfield, 1985). It is unknown, however, whether there exist complex rela-
tionships across modalities, such that a particular modality will receive greater enhancement
when coupled with specific other modalities, or whether such interactions may vary across
perceivers.

The present paper uses the Tadoma method to test interactions across two bimodal
perception conditions for a single group of untrained perceivers. One condition involved audio-
tactile (AT) speech perception in noise by perceivers unable to see the speaker, and one involved
visual-tactile (VT) speech perception by perceivers when the speech was masked by noise.

2. Method

Twelve native speakers of North American English between the ages of 20 and 40 participated
in the study—five male, and seven female. All subjects had normal speaking and hearing skills,
and no training in linguistics, speech sciences, or any method of tactile speech perception.

Video and audio of all trials were recorded using a Sony DCR-TRV19 mini-DV cam-
corder. An experimenter (the third author, a female native speaker of English) read aloud from
prepared lists of token utterances. All tokens on the list had the structure /aCá/, where the
intervocalic consonant in each token was one of the 14 English obstruents: /b, p, t, d, k, g, f, v, �,
ð, s, z, b, c/. Five repetitions of each disyllable were included, for a total of 70 tokens per trial.
For each subject, a different randomized list was used for each trial.

An audio-only pre-test was conducted prior to the main experiment to set subject-
specific noise levels. Half of the subjects participated in the AT condition first, and half partici-
pated in the VT condition first, allowing for control of whether prior experience in one condition
could affect performance in the other. A separate control trial was used to test participants’
ability to perceive the relevant consonants based on audio-only or visual-only input (without
tactile information). Thus, within AT and VT conditions, half of the subjects participated in the
control trial first, while half participated in the test trial first.

(1) Pre-trial. Each subject wore isolating headphones playing white noise with a fre-
quency band from 0 to 11 025 Hz at a sampling rate of 22 050 Hz, and was instructed to close
his or her eyes. The subject sat at arm’s length from the experimenter, who read from a random-
ized list of /aCá/ tokens prepared as described above. Simultaneously, a second experimenter
adjusted the volume of the white noise in the headphones. Noise levels were set so that the
subject could distinguish the correct segment with greater than chance frequency. During the
pre-trial for the VT condition, each subject was instructed to raise a hand when he or she heard
the experimenter speaking; noise levels were increased until the subject indicated (by a lowered
hand) that the experimenter’s voice was no longer audible at all. The final level was set slightly
higher than this, and several additional utterances were used to confirm inaudibility.

(2) AT trial (With Tactile condition). Subjects wore isolating headphones playing white
noise partially obscuring the acoustic speech signal as described above, and were instructed to
keep their eyes closed for the duration of the trial (confirmed after the experiment based on the
video record of each session). Each subject was seated at arm’s length from the experimenter,
with his or her right hand placed on the experimenter’s face as per the Tadoma method: (a) the
subject’s index finger was placed horizontally just above the experimenter’s mandibular ridge,
(b) the other three fingers were fanned out beginning just below the mandibular ridge, across the
experimenter’s throat, (c) the palm was held over the experimenter’s jaw and chin, and (d) the
thumb was placed lightly on the experimenter’s lips. Subjects received no instructions concern-
ing how or whether to interpret the information conveyed through the hand-face contact. Once
the subject was in place, the experimenter read aloud from a list of 70 token utterances prepared
as described above. Despite many hours of training to ensure constant productions, the experi-
menter occasionally misspoke (as confirmed in the video and audio record of the experiment),
with the result being that not all consonants in the stimuli lists were presented to each subject
exactly five times. Subjects were instructed to listen to the experimenter, and to repeat each
disyllable aloud in full to the best of his or her ability. A second experimenter recorded the
subject’s responses. This experimenter’s record was later checked against the video and audio
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record by consensus among three phonetically trained experimenters. The audio record was also
used to confirm that the experimenter spoke at a consistent amplitude across conditions.

(3) VT trial (With Tactile condition). Procedures were identical to the AT trial, except
as follows: (a) the amplitude of the white noise was adjusted (as described above) to completely
obscure the acoustic speech signal, (b) subjects kept their eyes open for the duration of the
experiment, and (c) subjects were instructed to look at the primary experimenter throughout the
trial.

(4) Control trials (Without Tactile conditions). Procedures were identical to the AT and
VT trials, respectively, except that subjects had no physical contact with the experimenter dur-
ing the trial.

3. Results

3.1 Overall results

Total percent improvement in consonant identification was compared across subjects and con-
sonants for the Tactile conditions relative to the control conditions, i.e., auditory only or visual
only, using paired t-tests (paired by subject). Results were highly significant, indicating a mean
improvement of 9.96% (percentage points out of total possible correct, compared with a hy-
pothesized difference of zero) for the AT condition [t�11�=−4.2100; p=0.0015] and 9.42% for
the VT condition [t�11�=−4.0868; p=0.0018].

Total percentage improvement across VT and AT conditions was also compared using
a paired t-test (paired by subject). Results indicate no difference between VT and AT conditions
�t�11�=0.1483;p=0.8848�. Figure 1 plots improvements for all subjects with quartile box
plots.

No significant effects of order of trial presentation were found, allowing all subjects to
be included in all across-subject analyses.

3.2 Subject-by-subject results

Figure 2 shows percent accuracy results plotted by subject for AT and VT conditions. Although
overall results were virtually identical across AT and VT conditions (Fig. 1), subject-specific
results varied considerably. Figure 3 plots each subject’s improvement in AT vs. VT conditions
in a bivariate scatterplot. Linear regression indicates a significant negative correlation between
improvement in AT vs. VT conditions (r2=0.4479;p=0.0243; Subject 7’s values lay outside of
a 95% confidence ellipse, and were therefore omitted from this analysis). No significant corre-
lation was found between baseline accuracy in a modality and improvement due to adding tac-
tile information.
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Fig. 1. �Color online� Overall percent improvement in correct segment identification due to tactile information in AT
and VT conditions. Standard box plots show median, range and quartiles.
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4. Discussion

Across-subject results for the AT vs. VT conditions suggest that manual tactile information does
enhance speech perception by about 10% in untrained perceivers. However, subject-specific
results indicate that individual subjects vary substantially in how much improvement is gained
from adding tactile information to each of the other perceptual modalities tested. Specifically,
subjects who gain more from adding tactile information to the auditory modality tend to gain
less from adding tactile information to the visual modality, and vice-versa. This supports the
contention that modal additivity may differ for different cross-modal pairings across subjects.

5. Conclusion

The findings of this study support the notion that manual tactile information relevant to recov-
ering speech gestures enhances speech perception in normal perceivers untrained in methods of
tactile speech perception even for combinations of modalities where specific prior experience is
unlikely (e.g., visual + tactile). Further, this enhancement occurs regardless of the other active
modality—auditory or visual. However, the finding that subjects who gain more from tactile
input coupled with an auditory baseline gain less from tactile input coupled with a visual base-
line suggests that there is substantial individual variation in terms of which modality is favored
for speech perception and how cross-modal information is combined.
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Fig. 2. Subject-by-subject improvement in correct segment identification in AT �left graph� and VT �right graph�
conditions. The top line in each graph shows accuracy in With Tactile condition and the bottom line shows accuracy
in Without Tactile condition. The gray region between the lines represents the improvement due to addition of tactile
information.
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Fig. 3. �Color online� Relationship between percent improvement in correct segment identification due to adding
tactile information. Linear fit shown indicates a significant negative correlation.
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Abstract: Listeners without absolute (or “perfect”) pitch have difficulty
identifying or producing isolated musical pitches from memory. Instead, they
process the relative pattern of pitches, which remains invariant across pitch
transposition. Musically untrained non-absolute pitch possessors demon-
strated absolute pitch memory for the telephone dial tone, a stimulus that is
always heard at the same absolute frequency. Listeners accurately classified
pitch-shifted versions of the dial tone as “normal,” “higher than normal” or
“lower than normal.” However, the role of relative pitch processing was also
evident, in that listeners’ pitch judgments were also sensitive to the frequency
range of stimuli.
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1. Introduction

There is an apparent paradox in the way listeners process frequency information in music. De-
spite the transduction and encoding of sound on the basis of frequency, with tonotopic repre-
sentations beginning in the cochlea, and continuing up through the auditory pathway to cortex
(Merzenich and Reid, 1974; Wessinger et al., 1997), in the context of music perception very few
listeners are able to identify, remember, or produce musical sounds on the basis of absolute
frequencies. Instead, most listeners process music in terms of relative pitch (RP); the relative
differences, or intervals, between pitches.

However, this is not strictly true of all listeners. A minority of listeners, those who
possess absolute pitch (AP; popularly known as “perfect pitch”), can explicitly produce or rec-
ognize an isolated tone, of say 277 Hz, as the musical pitch C#4. This ability is rare in North
American culture with estimated incidences ranging from less than 0.1% in the general popu-
lation (Profita and Bidder, 1988) to 15% among accomplished musicians (Baharloo et al.,
1998). However, cross culturally, the incidence is even higher (49%) among conservatory stu-
dents who identify themselves as “Asian or Pacific Islander” (Gregersen et al., 1999). This
result has been confirmed using direct tests of AP ability in music conservatory students in
China and the U.S. (Deutsch et al., 2006).

The incidence of AP ability may be higher still if one considers more implicit forms
that do not include a naming component. For example, musically trained listeners without ab-
solute pitch can nevertheless identify whether familiar musical excerpts (Bach Preludes) were
in the correct key (Terhardt and Seewann, 1983). Similarly, Schellenberg and Trehub (2003)
found that listeners can discriminate original versions of familiar instrumental television theme
songs from versions that were shifted in pitch by 1 or 2 semitones. Furthermore, production
studies have found that even listeners without absolute pitch can sing or hum familiar songs
from memory within a few semitones of the original recording (Halpern, 1989; Levitin, 1994).
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In the related speech domain, Deutsch (2002) has observed that speakers of a tonal language
(Vietnamese) show a high degree of pitch consistency (about 1 semitone or less) in their speech
production across test sessions.

Despite the common view that absolute pitch is “special,” relative pitch processing is
actually quite sophisticated. For example, relative pitch processing allows listeners to correctly
identify “Happy Birthday” when played on the piccolo or the cello, in the key of C or the key of
G, when sung by a man or a 4-year-old girl, because the relative pitch pattern in the melody
remains invariant even though the melody as a whole may be shifted up or down in frequency. In
fact, most listeners may simply ignore the absolute pitch information encoded by the auditory
system given that relative pitch patterns are of primary importance due to the considerable
variance in absolute frequency across instruments, voices, and musical keys. In fact, theories of
the psychological representation of melodic information (e.g., Deutsch and Feroe, 1981; Sch-
muckler, 1999) typically ignore absolute pitch information altogether.

If relative pitch processing allows listeners to perceive invariant structure amid the
considerably variant absolute pitch information present in music, how do listeners process
sounds for which there is little, if any, variance in frequency? There are few contexts in which
this is the case. However, one, perhaps unique, example of such an “auditory standard” is the
telephone dial tone, which was introduced in the 1960s. In North America, the dial tone consists
of two simple tones with frequencies of 350 and 440 Hz (which incidentally happen to be re-
lated by the musical interval of a major third). Technical specifications call for tones within
±0.5% of these nominal frequencies (International Telecommunication Union, 1998). Our
spectral analyses of multiple recording of dial tones produced by phones in Toronto and the
surrounding area have confirmed that their frequencies are consistently within this range. For
decades the dial tone has been ubiquitous, and listeners native to North America have had thou-
sands of experiences with this particular sound. Although it hardly constitutes a sound with
which musicians would choose to perform music, it does have a pitch quality for which listeners
may have absolute pitch memory.

The fact that the dial tone is not musical actually makes it useful as a stimulus to test
absolute pitch memory because people normally do not sing the dial tone. As a result, listeners
have no motor memory associated with the production of this particular sound. This character-
istic is important because previous studies have found that listeners’ vocal productions for re-
membered music and speech in tonal languages are often quite consistent and/or accurate in
their pitch content (Deutsch, 2002; Halpern, 1989; Levitin, 1994). Because it is not possible to
entirely rule out memory for previous experiences of vocal tensions required to reproduce these
pitches when singing along with one’s favorite songs or speaking a tone language, such results
may not exclusively reflect auditory memory for the music. In the likely absence of motor
memory for the dial tone, however, one can be more confident that listeners’memory is auditory
in nature.

The dial tone is also advantageous as a test stimulus because it is heard everywhere at
the same frequency. Furthermore, because the pitch of the dial tone does not vary, it is not
necessary to attach verbal labels to different pitches, as is done with musical notes (e.g., “do” or
“F#”). The dial tone is simply “the dial tone,” and even musically untrained listeners can say
whether the dial tone sounds normal or not. This is, in fact, one of the limitations of traditional
identification or production tests of absolute pitch: absolute pitch can only be tested in musi-
cally trained listeners because only they are able to use the verbal labels required for the task.
Because the dial tone reflects a unique standard common to all listeners, absolute pitch memory
for that standard can be tested in musically untrained listeners.

2. Experiment one

2.1 Method

Fifteen undergraduate students at the University of Toronto Scarborough participated in this
experiment. They all reported normal hearing and an average 3.5 �SD=3.5� years of musical

N. A. Smith and M. A. Schmuckler: JASA Express Letters �DOI: 10.1121/1.2896106� Published Online 20 March 2008

EL78 J. Acoust. Soc. Am. 123 �4�, April 2008 N. A. Smith and M. A. Schmuckler: Dial A440



training, although there was no training requirement for participation. The nature of absolute
pitch was defined and explained to all participants, and any listeners who believed that they
possessed absolute pitch were excluded from this experiment.

Nine stimuli (i.e., test dial tones) were created by multiplying the component frequen-
cies of the normal dial tone (350 and 440 Hz) by nine different scaling factors: 0.80, 0.85, 0.90,
0.95, 1.00, 1.05, 1.10, 1.15, and 1.20. Thus, the resulting components produced the normal dial
tone when the factor was 1.00, and a higher or lower than normal dial tone when the factor was
greater or lower than 1.00, respectively. The 0.5 increments represent a pitch shift of just under
one semitone. Each 1-s-long auditory stimulus was generated by a PC and presented to listeners
diotically through headphones, at a comfortable listening level.

On each trial listeners heard a randomly selected single test dial tone and were asked to
judge whether it sounded “normal,” “higher than normal,” or “lower than normal.” This experi-
mental task was chosen because it did not require attaching a musical label to the stimulus.
Because some listeners had no musical training, the experimenter ensured that each listener
understood what was meant by “higher” or “lower” prior to the experiment, using a piano key-
board to demonstrate if necessary. Each listener judged each of the nine test dial tones 50 times
in a random order. No feedback was given. The experimental session lasted approximately
30 min.

2.2 Results and discussion

For each listener the percentage of “normal,” “higher than normal,” and “lower than normal”
responses for each of the test dial tones were calculated. Because these percentages are not
independent (i.e., an increased proportion of “normal” responses must be accompanied by a
decreased percentage of “lower” and/or “higher than normal” responses), they were treated as
categorical data and analyzed using Pearson �2 tests. The rationale underlying this analysis is
that if listeners have no absolute pitch memory for the dial tone, the distribution of these three
types of responses should not significantly vary across stimuli. However, this null hypothesis
was rejected as significant Pearson �2 scores were found for each individual listener, ranging
from 168.2 to 421.5 (M=336.20, all p�s�0.0001).

The percentage of each response for each test dial tone, averaged across the 15 listen-
ers, is shown in Fig. 1. The percentage of “normal” responses significantly varied as a function
of frequency, F�8,112�=18.28, p�0.0001), as did the percentage of “higher than normal”
responses, F�8,12�=165.15, p�0.0001, and “lower than normal” responses, F�8,12�
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Fig. 1. The distribution of “normal,” “higher than normal,” and “lower than normal” responses as function of the
frequency of the test dial tone from Experiment 1. The normal dial tone has a frequency factor of 1.00. Standard
error bars are shown.
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=160.00, p�0.0001, although these latter effects are to be expected given the non-
independence of these responses. As shown in Fig. 1, listeners were increasingly more likely to
respond “normal” when test dial tones were normal, “higher than normal” when they were
higher, and “lower than normal” when they were lower.

Altogether, these results demonstrate that listeners identified the normal dial tone amid
pitch-shifted variants. Although the general shape and positions of these response functions
demonstrate AP memory for the dial tone, listeners’ accuracy falls well below that typically
found in tests with AP possessors. For example, Takeuchi and Hulse (1993) review a number of
studies in which AP possessors show identification accuracy well over 70% to comparisons
within a semitone. In contrast, the present results reflect a more broadly tuned sensitivity to
absolute pitch information (listeners accuracy only exceeded 70% for “higher/lower than nor-
mal” responses for stimuli at least three semitones away from normal). Regardless, the fact that
non-AP possessors can make accurate pitch judgments based on their absolute pitch memory is
noteworthy. Experiment 2 examines the potential role of relative pitch processing in this task.

3. Experiment two

In Experiment 1, listeners differentiated the normal dial tone from pitch-shifted variants. How-
ever, because the normal dial tone was always presented in the center of the range of all stimuli,
it is uncertain whether listeners’ responses reflect their long-term absolute memory for the dial
tone, or relative judgments based on their short-term memory for the range of stimuli tested. In
other words, after a number of trials, listeners might have acquired a sense of what the highest
and lowest pitches in the stimulus set were and distributed their “higher,” “lower,” and “normal”
responses according to this range. Listeners were tested in conditions in which the normal dial
tone was either above or below the center of the pitch range of the test stimuli to examine both
absolute and relative pitch processing.

3.1 Method

Thirty-two undergraduate students, none of whom had participated in Experiment 1, were re-
cruited from the undergraduate subject pool at the University of Toronto Scarborough. They had
an average 2.5 �SD=3.2� years of musical training, although there was no training requirement
for participation. As in Experiment 1, AP was defined and explained to all participants, and any
listeners who believed that they possessed AP were excluded.

The stimuli were generated in the same manner as Experiment 1, but with an expanded
frequency range: 0.70–1.30. The “low range” test block tested stimuli with frequency factors of
0.70, 0.75, 0.80, 0.85, 0.90, 0.95, 1.00, 1.05, and 1.10. The “high range” test block tested stimuli
with factors of 0.90, 0.95, 1.00, 1.05, 1.10, 1.15, 1.20, 1.25, and 1.30.

The procedure was identical to that of Experiment 1, with the exception that the testing
session was split into two blocks of trials. The order of test blocks was counterbalanced across
listeners. Listeners judged whether the stimulus presented was “normal,” “higher than normal,”
or “lower than normal.” Within each block listeners rated each stimulus 20 times in random
order. The experimental session lasted approximately 30 min.

3.2 Results and discussion

For both the high and low range stimuli the proportion of “normal,” “higher than normal,” and
“lower than normal” responses were calculated for each stimulus. As in Experiment 1, for each
individual listener, and for both the high and low range stimuli, the distribution of these three
responses significantly varied across test dial tones, with Pearson �2 scores ranging from 49.5 to
263.6 (M=137.7, all p�s�0.0001).

The percentage of each response at each frequency for the high and low range stimuli,
averaged across listeners, is shown in Fig. 2. The proportion of “normal” responses significantly
varied as a function of frequency, for the low range, F�8,248�=27.69, p�0.001, and high range
stimuli, F�8,248�=13.17, p�0.001. For the high range stimuli the proportion of “normal”
responses peaked at 49% for the normal dialtone (1.00), and for the low range range stimuli the
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peak was at 54% for the 0.95 dial tone. Thus, although the normal dial tone was shifted away
from the center of the frequency range for each block, listeners were able to identify the normal
dial tone to within one semitone.

The probability of responding “higher than normal” also significantly varied as a
function of frequency, for both the high range, F�8,248�=172.22, p�0.001, and low range
stimuli, F�8,248�=146.47, p�0.001. Finally, the probability of responding “lower than nor-
mal,” varied as a function of dial tone frequency for both the high range, F�8,248�=67.33, p
�0.001, and low range stimuli, F�8,248�=248.89, p�0.001. As shown in Fig. 2, listeners
were increasingly more likely to respond “higher than normal” and “lower than normal” for test
dial tones that were indeed higher and lower than normal, respectively.

Although listeners show fairly accurate discrimination of the normal dial tone from
frequency shifted variants, listeners’ responses demonstrate some sensitivity to the range prop-
erties of these stimuli. To test this statistically, difference scores were calculated by subtracting
the percentage of lower responses from the percentage of higher response for each listener at
each frequency level that was common across the two sets of stimuli (i.e., from 0.90 to 1.10).
These difference scores (shown in Fig. 3) were submitted to a two-way repeated measures
analysis of variance with the within-subjects factors of frequency (0.90–1.10) and range (low or
high). As expected, a significant main effect of frequency was found, F�4,124�=272.50, p
�0.001, which shows that as the test dial tones increase in frequency from 0.90 to 1.10 listeners
shift from judging the test dial tones as “lower than normal” to judging them as “higher than
normal.”
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Fig. 2. The distribution of “normal,” “higher than normal,” and “lower than normal” responses as function of the
frequency of the test dial tone for the low range �0.70–1.10� and high range �0.90–1.30� of Experiment 2. The normal
dial tone has a frequency factor of 1.00. Standard error bars are shown.
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A significant main effect of range was also found, F�1,31�=112.63, p�0.001, with
mean difference scores of 0.27 and −0.26 for the low and high range stimuli, respectively. This
difference illustrates an increased tendency to rate the same test dial tones as lower than normal
when they were at the lower end of the range (i.e., the high range stimuli) than when they were
at the upper end of the range (i.e., the low range stimuli), and as higher than normal when they
were at the upper rather than lower end of the range tested.

The interaction between frequency and range was also significant, F�4,124�=6.11,
p�0.001, and demonstrates that the general frequency range context (high versus low range)
differentially influenced judgments, with the low range producing a wider range of responses
across the various frequencies than the high range block. This interaction is at present difficult
to interpret.

Overall, the results of Experiment 2 demonstrate both an absolute memory for the
normal dial tone (as in Experiment 1), as illustrated by the broadly tuned distribution of “nor-
mal” responses centered to within a semitone of the true normal dial tone. Furthermore, the
present results show that listeners’ identification of the normal dial tone was not a simple arti-
fact of this stimulus being presented at the center of the range of test dial tones, given that the
response distributions show the appropriate skew when the normal dial tone was offset within
the range of test stimuli. Finally, listeners’ judgments were subtly influenced by changes in the
range of the stimuli, suggesting a role for both absolute pitch memory for the dial tone in com-
bination with relative pitch processing with respect to the range of other stimuli.

4. General discussion

The present study demonstrates that musically untrained listeners, who were not absolute pitch
possessors, could nevertheless accurately identify the original telephone dial tone amid pitch-
shifted variants. This finding demonstrates that over the course of everyday experience, listeners
(1) have encoded the dial tone in long-term memory in a way that preserves the absolute fre-
quency information contained in the sounds, and (2) can make accurate pitch judgments of new
sounds relative to this internal standard. This ability is similar in some ways to what is typically
considered absolute pitch, but also differs in some important respects.

As discussed above, the demonstration of implicit AP memory among listeners with-
out AP is not entirely new (Deutsch, 2002; Halpern, 1989; Levitin, 1994; Schellenberg and
Trehub, 2003; Terhardt and Seewan, 1983). The present study extends these results to a new
context (i.e., the dial tone), one that is different is some important ways. Unlike other studies of
AP, the dial tone stimulus is not musical, or even sing-able. Previous studies have employed
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musical stimuli that were ultimately singable, and so the potential for motor memory remains.
Thus the present results can more confidently be interpreted as reflecting auditory, not motor,
memory.

Although the present study lends support to the idea that some form of absolute pitch
memory may be present in listeners not possessing AP in the typical sense, there remain impor-
tant reasons for constraining the implications of this finding. In particular, the absolute pitch
memory demonstrated here may be different from that of “true” AP possessors in important
ways.

First, listeners’ identification was much less accurate than that typically found in tests
of true AP possessors (reviewed in Takeuchi and Hulse, 1993). Furthermore, response functions
in the present study were more broadly tuned than in other studies on AP, suggesting that the
absolute pitch memory in true AP possessors may indeed be different in both degree and kind.
Indeed it is possible that the processing of pitch in terms of musical labels may afford AP
possessors greater accuracy.

Second, although listeners appear to be sensitive to absolute pitch information, their
responses were also influenced by contextual or relative pitch information. Listeners engaged in
both absolute and relative pitch processing in performing this task, which is presumably differ-
ent from what true AP possessors do. It is interesting to consider what factors might influence
the kind of processing listeners perform in different situations. In the present study, for instance,
relative pitch information was minimal. Although listeners may have been able to estimate the
range of stimuli, the fact that each trial contained only one dial tone, and that the dial tones were
randomly selected, may have emphasized the use of absolute pitch information. In contrast, had
the dial tones been combined into short melodic patterns, relative pitch processing might have
been a more natural mode of processing, causing a loss of sensitivity to the absolute pitch
information altogether.

Third, there is the issue of generalizability. The dial tone tested here (consisting of 350
and 400 Hz components) is standard to North America. However, dial tones vary from country
to country (International Telecommunication Union, 2003). For example, most Europeans are
familiar with a dial tone consisting of a single 425 or 440 Hz component. Accordingly, an
important test of many of the processes discussed here would involve examining whether for-
eign listeners demonstrate a similar AP memory for their local dial tone. A European replication
would be particularly interesting because it would also permit an examination of potential tim-
bral influences on AP. Because the North American dial tone is made up of a combination of
tones, it has a characteristic timbre that may also aid listeners’ identification. Thus, a cross-
cultural test of dial tone memory would provide a valuable extension of the current findings.
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Abstract: The analysis of the ultrasonic frequency-dependent backscatter
coefficient of aggregating red blood cells reveals information about blood
structural properties. The difficulty in applying this technique in vivo is due
to the frequency-dependent attenuation caused by intervening tissue layers
that distorts the spectral content of backscattering properties from blood mi-
crostructures. An optimization method is proposed to simultaneously esti-
mate tissue attenuation and blood structure factor. With in vitro experiments,
the method gave satisfactory estimates with relative errors below 22% for
attenuations between 0.101 and 0.317 dB/cm/MHz, signal-to-noise ratios
�28 dB and kR�2.7 (k being the wave number and R the aggregate radius).
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1. Introduction

Ultrasonic (US) backscattered echoes from blood contain frequency-dependent information
that can be used to obtain quantitative parameters reflecting the aggregation state of red blood
cells (RBCs). Recently, two parameters describing RBC aggregation, the packing factor and
mean fractal aggregate diameter, were extracted from the structure factor size estimator
(SFSE).1 The SFSE is a second-order data reduction model based on the structure factor and
adapted to a dense medium such as blood. This approach is based on the analysis of the back-
scattered power spectrum that contains information about the size, spatial organization, concen-
tration and mechanical properties of scatterers (i.e., RBCs). The difficulty in applying the SFSE
in vivo is that the spectral content of backscattered echoes is also affected by attenuation caused
by intervening tissue layers between the probe and the blood flow. More generally, ultrasound
scatterer size estimation techniques for tissue characterization (such as liver, kidney, prostate or
breast) are facing similar challenges.2,3 To correctly evaluate microstructural parameters, it is
thus of major interest to take into account tissue attenuation effects. A few groups2,4,5 developed
measurement techniques to evaluate the frequency-dependent attenuation in order to compen-
sate a posteriori the backscattered power spectrum. The goal of this letter is to further develop
this strategy for in vivo measures of RBC scatterer sizes. We propose to simultaneously deter-
mine blood structural parameters and total attenuation by using an optimization method, termed
the structure factor size and attenuation estimator (SFSAE).

This method consists in fitting the spectrum of the backscattered radio-frequency (rf)
echoes from blood to an estimated spectrum by a modified SFSE model. This approach is simi-
lar to that presented by Bigelow et al.,3 who estimated the effective radius of tissue microstruc-
ture and total attenuation from simulated backscattered signals. Herein, in vitro experimental
evaluation of the SFSAE is performed. Porcine RBCs were sheared in a Couette flow system,
and ultrasonic rf echoes were obtained using a 25 MHz center-frequency transducer. Since skin
is one of the most attenuating tissue layers during in vivo scanning, three skin-mimicking phan-
toms with different attenuation coefficients were successively introduced between the
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transducer and the blood flow. This study shows the SFSAE ability to evaluate three parameters
(the packing factor, mean fractal aggregate diameter, and total attenuation).

2. Structure factor size and attenuation estimator

Blood can be seen as a very dense suspension of red cells. These RBCs cannot be treated as
independent scatterers since particle interactions (collision, attraction, deformation, flow de-
pendent motions) are strong. The theoretical model of ultrasound backscattering by blood that
we developed1 is based on the particle approach,6,7 which consists of summing contributions
from individual RBCs and modeling the RBC interaction by a particle pair-correlation function.
Assuming that the Born approximation is valid (weak scattering), the model proposed in Ref. 1
can be modified to predict the theoretical backscatter coefficient from blood

BSCtheor�k� = m�b�k�S�k�A�k� , �1�

where k is the wave vector, m is the number density of RBCs in blood estimated by measuring
the hematocrit H by microcentrifugation (m=H /Vs, where Vs is the volume of a RBC), �b is the
backscattering cross section of a single RBC, S is the structure factor describing the spatial
organization of RBCs, and A is the frequency-dependent attenuation function. The backscatter-
ing cross section �b of a weak scattering particle small compared to the wavelength (Rayleigh
scatterer) can be determined analytically as follows: �b�k�=1/ �4�2�k4Vs

2�z
2, where �z is the

variation of impedance between the RBC and its suspending medium (i.e., the plasma). The
structure factor S is by definition the Fourier transform of the pair-correlation function7 g and
can be approximated by its second-order Taylor expansion1 in k as

S�k� = 1 + m� �g�r� − 1�e−2jkrdr � W −
12

5
�kR�2. �2�

In this expression, g�r� represents the probability of finding two particles separated by a dis-
tance r. W is the low-frequency limit of the structure factor ��S�k��k→0� called the packing
factor.7,8 R is the radius of three-dimensional (3D) RBC aggregates assumed to be isotropic. We
introduce D=R /a as the isotropic diameter of an aggregate (expressed in number of RBCs)
with a the radius of one RBC sphere-shaped model of volume Vs. The attenuation function A is
given by: A�k�=e−4�0f, where f is the frequency and �0 is the attenuation coefficient (in dB/
MHz) defined by: �0=�i�iei, where �i and ei are, respectively, the intervening tissue layer
attenuations (in dB/cm/MHz) and thicknesses. According to the above equation, we thus as-
sume, as a first approximation, that the attenuation linearly increases with the frequency: ��f�
=�0f.

The measured backscatter coefficient reported in this study was computed as

BSCmeas�k� = BSCref�k�
Pmeas�k�
Pref�k�

. �3�

In Eq. (3), the mean backscattered power spectrum Pmeans was obtained by averaging the power
spectra of 400 backscattered echoes from blood. The mean power spectrum Pref was obtained
from a reference sample of non-aggregated RBCs at a low hematocrit of 6% (i.e., Rayleigh
scatterers).9 In this case, 400 echoes were also averaged. The backscatter coefficient of this
reference sample BSCref was estimated using the “Rayleigh estimation” approach used by Yu
and Cloutier,1 which theoretical value is given by Eq. (13) in Ref. 8 (three-dimensional Perkus
Yevick packing factor for cylinders). This reference sample was used to compensate the back-
scattered power spectrum Pmeas for the electromechanical system response, and the depth-
dependent diffraction and focusing effects caused by the US beam.

The packing factor W, aggregate diameter D and total attenuation along the propaga-
tion path �0 were determined by matching the measured BSCmeas given by Eq. (3) with the
theoretical BSCtheor given by Eq. (1). For this purpose, we searched values of W, D, and �0
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minimizing the cost function F�W ,D ,�0�= �BSCmeas−BSCtheor�2. In all studied cases, the cost
function seemed to have a unique global minimum, as was observed by plotting the cost func-
tion surface F�W ,D� with varying values of �0. An example is given in Fig. 1.

3. Methods

3.1 Experimental setup

US measurements were performed in a Couette flow system to produce a linear blood velocity
gradient at a given shear rate (see Fig. 1 in Ref. 10). The system consisted of a rotating inner
cylinder with a diameter of 160 mm surrounded by a fixed concentric cylinder of diameter
164 mm. A 60 ml blood sample was sheared in the 2 mm annular space between the two co-
axial cylinders. The US scanner (Vevo 770, Visualsonics, Toronto, Canada) equipped with the
RMV 710 probe was used in M mode for this study. The single-element focused circular trans-
ducer had a center frequency of 25 MHz, a diameter of 7.1 mm and a focal depth of 15 mm. We
operated at a sampling frequency of 250 MHz with 8 bits resolution (Gagescope, model
8500CS, Montreal, Canada). The probe was mounted in the sidewall of the fixed outer cylinder
and was positioned to have its focal zone at the center of both cylinders. To ensure ultrasonic
coupling, the hole within the outer stationary cylinder (containing the probe) was filled with a
liquid agar gel based mixture. When solidified, this gel was cut to match the curvature of the
cylinder to avoid any flow disturbance. The gel was a mixture of distilled water, 3% (w/w) agar
powder (A9799, Sigma Chemical, Saint Louis, MO), 8% (w/w) glycerol, and a specific concen-
tration of 50 µm cellulose scattering particles (S5504 Sigmacell, Sigma Chemical, Saint Louis,
MO) that determined the attenuation coefficient. Four experiments were performed with four
mixtures having Sigmacell (SC) concentrations varying from 0% to 0.75% (w/w). The 0% con-
centration constituted the nonattenuating gel and the three other mixtures mimicked skin at-
tenuations.

3.2 Attenuation measurements

The attenuation coefficients of the reference (0%) and three skin-mimicking phantoms �p were
determined by using a standard substitution method. Two transducers with center frequencies of
25 MHz (Vevo 770, Visualsonics, Toronto, Canada) and 20 MHz (V317-SM Panametrics,
Waltham, MA) were coaxially aligned facing each other for transmission measurements. Trans-
mitted signals were recorded both with and without the agar gel sample in the acoustic path. The
attenuation coefficient was then estimated using a log spectral difference technique.11 For a
given concentration of SC, measurements were obtained from two different sample thicknesses,
and for each, four regions were scanned for averaging purpose. Values obtained were
0.007±0.002, 0.101±0.028, 0.208±0.029, and 0.317±0.039 dB/cm/MHz for SC concentra-
tions of 0, 0.25, 0.50, and 0.75%, respectively. The thickness of the skin-mimicking phantoms

Fig. 1. �Color online� �a� Typical aspect of the logarithm of the cost function F�W ,D ,�0� for a fixed value of �0. The
logarithm is shown here in order to enhance the visual contrast. This cost function has one minimum denoted
�W* ,D*� that depends on �0. �b� Typical aspect of the function log�F�W* ,D* ,�0�� for varying values of �0 �W* and
D* being calculated for each �0�. This cost function has a single minimum.
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ep being fixed to 1 cm, their attenuation coefficients were thus in the same range as the human
dermis (0.21 dB/MHz at 14–50 MHz considering a 1 mm dermis thickness12).

3.3 Blood preparation and measurement protocol

Fresh porcine whole blood was obtained from a local slaughterhouse, centrifuged and the
plasma and buffy coat were removed. Two blood samples were then prepared: (i) a H6 reference
sample, which was a 6% hematocrit non-aggregating RBCs resuspended in saline solution; and
(ii) a 40% hematocrit T40 test sample, which consisted of RBCs resuspended in plasma to
promote aggregation. The H6 sample was sheared at 50 s−1 and coupled with the 0% SC con-
centration agar gel. Echoes were selected with a rectangular window of length 0.8 mm at four
depths every 0.2 mm (i.e., with 75% overlap between windows). For each depth, the power
spectra of the backscattered echoes were averaged over 400 acquisitions to provide Pref. Then,
the H6 sample was removed and the T40 blood was introduced in the Couette device. In the first
30 s, a shear rate of 500 s−1 was applied to disrupt RBC aggregates. The shear rate was then
reduced to residual values of 2, 5, 10, 20, and 30 s−1 for 90 s. After that, for each shear rate,
acquisitions of 400 rf lines were performed for 80 s. Echoes were windowed as for the H6
sample at the same depths and their power spectra were averaged to obtain Pmeas. This protocol
was repeated four times with the four agar-based phantoms.

3.4 Reference measurements with the 0% SC concentration phantom

The experiment with the 0% SC phantom was realized in order to have reference results on
packing factors Wref and aggregate diameters Dref obtained from the classical SFSE.1 These
parameters were assumed to be true values of packing factors and aggregate diameters for all
shear rates, and will be compared in the next section with packing factors and diameters esti-
mated by the SFSAE and by the SFSE when skin-mimicking phantoms are used.

It is important to emphasize the fact that the H6 reference sample was also measured
with the 0% SC phantom. The phantom attenuation, although small with no SC, therefore af-
fected equivalently both spectra Pmeas and Pref in Eq. (3). The resulting measured backscatter
coefficient BSCref was thus not biased by attenuation. The terminology “no attenuation” was
used for this experiment in the following.

4. Results and discussion

Figure 2(a) reports results on Wref and Dref for the SFSE in the case of no attenuation. Typical
results of the SFSAE minimization procedure for the different agar phantoms at a shear rate of
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Fig. 2. �Color online� �a� Backscatter coefficients for blood sheared at different residual shear rates and measured
with the 0% Sigmacell �SC� concentration phantom �no attenuation�, and corresponding fitting with the classical
SFSE with no compensation for attenuation. �b� Backscatter coefficients for blood sheared at 5 s−1 and measured
with each of the four phantoms. The corresponding fitted models are the SFSE for the 0% SC phantom, and the
SFSAE for the three other skin-mimicking phantoms �0.25, 0.5, and 0.75% SC�.
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5 s−1 are given in Fig. 2(b). All results on W, D, and �0 from the SFSAE are summarized in Fig.
3 for all residual shear rates. In this figure, the relative errors for each parameter correspond to:
�W−Wref� /Wref, �D−Dref� /Dref, and ��0−�ref� /�ref, with �ref measured in transmissions. More
specifically, �ref corresponds to �i�iei= ��pep+�bloodeblood�, where �pep is the skin-mimicking
phantom attenuation estimated in transmission, and �bloodeblood is the blood attenuation taken
equal to 0.022 dB/MHz (Ref. 1) for all shear rates. To underline the necessity to take into
account the attenuation, parameters Wnocomp and Dnocomp were evaluated with the SFSE without
attenuation compensation when skin-mimicking phantoms were used. Because of the
frequency-dependent distortion produced by the attenuating medium, large relative errors can
be seen in Fig. 4(a) for both parameters. However, by compensating the backscatter coefficients
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attenuation compensation using the attenuation values estimated in transmission �Wcomp and Dcomp�. Parameters
Wnocomp and Wcomp and similarly Dnocomp and Dcomp are compared with Wref and Dref, respectively.
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in the SFSE with the value measured in transmission (Sec. 3.2), relative errors in Fig. 4(b) are
largely reduced to values comparable to those estimated with the SFSAE [see Fig. 3(b)].

The SFSAE (Fig. 3) gave quantitatively satisfactory estimates of W, D, and �0 with
relative errors below 22%, for shear rates between 5 and 20 s−1. The SFSE with attenuation
compensation [Fig. 4(b)] gave estimates of Wcomp and Dcomp with relative errors below 12% for
shear rates between 2 and 10 s−1, and below 28% for the shear rate of 20 s−1. However, for the
SFSAE, the average estimates for the shear rate of 2 s−1 were less accurate (relative errors
below 57% for W and below 30% for �0). The estimation of D was satisfactory at that shear rate
(relative errors below 14%). The worse results of W, D, and �0 were obtained at 30 s−1 for the
highest attenuation.

The apparent limit of applicability of the SFSAE method for shear rates of 2 and
30 s−1 may be explained by considering the following. At 2 s−1, for the frequency bandwidth
considered �9–30 MHz�, the SFSE and consequently the SFSAE seem to reach their limit of
applicability for large aggregate sizes (typically Dref=17.5 in Fig. 2(a), i.e., kR=4.8). This limit
is illustrated by the bad fit of the SFSE model in Fig. 2(a) at 2 s−1. The bad estimations of the
SFSAE at 30 s−1 are explained by the fact that the aggregate diameters were estimated to zero
and attenuations were overestimated. At this high shear rate, RBC aggregation is partially in-
hibited and the signal-to-noise ratio (SNR) of our measurements was reduced (�−4 dB be-
tween 20 and 30 s−1 for all phantoms). The accuracy of the estimates was thus degraded with
increasing attenuations, as can be seen from the large relative errors at the highest attenuation
with the SFSAE but also with the SFSE with attenuation compensation (Wcomp and Dcomp).

To conclude, the SFSAE performed well for kR�2.7 (i.e., D=10 at 5 s−1) and under
the condition that the SNR is sufficiently good (SNR�28 dB corresponding to the SNR at
30 s−1 for the 0.25% SC). Although the SFSAE gave less accurate estimates for 2 and 30 s−1,
the estimated parameter values presented in Fig. 3(a) show that the SFSAE gave qualitatively
satisfactory estimates for the three SC skin-mimicking phantoms at all shear rates, since the
estimates of W and D versus shear rates had the same behaviors as Wref and Dref.

5. Conclusions

The performance of the new SFSAE was assessed with experimental measurements on blood in
a Couette flow device. The accuracy of the estimates obtained with the SFSAE was not as
satisfactory as those obtained with the SFSE with attenuation compensation (i.e., when a priori
are known about the attenuation). Nevertheless, the SFSAE has the major advantage to be easily
applicable in vivo because of the simultaneous estimation of the blood structural properties and
total attenuation (contrary to the SFSE attenuation-compensation method, needing the attenua-
tion and thickness of the tissue intervening layers to be known). This work thus confirms the in
vivo applicability of RBC aggregate size and structure estimations. Complementary studies are
nevertheless required to determine the validity domain of the SFSAE according to kR and at-
tenuation.
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Abstract: Binaural disparities are the primary acoustic cues employed in
sound localization tasks. However, the degree of binaural correlation in a
sound serves as a complementary cue for detecting competing sound sources
[J. F. Culling, H. S. Colburn, and M. Spurchise, “Interaural correlation sensi-
tivity,” J. Acoust. Soc. Am. 110(2), 1020–1029 (2001) and L. R. Bernstein
and C. Trahiotis, “On the use of the normalized correlation as an index of
interaural envelope correlation,” J. Acoust. Soc. Am. 100, 1754–1763
(1996)]. Here a random chord stereogram (RCS) sound is developed that pro-
duces a salient pop-out illusion of a slowly varying ripple sound [T. Chi et al.,
“Spectro-temporal modulation transfer functions and speech intelligibility,”
J. Acoust. Soc. Am. 106(5), 2719–2732 (1999)], even though the left and
right ear sounds alone consist of noise-like random modulations. The quality
and resolution of this percept is systematically controlled by adjusting the
spectrotemporal correlation pattern between the left and right sounds. The
prominence and limited time-frequency resolution for resolving the RCS
suggests that envelope correlations are a dominant binaural cue for grouping
acoustic objects.
© 2008 Acoustical Society of America
PACS numbers: 43.66.Lj, 43.66.Pn, 43.66.Rq [QJF]
Date Received: June 11, 2007 Date Accepted: August 29, 2007

1. Introduction

Interaural time difference (ITD) and interaural level difference (ILD) cues provide critical in-
formation about the spatial position of a sound source.1 Although numerous studies have fo-
cused on the role of binaural disparities in sound localization phenomena, various studies have
alternately emphasized the concept of correlation cues in binaural segregation and detection
tasks.2,3 In the cocktail party problem4 for instance, one can attend to a single speaker since the
left and right ear waveforms are highly correlated with each other but are uncorrelated with
other competing signals. Indeed, subjects exhibit a “binaural advantage” in detection tasks over
monaural conditions if two competing signals have independent binaural parameters.5,6 Several
studies have also investigated the ability to discriminate varying degrees of correlation.2,3 How-
ever, only a few demonstrated that sound envelope correlations can enhance detection of a
narrowband modulated signal in noise.3

One interesting demonstration of binaural grouping involves binaural beats and di-
chotic pitches where an illusory beating sound or a pitch is perceived when two distinct sounds
are presented binaurally.7,8 If two pure tones of different frequencies are presented dichotically,
time-varying ITDs result at the difference frequency and give rise to a beating percept. In the
case of Huggins pitch, a phase spectrum discontinuity in broadband noise produces a narrow
spectral band with anticorrelated fine structure which gives rise to an internally computed “bin-
aural spectrum”.7
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We developed a novel sound that we refer to as the random chord stereogram (RCS,
samples available at http://www.engr.uconn.edu/~escabi/VRsounds.html) to demonstrate that
binaural correlations in the spectrotemporal envelope of a sound can be fused binaurally to
create a salient percept of an illusory moving ripple (MR) sound. MRs consist of a sinusoid
spectrum noise (“ripples”) in which the sound modulations vary with time to create a beating or
frequency sweep percept. In contrast to dichotic pitch sounds, the proposed RCS targets binau-
ral envelope correlations independently of interaural fine structure correlation and timing cues.

2. Methods

Experiments were performed in an acoustically shielded sound chamber (IAC, Bronx NY).
Sounds were delivered via calibrated earphones (Senheiser HD 600) with a RME 9600 Hamer-
fall professional audio card and presented at 75 dB sound pressure level. Three-second-long
acoustic signals were generated offline in MATLAB (Mathworks, Natick MA) programming en-
vironment at 44.1 kHz sampling rate. To generate a RCS sound a random tone-pip sequence
(Fig. 1(a)) for the right audio channel was mapped to the left audio channel according to a
correlation map (Fig. 1(b)). First, a noise sequence for the right audio channel �xR�t�� was gen-
erated as a sum of randomly chosen tone-pips:

xR�t� = �
k

�
l

xk,l · w�t − T · l� · sin�2�fkt + �k� . �1�

Here, fk= f1 ·2k·�X, is the octave frequency axis used for the component tone-pips (upper limit
20 kHz, 0�k�201), f1=100 Hz is the lowest frequency component, and �X=0.0380 octaves
is the spectral separation between adjacent frequency carriers. A b-spline ramped window, w�t�
(10 ms duration, 2.5 ms rise time), was used to generate the envelope for each tone-pip with
temporal spacing resolution of T=10 ms �0� l�300�. For each frequency the carrier phase, �k,
was chosen from a uniform random distribution within the range [0, 2�]. Finally, xk,l is a Ber-
noulli number that randomly turns each tone-pip on (1) or off (0) at a given time-frequency
location.

Fig. 1. �a� The right audio channel of the random chord stereogram is generated by modulating sinusoidal channels
with a sequence of random spectrotemporal chords �a, left�. The corresponding modulation envelope and fine
structure �carrier� is shown for one frequency channel �magnifying glass inset� on the right. Black dots correspond
to on tone-pips and off sounds are represented by white dots. �b� The left audio channel is generated by mapping the
random chord pattern for the right sound in �a� with a binaural correlation map. The correlation coefficient value in
this map determines the likelihood that the same tone-pip pattern is observed simultaneously in the left and right
sound. Light bars designate a correlation coefficient of one so that left and right tone-pips at the corresponding
time-frequency location occur simultaneously. Dark bars represent zero correlation between the left and right enve-
lope implying that the left and right tone-pips at the specified time-frequency combination are independent. Nine
distinct correlation patterns are shown at various spectral �ripple density, RD� and temporal resolutions �temporal
modulation frequency, TMF�. These binaural correlation map patterns are designed to resemble the spectrogram of
a moving ripple sound �see text�.
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Once the right audio channel was generated, the left audio channel was constrained by
the binaural correlation map (Fig. 1(b)). Correlation maps were generated so that the spec-
trotemporal correlation pattern between the left and right sounds resembled the spectrotempo-
ral envelope of a moving ripple sound9 using

rk,l = round�0.5 + 0.5 sin�2���Xk + FmTl��� , �2�

where Xk=log2�fk / f1� is the octave frequency axis, Tl= l ·T is the discrete time axis, � is the
ripple density (RD, cycles/octave) and Fm is the temporal modulation frequency (TMF, Hz). A
correlation of 1 indicates that a given tone-pip is present simultaneously on the left and right
audio channels; 0 indicates that a given left and right audio tone-pip occur independently of
each other (i.e., randomly; with 0.5 probability). Correlation maps with continuous correlation
values (round operator removed) were also tested and produced similar results but are not re-
ported here.

2.1 Subjects and procedures

All experiments were conducted with written approval of the University of Connecticut’s Inter-
nal Review Board. Seven healthy adult subjects participated in various aspects of the study (five
in Experiments 1 and 2; four in Experiment 3). Each subject was initially trained to recognize
the virtual “beat” (ripple density=0) or “siren” (nonzero values) percepts that are associated
with moving ripple sounds. Test sessions started with a “warm up” period and were carried for
up to 2 h or until fatigued with 10 min of rest after a maximum of 25 min of testing. Every
experiment contained the presentation of two consecutive 3-s-long sounds employing a two-
alternative-forced-choice paradigm. A single sample t-test was employed to analyze the signifi-
cance of results. Each subject was tested by fixing RD (0, 0.5, 1, or 1.5) and sequentially incre-
menting the TMF value. Tests were stopped when the null hypothesis of “subjects find the sound
containing the percept at the rate of chance” could not be rejected for at least two consecutive
TMF values. Sample sounds used in these experiments can be found at http://
www.engr.uconn.edu/~escabi/VRsounds.html.

2.2 Experiment 1

This experiment was conducted to determine if interaural envelope correlations in the RCS
produce an audible percept of a moving ripple sound. Since the intended moving ripple percept
is not perceived monaurally and was only evident when spectrotemporal correlations are fused
binaurally, we refer to this percept as the virtual ripple (VR). Only one of the two test sounds
contained the VR effect with the order of presentation randomized. Control sounds consisted of
RCS signals in which the binaural envelope correlations �rk,l� were set to zero (random enve-
lopes for left-right ears) or one (same sound to both ears). VRs were presented at varying TMF
(Fig. 3(a)). The span of TMF was determined via initial trials to establish a relevant range. Each
stimulus set was presented only ten times since all subjects had a perfect record of discriminat-
ing sound that contained the intended VR percept from the controls sounds (100% correct, t-test
p=0).

2.3 Experiment 2

This experiment was designed to ascertain the resolution of the binaural system engaged in
perception of the VR. Both sounds contained the VR effect with nonequal TMFs and the sub-
jects were asked to identify the sound with a faster TMF by selecting the first or second sound.
Each trial involved a set of stimuli with systematically increasing TMF value (Fig. 3(b)). Each
set was presented a total of 30 times to each subject. The experiment was repeated with RD
values of 0, 0.5, 1, and 1.5 cycles/octave, except for one subject who was tested only at 0 cycles/
octave. All subjects were at chance for RD values 1.5 or greater when TMF was �1.
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2.4 Experiment 3

This test was conducted on four subjects to determine if binaural carrier correlations are re-
quired for the VR percept. Two RCS sounds were generated and tested at RD of 0 cycles/octave
and TMF of 3 Hz because this combination produced a strong VR percept in experiment 2. The
first sound consisted of a standard VR (as for experiments 1 and 2) in which the carrier phase,
�k, was identical for the left and right ear. A second sound was designed where the carrier phases
were uncorrelated for the left and right sounds. In both cases the left and right envelopes were
identical (Fig. 1(b)). Subjects were asked to identify which of the two sounds contained the VR
percept. Each subject was tested for ten trials, at which point the results were deemed statisti-
cally significant (100% correct for all subjects, t-test p=0).

3. Results

The proposed RCS sound may be viewed as an acoustic analog of the visual random dot
stereogram.10 It is generated by modulating frequency specific sinusoidal channels (carrier or
fine structure) with a spectrotemporal envelope (Fig. 1(a)). The spectrotemporal envelope pat-
tern consists of acoustic “chords” that are chosen randomly in time and frequency. The random
chord pattern is devoid of any spectral or temporal structure (Fig. 1(a)) so that diotic presenta-
tion produces no distinct auditory percept.

We hypothesized that a desired illusory sound pattern could be produced by system-
atically incorporating binaural correlations to the random RCS sound envelope. To test this
hypothesis, the binaural correlation pattern between the left and right sound was adjusted to
resemble the spectrogram of a MR sound (Fig. 1(b); Fig. 2). MRs are analogous to visual sinu-
soid gratings and have been used to systematically characterize spectral and temporal acoustic
preferences in humans9 as well as map neuronal sensitivities in mammals.11,12 Two key param-
eters determine the quality of a MR. The ripple density (RD) accounts for the number of spec-
tral peaks and valleys existing over a one-octave frequency segment and is used to adjust the
spectral resolution or a perceived timbre. The temporal modulation frequency (TMF) deter-
mines the number of onsets and offsets in the sound over time. Here, RD and TMF parameters
are used to adjust the spectral and temporal resolution of the correlation map (Fig. 1(b)). Three
tests were conducted to characterize whether subjects perceived the intended VR and the stimu-
lus parameters contingent for this percept.

Fig. 2. The RCS paradigm is illustrated for a ripple correlation pattern of RD=0 cycles/octave and TMF=3 Hz. The
random envelope modulations for the left and right sounds are individually shown with no evident structure.
Superimposed on these patterns is the correlation map �blue: zero correlation, magenta: correlation of one�. The
absolute value of the difference between the left and right ear random chord patterns, �the difference map at the
center� shows that the sounds are identical whenever the correlation map is one �magenta� and random whenever
their correlation is zero �blue�. Perceptual grouping of these structured correlations between the left and right audio
channels produces the intended virtual ripple percept �Fig. 3�.
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3.1 Experiment 1

Subjects reported a strong VR percept whenever the RCS contained structured envelope corre-
lations as in Fig. 2 (see Methods). Reference non-VR signals were generated either by con-
structing two uncorrelated (envelope correlation of zero) or two identical (envelope correlation
of one) left and right ear random chord sounds. In all cases, subjects readily identified VR from
non-VR signals (100% correct at all tested TMF and RD=0 cycles/octave; t-test p=0) (Fig.
3(a)). At zero ripple density (RD=0, broadband correlations) subjects reported a prominent
“beating” sound against a noise background whose beat frequency was determined by the spe-
cific TMF value (Mm. 1 and Mm. 2). A nonzero RD produced a sequence of illusory frequency
sweeps described as a “siren” in a noise background (Mm. 3).

Mm.1. Virtual ripple audio sample. RD=0 cycles/octave and TMF=3 Hz.

Mm.2. Virtual ripple audio sample. RD=0 cycles/octave and TMF=5 Hz.

Mm.3. Virtual ripple audio sample. RD=0.5 cycles/octave and Fm=1 Hz.

3.2 Experiment 2

VR sounds were easily discriminated at low TMF and zero RD values (Fig. 3(b)). Subjects
performed a two alternative force choice task in which they were required to identify the VR
sound with higher TMF (tested at RD=0, 0.5, 1, and 1.5 cycles/octave). Discrimination grew
worse with increasing TMF [analysis of variance (ANOVA), F1,8=41, P�0.01] or RD
(ANOVA, F1,2=64, P�0.01). Nonzero RDs gave rise to a notably fainter VR percept than
sounds with RD=0. Subjects thus perceive the VR optimally at zero ripple density (broadband
correlation) and slow ��8 Hz� temporal modulations.

3.3 Experiment 3

Are fine structure (carrier) correlations a prerequisite for the VR percept? Two RCS sounds
were generated with identical envelope correlations to address this question. The fine structure
correlations for these two sounds were independently adjusted as either one (identical carrier
phase between left and right ear; as for Experiments 1 and 2 in Methods) or zero (independent

Fig. 3. RCS discrimination results showing the saliency of the virtual ripple percept. �a� RCS sounds with structured
correlation are readily discriminated �100% correct, averaged over four subjects� from non-VR sounds. All sounds
contained broadband spectral correlations �RD=0�. �b� The subjects ability to identify the spectral and temporal
quality of the sound was tested as a function of ripple density �RD, solid=0.0 cycles/octave; dotted=0.5 cycles/
octave; dashed=1.0 cycles/octave� and temporal modulation frequency �Hz�. Subjects accurately identified the
spectrotemporal content of the VR percept for low ripple density and temporal modulation frequencies. Performance
degrades with increasing spectral �ripple density� or temporal �temporal modulation frequency� resolution. Error bars
represent standard error of the mean and * designate significant results at p�0.01.
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carrier phases). All subjects identified sounds with fine structure correlations of one as produc-
ing the VR percept and reported no audible percept when zero fine structure correlations were
used (100% correct, t-test p=0).

4. Discussion

These results demonstrate a salient auditory illusion of a time-varying timbre that is generated
by adjusting the pattern of left and right ear envelope correlations. Binaural envelope correla-
tions are present in most listening conditions and likely enhance subjects’ability to group sound
objects in the presence of directional head related cues (e.g., ITD and ILD) and background
noise. Our results suggest that spectrotemporal correlations in the binaural envelope are an
important cue for grouping sounds into a coherent acoustic object; in this case, the illusion of
virtual ripples.

The observed grouping in the RCS potentially has some relevance for grouping sound
objects in real environments and could contribute to the cocktail party effect.4 Specifically,
binaurally correlated spectrotemporal patterns in the RCS are grouped separately from its un-
correlated segments. These correlated and uncorrelated regions exhibit time-frequency conti-
nuity allowing them to be grouped and perceived as a VR. Similarly, when listening to two
competing sound sources the spectrotemporal envelope of each sound will be highly correlated
binaurally with itself but will be binaurally uncorrelated with the competing source. Thus simi-
lar to the RCS paradigm, the sound mixture contains correlated and uncorrelated binaural spec-
trotemporal components that can be separately grouped.

The perceptual limits underlying this binaural phenomenon differ significantly from
monaural or diotic listening conditions in which ripple sounds are integrated and perceived at
notably higher spectral and temporal resolutions.9 Interestingly, the slow time constant for per-
ception of the VR ��8 Hz� is consistent with previous work on binaural “sluggishness”13 which
has been described for moving sounds of varying ITD. Our paradigm differs from this scenario
since our sounds have zero ITD with a correlation pattern that moves along the sensory epithe-
lium (shifts from high to low frequency) and not in space. Our results also demonstrate that
spectral resolution of the binaural system for grouping sound objects can be coarser than mon-
aural integration. This degraded spectral resolution in the VR (upper limit of �0.5 cycle/octave)
is significantly coarser than the upper limit on the spectral resolution for monaural/diotic ripples
and speech (upper limit �10 cycles/octave).14,15 Our results differ considerably from previously
reported findings which indicate that spectral resolution for processing head related spectral
cues for vertical plane localization lies within 0.5–2 cycles/octave.16 In contrast, binaural criti-
cal band measurements suggest that spectral resolution can be equally high for monaural and
binaural detection conditions.17 Thus, while the auditory system is capable of analyzing fine
details in the spectral content of a sound for both monaural and binaural tasks, grouping of
auditory objects with binaural envelope correlations is restricted to coarse spectral resolutions
(�0.5 cycles/octave). In theory, the desired correlation pattern in an RCS can be adjusted to any
arbitrary spectrotemporal sound pattern. However, the perception of the VR exhibits a distinct
trade-off in which high temporal and spectral resolution cannot be resolved concurrently (Fig.
3(b)).

Several mechanisms could contribute to the poor spectrotemporal resolution associ-
ated with the RCS. It is possible that these results reflect differences in anatomical convergence
of the binaural circuitry or between monaural and binaural integration mechanisms. For in-
stance, although the extraction of ITD information requires precise temporal integration in the
brainstem,18,19 the analysis of binaural envelope cues likely involves sluggish binaural spec-
trotemporal filters at the cortical level20 that could potentially account for such distinctions.

Fine structure binaural correlations in the RCS sounds assumed a constant value of
one and thus cannot account for the VR percept on their own. Instead, integration of binaural
correlations in the sound envelope is consistent with the VR percept since these were designed
to resemble the spectrotemporal pattern for MR sounds (Fig. 1(b)). The fact that the VR percept
is evident exclusively when the fine structured correlations are one suggests that fine structure
interaural correlations are analyzed first, prior to the structured interaural envelope correlations
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that give rise to the VR percept. This result is consistent with the hierarchical architecture of the
lemniscal auditory pathway where fine structure binaural information is analyzed early on in the
auditory brainstem and envelope information is subsequently extracted in the auditory midbrain
and cortex.21 These results differ from previously described binaural phenomena such as Hug-
gins pitch,7,8 binaural masking release,5,22 and binaural beats23 which rely primarily on fine
structure or ITD cues. RCS sounds are generated by manipulating the envelope correlation
patterns while keeping the fine structure correlations constant. These results thus demonstrate
that binaural envelope correlations can be grouped together to form a binaural illusory percept.
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Abstract: The low-frequency sound speed in a fluid-like kaolinite sedi-
ment containing air bubbles was measured using an acoustic resonator tech-
nique and found to be 114 m/s with negligible dispersion between 100 and
400 Hz. The sediment’s void fraction and bubble size distribution was deter-
mined from volumetric images obtained from x-ray computed tomography
scans. A simplified version of Wood’s effective medium model, which is de-
pendent only upon the ambient pressure, the void fraction, the sediment’s
bulk mass density, and the assumption that all the bubbles are smaller than
resonance size at the highest frequency of interest, described the measured
sound speed.
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1. Introduction

The acoustic properties of gassy sediments are important in a diverse range of marine applica-
tions including sonar and mine hunting,1 civil and petroleum engineering,2 and the interpreta-
tion of seismic surveys,3 among others. A number of studies have been performed regarding
scattering from, and sound propagation and attenuation in, gas-bearing sediments. Examples
are Refs. 4–7. Despite these and other similar studies, the various models for sound propagation
in gassy sediments8–10 have gone largely unverified. Wilkens and Richardson11 investigated the
gas-bearing sediments in Eckernförde Bay and observed resonant bubble acoustic effects con-
sistent with their measured bubble size distribution and the predictions of the Anderson/
Hampton model,8 hereafter referred to as AH. Unfortunately, heterogeneous acoustic measure-
ment techniques, and possibly heterogeneous gas distributions prevented an unambiguous
characterization of the sediment acoustic properties. Recently, Best et al.6 obtained wide band
sound speed and attenuation measurements on a gassy sediment and enough environmental
characterization data to compare the acoustic measurements to the predictions of AH. They
found good agreement between measured and modeled acoustic attenuation (using a best fit
bubble size distribution) but found poor agreement between measured and modeled sound
speed. Again, heterogeneity of the bubble distribution, and deviation from spherical bubbles
were cited.

In the present study, we sought to minimize the experimental complexity and uncer-
tainty, and conducted a laboratory experiment with reconstituted kaolinite sediments that con-
tained entrained air bubbles. Low-frequency (below 1 kHz) sound speed measurements were
obtained with an acoustic resonator technique. A high-frequency �400 kHz�, bistatic sound
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speed measurement was attempted but failed due to excess attenuation. High-resolution x-ray
computed tomography imagery was used to determine the bubble size distribution and overall
void fraction. The fluid-like kaolinite sediment, which had bubbles of primarily spherical and
spheroidal shape, exhibited a nondispersive sound speed that was accurately described by a
simplified version of Wood’s equation.12 All measured sound speeds were at frequencies well
below the lowest individual bubble resonance frequency (IBRF)

2. Description of the apparatus and measurement procedure

The sediment sample was prepared inside an acrylic core tube of circular cross section with
6.1 cm outer diameter, 1 mm wall thickness, and 0.463 m length. A latex rubber membrane
(thickness=0.127 mm) was used to close the bottom of the tube. Dried kaolinite was mixed with
de-ionized fresh water to a 65% water mass fraction. Air bubbles were entrained during the
sample preparation. A measurement of the high frequency �400 kHz� sound speed was at-
tempted using a pulse transmission technique and apparatus described in Refs. 11, 13, and 14,
but it failed due to excess attenuation in the sediment. The low-frequency sound speed was
determined using the acoustic resonator shown in Fig. 1. The sample-filled core tube was trans-
ferred to the acoustic apparatus and positioned as shown. The air–sediment interface at the top
and a styrofoam block at the bottom provided pressure release acoustic boundary conditions to
a high degree of approximation, as described in Ref. 15. Acoustic standing waves were gener-
ated with a 3-cm-diam aluminum piston that was attached to an electromechanical shaker via an
aluminum stinger. Band-limited periodic chirps were produced by a vector signal analyzer
(VSA) and directed to the shaker through a power amplifier. The source signal was also digi-
tized by the VSA. The piston was positioned a few centimeters below the upper air–sediment
interface. The acoustic pressure inside the sediment was received with a miniature hydrophone,
positioned a few centimeters below the source. The received signals were bandpass filtered
�10–10 kHz� and amplified with a charge amplifier, and digitized by the VSA. According to
manufacturer specifications, the source velocity and receiver pressure responses were flat to
within less than ±1 dB in the experimental frequency range.

Acoustic pressure spectra were then calculated onboard the VSA by way of a transfer
function between the received acoustic pressure and the excitation signal using 20 spectral av-
erages. This preserved the pressure magnitude and phase relative to the excitation signal and

Fig. 1. �Color online� The acoustic resonator and associated apparatus used to obtain the low-frequency sound speed
measurements.
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yielded the coherence function. The number of averages and the amplitude of the excitation
were chosen to achieve a near-unity coherence function at all frequencies of interest, which
guaranteed a high signal-to-noise ratio and ensured linear bubble behavior.16 Peak pressures
inside the sediment were typically less than 160 dB re 1 �Pa.

Immediately following the acoustic resonator measurements, the sediment sample was
transferred to a Universal Systems HD-500 micro-computed x-ray tomography system.17

Three-dimensional imaging scans (107 �m voxel size) were obtained over approximately 1/3
of the total sediment volume. A three-dimensional rendering of a portion of the scan is shown in
Mm 1. The sediment contained relatively evenly dispersed gas bubbles of primarily spherical or
spheroidal bubbles. Image analysis software was used to calculate total gas volume Vgas and
bubble size distribution. Knowledge of the scanned sediment core tube volume Vtot was used to
extrapolate global sediment void fraction �=Vgas /Vtot. The measured void fraction was �
=0.0045 and the void fraction measurement uncertainty was ±0.001 due to the voxel size.

[Mm 1. Three-dimensional rendered views of subsets of the micro-CT scans are shown. The
yellow-colored objects are gas bubbles. Neither the core tube walls nor the non-gas phases of the
sediment are visible �2.9 Mb�]

The bulk mass density �sed of gas-free sediment material was measured with a Quan-
tachrome Penta pycnometer. Five samples taken from just below and five from 25 cm below the
air–sediment interface were measured. No significant difference was found between the upper
and lower locations. The mean density was 1581.4 kg/m3 and the range of variation of the five
samples was ±5.6 kg/m3. The density measurement uncertainty was 1 ppt (given in pycnom-
eter’s specifications).

3. Accounting for the elastic waveguide effect

In a gas-filled acoustic resonator, the walls are effectively rigid. In a liquid-filled resonator,
there is significant coupling between the fill-liquid and the tube. The result is a reduced sound
speed relative to that observed in an unconfined environment. This effect is hereafter referred to
as the elastic waveguide effect. An exact analytic model18 for sound propagation in a finite-
thickness elastic-walled, fluid-filled cylindrical tube was used to relate the speeds observed in
the resonator to the intrinsic sound speed the material would exhibit in an unconfined environ-
ment. This procedure (and its validity) is discussed in Ref. 15 and summarized here. Equation
(A1) of Ref. 15 is the dispersion relation for the resonator waveguide. The intrinsic sound speed
c0 of the liquid that fills the resonator is an input parameter to Eq. (A1). The phase speed cph of
the plane wave mode is an output. The resonator measurements described here yield the effec-
tive phase speed ceff observed inside the waveguide. The intrinsic sound speed c0 is then varied
in Eq. (A1) until the model output cph matches the measured value ceff. The value of c0 that
achieves the match is reported as the intrinsic sound speed of the sample. The physical param-
eters used in the elastic waveguide model [Eq. (Al), Ref 15] are given in Table 1. The sound
speeds for the tube walls were initially taken from the literature, but the similar values that were
ultimately used were obtained via resonator calibration with filtered degassed fresh water.

4. Model of sound propagation in fluid-like gas-bearing sediment

The sediment in this experiment was fluid-like. It flowed readily and its shape was not main-
tained when unsupported. Therefore, Wood’s model12 for the sound speed in a bubbly liquid was

Table 1. Physical properties used in the evaluation of the elastic waveguide model.

Longitudinal sound
speed �m/s�

Transverse sound speed
�m/s�

Wall material
density �kg /m3�

Inner wall
radius �m�

Outer wall
radius �m�

cl=2664 ct=1087 �w=1185 b=0.0295 d=0.0305
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used, which requires that the excitation frequency be well below the resonance frequency of the
largest bubble. For 0.002���0.94, and isothermal conditions (a good approximation for these
bubble sizes) the model reduces to19

clfgs =�Patm + �sedg�L/2�
��1 − ���sed

, �1�

where clfgs is the low-frequency sound speed in the gassy sediment, Patm=101.3 kPa is the at-
mospheric pressure, �sed is the sediment mass density, g=9.81 m/s2 is the acceleration of gravity,
L is the length of the resonator, and � is the void fraction. The terms in the numerator account
for the mean dependence of the bubble compressibility on the local hydrostatic pressure. In this
experiment, the largest bubble radius observed was 4.6 mm. The corresponding bubble reso-
nance frequency is 4.91 kHz, determined by Eq. (1) of Ref. 8 using a conservatively low value
for sediment shear modulus �G=104 Pa�, also from Ref. 8. The highest frequency in these ex-
periments was 0.8 kHz, which rendered the low-frequency approximation valid. Note that even
if G was set to zero, the lowest bubble resonance frequency would still be about six times higher
than the highest acoustic excitation frequency. The simplified form of Eq. (1) is used because it
best illustrates the physical nature of sound propagation in near-surface gas-bearing fluid-like
sediments.

5. Results

The measured resonator spectrum is shown in Fig. 2(a), where four resonance frequencies are
identified. The effective sound speed ceff is inferred from the slope of the curve in Fig. 2(b). The
nth resonance frequency is given by fn= �ceff /2L�n and L is the length of the resonator. After
correction for the elastic waveguide effect (Sec. 3), the intrinsic gassy kaolinite sound speed
was c0=114 m/s±2 m/s. The measurement uncertainty was due to the finite spectral reso-
lution and the uncertainty of L �±1.2 mm�. For the length, void fraction and density reported in

Fig. 2. �Color online� The resonator spectrum obtained for the kaolinite sediment. The four lowest resonance
frequencies are identified with circles. �b� The effective sound speed ceff inside the gassy kaolinite-filled waveguide
is inferred from these frequencies, where a least-squares fit yields ceff=99.1 m /s. After correcting for the elastic
waveguide effect, the intrinsic sound speed inferred from the measurements was c0=114 m /s�2 m /s, where the
range is due to finite spectral resolution and the uncertainty in the resonator length L. The Wood limit model �Eq. �1��
predicted c0=110–138 ms, where the range is due to the uncertainty of the void fraction.
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Sec. 2, the model [Eq. (1)] predicts a low-frequency gassy sediment sound speed between 110
and 138 m/s. The range of the prediction is due to the void fraction measurement uncertainty.
Excellent agreement is observed between the measurement and the model. A summary of the
measured and predicted sound speeds appear in Table 2.

6. Conclusions

The two major conclusions of this work are: (1) Resonator measurements of gassy sediments
yield the sub-IBRF sound speed even where high-frequency pulse transmission measurements
fail. (2) A simplified version of Wood’s equation describes the sound speed in shallow gas-
bearing fluid-like sediments in which the IBRF of the largest bubble is well above the frequency
of the acoustic excitation, and the bubbles are evenly distributed throughout the sample. The gas
phase dominates the compressibility. The sound speed is dependent only on the void fraction,
the sediment mass density, and the local hydrostatic pressure. It does not depend at all on the
material properties of the sediment grains and the fluid, other than through the bulk sediment
density. This will cease to be true as the local hydrostatic pressure increases, which in turn
decreases the compliance contrast between the gas phase and the longitudinal and shear com-
pliances of the gas-free phase of the sediment. The range of applicability of this simple model is
the subject of current work.
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Abstract: It has been observed that children’s early vocabulary is domi-
nated by nouns, with verbs being much delayed. The current study investi-
gated if this delay is related to infants’ failure to segment verb forms. Using a
preferential looking procedure, French-learning preverbal infants were tested
on novel verbs segmentation. Infants at the onset of vocabulary learning (11-
month-olds) succeeded in segmenting the targets: they listened longer to test
sentences containing previously familiarized verbs versus those containing
nonfamiliarized verbs, suggesting that the delay in verb learning is not due to
segmentation difficulty. Semantic and syntactic complexities of verbs could
be among the underlying factors.
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1. Introduction

Infants begin to develop a vocabulary around the age of one year. A prerequisite for word learn-
ing is the capacity to segment word forms from continuous speech. Unlike printed texts, words
in utterances are not separated by obvious acoustic cues. Moreover, speech addressed to infants
contains mostly multiword utterances rather than isolated words.1 In addition to finding word
boundaries, infants also face the variability problem. That is, the same word type is realized in
variable forms due to factors such as phonetic contexts, intonation, speech rate, etc.

Most studies thus far have focused on English-learning infants’ strategies and biases,
showing that they can use prosodic cues,2 phonotactic cues,3 statistical cues,4 and coarticulation
cues5 during word segmentation. Little work has examined infants learning other languages.6–8

The existing evidence suggests that properties of the input language affect infants’ strategies.
English-learning infants use strong stress to determine word boundaries at an early age.2

French-learning infants, on the other hand, segment nouns based on syllables: Infants around 12
months of age interpret a disyllabic word as two separate forms rather than one single word, and
they only succeed in extracting disyllabic forms by 16 months of age.8 The differential response
patterns between the two languages reflect the fact that English is stress-timed and French is
syllable-timed. Segmentation studies with infants learning distinct languages thus contribute to
the understanding of the role of experience and infants’ perceptual biases.

Most infant word segmentation studies that used natural language have focused on
nouns. It is interesting to extend this work to other grammatical classes as this may reveal how
infants learn linguistic structures. Different grammatical classes assume different roles in the
grammar. Language acquisition literature indicates that certain grammatical categories emerge
later than others in children’s production.9 For example, early speech typically lacks function
words/morphemes. Is this because these items are semantically and syntactically complex and
therefore harder to learn? Or is it because infants fail to segment functional items due to their
weak, and perhaps less perceptually salient acoustic forms? Is it also possible that infants seg-
ment and store these items in memory but fail to produce them due to other constraints? Studies
testing infants’ initial segmentation of function words help narrow down these factors.

Recent work showed that preverbal infants already segment function words in
English,10,11 German,12 and French,13 even though function words are generally reduced in the
input.14 Furthermore, frequent function words assist infants in segmenting adjacent nouns by 8
months of age,15,16 in syntactic categorization of content words after 1 year of age,17,18 and in
language comprehension at a later stage.19,20 Therefore, the lack of functional elements in early
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speech production does not imply an inability to segment and represent these words. On the
contrary, these elements are an essential part of infants’ early linguistic representations, and
directly impact the acquisition of many aspects of the grammar.

The comparison of nouns and verbs represents another important issue. It is widely
observed that children’s early speech is dominated by nouns, with verbs much delayed.21 The
delay may be because verbs are conceptually more complex and difficult for word-meaning
mapping.22 But could this delay also be because infants fail to segment verb forms? Few studies
on infants’ verb segmentation exist.23,24 It is known that nouns in English are largely trochaic in
stress, and verbs tend to be iambic. Given that English-learning infants use strong syllables to
find word onset,2 nouns would be more favorable for segmentation. However, infants segment
strong–weak verbs later than strong–weak nouns,23 suggesting that more subtle acoustic/
prosodic properties of verbs may be responsible for the delay. In fact, verbs are typically shorter
than nouns in vowel duration in French25 and English,26 and therefore may be less perceptually
salient. Interestingly, function words, which are segmented as early as initial segmentation of
nouns (at the preverbal stage) as discussed earlier, are acoustically and prosodically weaker than
nouns and verbs. It was shown that frequency was a dominant factor for infants’ segmentation
of function words.15,16 The high frequency of function words seems to offset their less favorable
acoustic/prosodic properties. Thus, multiple factors seem to be involved in word segmentation.
There is a need in the field to determine how various factors interact in segmentation, what
infants’ perceptual biases are, and how the properties of the input language may affect segmen-
tation strategies. Empirical data from different languages and across grammatical categories
can give us valuable insight into these issues.

This study extends previous work on word segmentation to verbs in French. As in
many languages, verbs in French emerge much later than nouns in early production.27 It is
unknown whether this delay is due to infants’difficulty handling semantic/conceptual complex-
ity associated with verbs, or to an inability to segment verb forms. Hence, we aimed to deter-
mine if infants can segment some verb forms at the preverbal stage before word learning begins.

In Nazzi et al.,23 disyllabic verbs were only segmented at 13 months of age by English-
learning infants. Monosyllabic verbs were not examined, but are likely to be segmented earlier.
In noun studies with French-learning infants, only monosyllabic forms appeared to be reliably
segmented before 1 year of age: 8-month-old French learners segmented monosyllabic
nouns.16,28 With disyllabic nouns used as targets, infants listened longer to passages containing
the targets.7 These results were interpreted as suggesting that infants segmented the disyllabic
forms. However, another interpretation is equally possible: Infants may have used a syllabic
strategy and only segmented one of the two syllables of the targets. These possibilities were
fully tested using disyllables and each of the two syllables of the disyllables as targets across
experiments: Infants at 1-year of age interpreted disyllabic nouns as separate monosyllabic
forms.8 In light of these results, we decided to test 11- and 8-month-old infants and used mono-
syllabic verbs, to determine the initial verb segmentation ability.

2. Method

Monolingual French-learning infants (sixteen aged 11 months, and sixteen aged 8 months)
completed the experiment. Sixteen additional infants were tested but their data were excluded
due to parental interference (3), crying (7), experimenter error (1), and refusal to finish the task
(5).

The verbs chosen for the task were /bif/ (to cross-out) and /tar/ (to weigh). They are
rare in spoken French,29 thus allowing us to assess infants’ ability to segment novel verbs. The
verbs belong to the most frequent conjugation group of French verbs. The CVC form is the
variant of these verbs (infinitives: biffer, tarer) for the first/second/third person singular and the
third person plural in the present tense, and the second person singular imperative. It is also the
form used with the subject pronoun on, which is an indefinite pronoun that can refer to any
person. In fact, on is nearly always used in informal speech. Based on our analysis of the speech
of four mothers to their preverbal French-learning infants,30 62% of verb forms were monosyl-
labic, 53% present tense, and 16% imperatives. Thus, our target verbs correspond well with the
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general verb pattern in the input speech. Two passages were constructed, one with /bif/ and the
other with /tar/ in sentences across various positions.

The stimuli were recorded by a native French female speaker, using an infant-directed
register, in an IAC sound chamber. The final stimulus set (see Table 1) consisted of one version
of the two passages, and six tokens of each verb in citation forms. The prosodic measures for the
targets are in Table 1. The six isolated tokens of each verb were doubled and strung together in
a random order to create a /bif/ file and a /tar/ file. The interstimulus interval was 435 ms, with
minor adjustments to ensure that a length of 13.5 s was maintained for both target files. The
duration of the two passage files were each 17.5 s. The sentences ranged from 1.66 to 2.67 s for
the /bif/ passage, and from 1.40 to 2.90 s for the /tar/ passage, with an average of 250 ms of
between-sentence interval. Two visual files were used, a picture of a black-and-white checker-
board and a video of a flashing light.

Infants were randomly assigned to one of the two familiarization groups, /bif/ or /tar/.
One target file was presented repeatedly during the familiarization phase, until infants reached
30 s of total looking time. Infants were then tested with alternating trials of the /bif/ passage
versus the /tar/ passage, for a total of 10 trials. The first test trial was either the /bif/ or /tar/
passage type, counterbalanced across infants. Boys and girls were assigned equally in all con-
ditions.

In the testing room the infant sat on the caregiver’s lap, facing a display monitor and a
loudspeaker. The caregiver wore headphones hearing masking music. The researcher in the
adjacent room, who was blind to the stimuli, controlled the experiment using a computer pro-
gram, observed the infant’s eye movements through a closed-circuit TV, and pressed down a
computer key whenever the infant looked at the monitor. Each trial was initiated by the infant’s
look to the monitor, and continued until the end of the trial. When the infant accumulated 30 s
of looking time during familiarization, the experiment moved automatically to the test phase.
The software recorded all looks to the TV and calculated online the total looking time for each
trial.

The checkerboard was displayed during each trial, accompanying the auditory stimuli.
Between trials, the flashing light was presented to attract the infant’s attention.

3. Results

Total looking times during the test phase were analyzed in a 2�2 mixed analysis of variance,
with familiarity (passage containing the familiarized target verb versus the nonfamiliarized
verb) as the within-subject factor, and age (8 versus 11 months) as the between-subject factor.
Across all trials, there was a familiarity�age interaction [F�1,30�=5.25, p=0.029], but no
main effect of familiarity [F�1,30�=0.562, p=0.459] or age �F�1,30�=0.62, p=0.437�. As is

Table 1. Mean acoustic values and standard deviations �s.d.� of the vowels of the target words.

Duration �ms� Mean F0 �Hz� Mean amplitude �dB�

/bif/ �6 citation tokens� 704.69 �116.40� 339.42 �91.07� 74.74 �2.69�
/tar/ �6 citation tokens� 575.98 �129.34� 324.17 �122.70� 70.9 �1.64�
/bif/ �7 tokens in sentences�a 382.14 �162.40� 335.76 �144.55� 77.77 �2.07�
/tar/ �7 tokens in sentences�b 495.08 �228.06� 182.11 �33.48� 73.69 �3.16�

aLa jolie maman biffe les poèmes. Elle biffe les verbes. Évidemment on biffe la virgule. C’est le juron qu’il
biffe. Le petit bébé biffe le graffiti. La syllabe je biffe. Biffes-tu le calembour? (The pretty mommy crosses
the poems out. She crosses the verbs out. Obviously we cross the comma out. It’s the curse that he crosses
out. The little baby crosses the graffiti out. The syllable I cross out. Do you cross the pun out?)
bLa nouvelle maman tare le magot. Il tare les grappes. Visiblement je tare la parcelle. C’est le lot qu’elle
tare. Le gentil bébé tare les gondoles. Les rouets je tare. Tares-tu la coquille? (The new mommy weighs the
pile. He weighs the clusters. Visibly I weigh the fragment. It’s the share that she weighs. The nice baby
weighs the gondola. The spinning wheels I weigh. Do you weigh the shell?)
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standard with this procedure, another analysis was done with the first (often unstable) test trial
of each type removed.31 We obtained the same results: only a familiarity�age interaction
[F�1,30�=6.41, p=0.017], indicating that the two age groups differ statistically. Follow-up
analyses of each age were conducted. For the 11-month-olds, looking times across all trials
tended to be longer for the passage containing the target [t�15�=1.821, p=0.089, two-tailed].
The analysis with the first trials removed yielded significantly longer looking times for the
target trials [mean=38.88 s, SE=2.74 s] than for the nontarget trials [mean=32.66 s, SE
=2.5 s; t�15�=2.284, p=0.037, two-tailed; see Fig. 1]. These results show that 11-month-olds
recognized the targets.32 For the 8-month-olds, total looking times during the two types of pas-
sage trials did not differ significantly [all trials, t�15�=1.401, p=0.182, two-tailed; excluding
the first test trials, t�15�=1.147, p=0.269, two-tailed].

4. General discussion

This study shows that French-learning infants can segment verbs by 11 months of age, younger
than the age shown in English-learning infants.23 However, given that monosyllabic nouns are
segmented earlier than disyllabic nouns,33 the earlier segmentation in our study is reasonable
since we used monosyllabic verbs, whereas Nazzi et al.23 used disyllabic verbs.

Note that the 8-month-olds in our study failed to segment verbs. This contrasts with
the results that infants of the same age segmented nouns in French.7,16,28 Thus, verb segmenta-
tion seems somewhat delayed. It is possible that the less salient acoustic forms of verbs (e.g.,
shorter vowel duration25,26) contributed to the difficulty in segmenting verbs at 8 months.

Our target verbs in the passages often appeared adjacent to function words. Such con-
textual support may have contributed to the 11-month-olds’ success in verb segmentation. But it
was obviously not enough for the 8-month-olds. Previous work showed that frequent function
words, but not infrequent ones, assist the segmentation of adjacent nouns in 8-month-olds.15,16

The present study contained both high- and lower-frequency function words29 adjacent to the
target verbs. It is possible that if all contextual words are highly frequent, infants younger than
11 months may segment verbs. Future studies can test this effect by manipulating contextual
words.

As discussed earlier, verbs appear much later than nouns in children’s early speech.
The present study shows that this delay is not related to an inability to segment verb forms.
Although verb segmentation may occur somewhat later than noun segmentation due to their
weaker forms than nouns, the ability is still present at 11 months, the age when speech produc-
tion begins. The fact that infants in this study segmented rare verbs indicates that they are able
to extract novel verb forms from the input. Note also that 62% of verb forms in parental speech
in French are monosyllabic, while 46.4% of nouns are monosyllabic.30 Given the syllabic based
segmentation in French-learning infants shown in Nazzi et al.,8 it is plausible that monosyllabic
verb forms can be segmented at the preverbal stage and are available for learning meaning. The
delay in the production of verbs must be due to other reasons, such as the difficulty in mapping
verb concepts to word forms.22,34 That is, the phonological forms of at least some verbs may be
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Fig. 1. French-learning infants’ mean looking times �with SEs� during the test phase for the passage containing the
target verb and the passage containing the nontarget verb.

A. Marquis and R. Shi: JASA Express Letters �DOI: 10.1121/1.2884082� Published Online 31 March 2008

EL108 J. Acoust. Soc. Am. 123 �4�, April 2008 A. Marquis and R. Shi: Segmentation of verb forms by infants



segmented and represented in the system very early, but their semantic and syntactic represen-
tations require a much longer period of learning in comparison to the development of nouns.

In conclusion, this study extends the existing literature on word segmentation to the
verb category. We demonstrated that French-learning infants can segment novel verb forms
from continuous speech by 11 months of age (i.e., around the time when they begin to learn
word meaning). This ability prepares them for the subsequent acquisition of syntactic and se-
mantic properties associated with verb forms.
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New Fellow of the Acoustical Society of America

President’s report on the 154th meeting of the
Acoustical Society of America held in
New Orleans, Louisiana

The 154th meeting of the Acoustical Society of America was held 27
November—1 December 2007 at the Sheraton New Orleans Hotel in New
Orleans, Louisiana. This is the second time that the Society has met in this
city, the previous meeting being held in 1992.

The meeting drew a total of 822 registrants, including 100 nonmem-
bers, 184 students and 96 registrants from outside North America. There
were 14 registrants from Japan; 11 from Korea; 10 from Germany; 9 each
from France and the U.K.; 5 from Belgium; 4 each from Finland and Hong
Kong; 3 each from Denmark, Netherlands, Portugal, People’s Republic of
China, Russia, and Sweden; 2 each from Israel, Italy, and Taiwan; and 1
each from Australia, Brazil, Norway, Slovenia, Spain, and Turkey. North
American countries, Canada, Mexico and the United States, accounted for
26, 1 and 696, respectively.

A total of 600 papers, organized into 71 sessions, covered the areas of
interest of all 13 Technical Committees. The meeting also included 19 meet-
ings dealing with standards. The evening tutorial lecture series was contin-
ued by Alfred Bedard, National Oceanic and Atmospheric Administration.
The tutorial titled “Weather and Acoustics” was presented to an audience of
about 80.

The Society’s thirteen Technical Committees held open meetings
where they made plans for special sessions at upcoming ASA meetings,
discussed topics of interest to the attendees and held informal socials after
the end of the official business. These are working, collegial meetings and
all people attending Society meetings are encouraged to attend and to par-
ticipate in the discussions. More information about Technical Committees,
including minutes of meetings, can be found on the ASA Website �http://
asa.aip.org/committees.html� and in the Acoustical News USA section of
JASA in the September, October and November issues.

An exhibit was held in conjunction with the meeting and included
displays with materials and services for the acoustics and vibration commu-

nity. It included exhibits of computer-based instrumentation, sound level
meters, devices for noise control and sound prediction among others. The
exhibit began with an opening reception on Tuesday evening and was open
on Wednesday and Thursday.

The ASA Student Council hosted a Student Reception with over 100
people in attendance. This reception, which was supported by the National

Larry E. Humes—For contributions to our understanding of the effects of
aging and hearing loss on auditory perception.

Anthony P. Nash—For contributions to the development of standards in-
volving acoustical measurement protocols.

FIG. 1. Gilles A. Daigle, President of the Acoustical Society of America,
presides at the Plenary Session.
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Council of Acoustical Consultants, enabled students to meet with estab-
lished members of the Acoustical Society of America. Also, the Student
Council Mentoring Award was presented to David R. Dowling for excel-
lence in a wide variety of mentoring arenas. The Student Council organized
a Grant and Fellowship Workshop which was attended by representatives
from the National Science Foundation, Office of Naval Research, National
Institutes of Health, National Institute of Deafness and Other Communica-
tion Disorders, and the ASA Committee on Prizes and Special Fellowships.
These representatives gave presentations on various aspects of applying for
grants and fellowships. Several of the Technical Committees awarded Best
Student Paper Awards or Young Presenter Awards to students and young
professionals who presented papers at the meeting. The list of award recipi-
ents, as well as other information for students, can be found online at the
ASA Student Zone website �http://www.acosoc.org/student/�

The New Orleans meeting committee arranged a technical tour of the
New Orleans levees which attracted over 50 participants. The tour, which
was led by members of the Army Corps of Engineers, visited areas affected
by Hurricane Katrina.

Social events included the two social hours held on Wednesday and
Friday, an “icebreaker” and a reception for students, the Fellows Luncheon
and the morning coffee breaks. A special program for students to meet
one-on-one with members of the ASA over lunch, which is held at each
meeting, was organized by the Committee on Education in Acoustics. These
social events provided the settings for participants to meet in relaxed set-
tings to encourage social exchange and informal discussions. The local com-
mittee arranged for special decorations for the socials in order to give the
participants a sample of the exciting and fun atmosphere of the New Orleans
scene. The Women in Acoustics Luncheon was held on Thursday afternoon
and was attended by over 100 people.

Professor Shea Penland, University of New Orleans, was the speaker
at the Fellows luncheon which was attended by about 100 people. The

FIG. 2. Manell Zacharia, Cochair of Acoustics’08 Paris, invites ASA meet-
ing participants to the Paris meeting.

FIG. 3. ASA President Gilles Daigle �l� congratulates Don Monroe, recipi-
ent of the 2006 Science Writing Award in Acoustics for Professionals.

FIG. 4. David Dowling �l�, recipient of the 2007 Student Mentoring Award,
is congratulated by ASA President Gilles Daigle.

FIG. 5. Preston Wilson �l�, recipient of the 2007 A. B. Wood Medal and
Prize, is congratulated by ASA President Gilles Daigle.
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subject of his talk was “Restoring coastal Louisiana: The challenge for to-
morrow’s geologists and engineers.” The Fellows luncheon is open to all
meeting attendees.

The New Orleans organizing committee also arranged for a program
for Accompanying Persons which included daily presentations about New
Orleans including its history, architecture, food and music. A special treat
was the display of an elaborate gown worn at a Mardi Gras Ball.

The plenary session included a business meeting of the Society, an-
nouncements, acknowledgment of the members and other volunteers who
organized the meeting and the presentation of awards and certificates to
newly-elected Fellows.

ASA President Gilles Daigle presided over the Plenary Session and
Awards Ceremony �see Fig. 1�. Manell Zacharia, Cochair of Acoustics’08
Paris, addressed the audience and invited and encouraged them to attend the
joint meeting of the Acoustical Society of America, the European Acoustics
Association, and the French Acoustical Society to be held in Paris, 30 June
to 4 July 2008 �see Fig. 2�. Information about that meeting can be found
online at �http://www.acoustics08-paris.org/�.

The ASA awarded three Science Writing Awards. The 2006 Science
Writing Award in Acoustics for Journalists was presented to Don Monroe for
his article “Why the Inner Ear is Snail Shaped,” published on the Physical

Revew Focus website in May 2006 �see Fig. 3�. A second 2006 Science
Writing Award in Acoustics for Journalists was awarded to John Gierland
for “The Sound of Silence,” published in WIRED magazine in December
2006. The 2006 Science Writing Award for Professionals in Acoustics was
awarded to Gary S. Settles for his article “High-speed imaging of shock
waves, explosions, and gunshots,” published in American Scientist magazine
in the January/February 2006 issue.

The 2007 ASA Student Council Mentoring Award recipient, David
Dowling of the University of Michigan, was introduced �see Fig. 4� as was
Preston Wilson, recipient of the 2007 A. B. Wood Medal and Prize of the
Institute of Acoustics �U.K.� �see Fig. 5�.

The 2007 Rossing Prize in Acoustics Education was presented to
David T. Blackstock, University of Texas at Austin. Dr. Blackstock pre-
sented the Acoustics Education Prize Lecture titled “Songs my students sang
to me” earlier in the meeting �see Fig. 6�.

FIG. 6. ASA President Gilles Daigle �l� presents the 2007 Rossing Prize in
Acoustics Education to David T. Blackstock.

FIG. 7. ASA President Gilles Daigle �l� presents the Pioneers of Underwater
Acoustics Medal to Willam M. Carey.

FIG. 8. ASA President Gilles Daigle presents the Silver Medal in Engineer-
ing Acoustics to Allan J. Zuckerwar �l�.

FIG. 9. ASA President Gilles Daigle �l� presents the Silver Medal in Speech
Communication to Ingo R. Titze.
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The Pioneers of Underwater Acoustics Medal was presented to Will-
iam M. Carey, Boston University, “for contributions to understanding ocean
ambient noise and in defining the limits of acoustic array performance in the
ocean” �see Fig. 7�. The Silver Medal in Engineering Acoustics was pre-
sented to Allan J. Zuckerwar, NASA �retired�, “for contributions to the
theory and practical development of transducers and their use in fundamen-
tal measurements” �see Fig. 8�. The Silver Medal in Speech Communication
was presented to Ingo R. Titze, University of Iowa, “for contributions to
fundamental understanding of the physics and biomechanics of vocal fold
vibrations and for interdisciplinary work in voice studies” �see Fig. 9�.

Election of sixteen members to Fellow grade was announced and fel-
lowship certificates were presented. New fellows are: William A. Ahroon,
Jeffrey E. Boisvert, Elizabeth A. Cohen, Dimitry M. Donskoy, Bruce E.

Douglas, William T. Ellison, Steven I. Finette, Sarah Hawkins, Jean-Pierre
Hermand, R. Glynn Holt, Anthony P. Lyons, Masayuki Morimoto, Vladimir
E. Ostashev, Brandon D. Tinianov, and Ronald A. Wagstaff �see Fig. 10�.

ASA President Gilles Daigle expressed the Society’s thanks to the
Local Committee for the excellent execution of the meeting, which clearly
evidenced meticulous planning. He introduced Fred DeMetz �see Fig. 11�,
Chair of the New Orleans meeting, who acknowledged the contributions of
the members of his committee including: George E. Ioup and Juliette W.
Ioup, Technical Program Cochairs; William Sanders/Dennis Lindwall,
Audio-Visual; Sharon DeMetz/Jeanne Richardson, Food Service/Social
Events/Accompanying Persons Program; Richard Keiffer/Josette Fabre,
Signs; Michael D. Richardson/Kevin Briggs, Meeting Room Coordinators;
Guy V. Norton, Posters; Becky Rotundo, Publicity. He also expressed thanks
to the members of the Technical Program Organizing Committee: George E.
Ioup and Juliette W. Ioup, Technical Program Cochairs; James F. Lynch,
Acoustical Oceanography; Natalia A. Sidorovskaia, Animal Bioacoustics;
David S. Woolworth, Angelo J. Campanella, Architectural Acoustics;
Charles C. Church, Biomedical Ultrasound/ Bioresponse to Vibration; James
M. Sabatier, Education in Acoustics; Daniel M. Warren, Engineering Acous-
tics; Scott D. McDermott, Musical Acoustics; Richard J. Peppin, Noise;
James P. Chambers, James M. Sabatier, Physical Acoustics; Robert G.
Turner, Psychological and Physiological Acoustics; Joe W. Posey, Signal
Processing in Acoustics; Emily A. Tobey, Speech Communication; W.
Steven Shepard, Structural Acoustics and Vibration; Guy V. Norton, William
Sanders, Richard S. Keiffer, Underwater Acoustics.

The full technical program and award encomiums can be found in the
printed meeting program or online for readers who wish to obtain further
information about the New Orleans meeting �visit scitation.aip.org/jasa and
select Volume 122, Issue 5, from the list of available volumes�.

We hope that you will consider attending a future meeting of the
Society to participate in the many interesting technical events and to meet
with colleagues in both technical and social settings. Information about fu-
ture meetings can be found in the Journal and on the ASA Home Page at
�http://asa.aip.org�.
GILLES A. DAIGLE
President 2007–2008

FIG. 10. New Fellows of the Acoustical
Society with ASA President and Vice
President: Top row: Brandon D. Tinianov,
Ronald A. Wagstaff, Vladimir E. Osta-
shev, Anthony P. Lyons, R. Glynn Holt,
Jean-Pierre Hermand, Sarah Hawkins.
Bottom row: George V. Frisk �ASA Vice
President�, Steven I. Finette, William T.
Ellison, Bruce E. Douglas, Dimitri M.
Donskoy, Jeffrey E. Boisvert, William A.
Ahroon, Gilles A. Daigle �ASA President�.

FIG. 11. Fred DeMetz, Chair of the New Orleans meeting.
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

International Meetings Calendar

Below are announcements of meetings and conferences to be held
abroad. Entries preceded by an * are new or updated listings.

April 2008
8–11 Oceans’08, Kobe, Japan �Web:

www.oceans08mtsieeekobe-
technoocean08.org/index.cfm�.

10–11 Institute of Acoustics (UK) Spring Confer-
ence, Reading, UK �Web: www.ioa.org.uk/
viewupcoming.asp�.

17–18 Spring Meeting of the Swiss Acoustical
Society, Bellinzona �Tessin�, Switzerland
�Web. www.sga-ssa.ch�.

May 2008
26–29 *The Jubilee XXV Symposium on Hydroa-

coustics (7th EAA International Sympo-
sium on Hydroacoustics), Jastrzêbia Góra,
Poland �Web: www.amw.gdynia.pl/sha2008�.

June 2008
4–6 5th International Styrian Noise, Vibration

& Harshness Congress 2008, Graz, Austria
�Web: www.accgraz.com�.

29–4 Acoustics’08 Paris: 155th ASA Meeting +
5th Forum Acusticum (EAA) + 9th Con-
grès Français d’Acoustique (SFA), Paris,
France �Web: www.acoustics08-paris.org�.

July 2008
6–10 15th International Congress on Sound and

Vibration, Daejeon, Korea �Web:
www.icsvl5.org�.

7–10 l8th International Symposium on Nonlin-
ear Acoustics (ISNA18), Stockholm, Sweden
�Web: www.congrex.com/18th_isna�.

27–31 10th Mechanics of Hearing Workshop,
Keele University, UK
�Web: www.mechanicsofhearing.com�.

August 2008
25–28 1st International Conference on Water

Side Security, Lyngby, Denmark �Web:
www.wss2008.org�.

25–29 10th International Conference on Music
Perception and Cognition (ICMPC 10),
Sapporo, Japan �Web: icmpc10.typepad.jp�.

September 2008
8–12 International Symposium on Underwater

Reverberation and Clutter, Lerici, Italy
�Web: isurc2008.org�.

9–11 6th International Symposium on Ultra-
sonic Doppler Methods for Fluid Mechan-
ics and Fluid Engineering, Prague, Czech
Republic �Web: isud6.fsv.cvut.cz�.

10–12 Autumn Meeting of the Acoustical Society
of Japan, Fukuoka, Japan �Web:
www.asj.gr.jp/index-en.html�.

15–17 International Conference on Noise and
Vibration Engineering (ISMA2008), Leu-
ven, Belgium �Web: www.isma-isaac.be�.

22–26 INTERSPEECH 2008 - 10th ICSLP, Bris-
bane, Australia �Web:
www.interspeech2008.org�.

October 2008
6–8 *Acoustics Week in Canada, Vancouver,

B.C., Canada �Web: www.caa-aca.ca/
vancouver2008�

14–15 *Underwater Noise Measurement,
Southampton, UK �Web:
underwaternoise2008.lboro.ac.uk�.

21–23 International Conference on Low Frequen-
cyNoise and Vibration, Tokyo, Japan �Web.
www.lowfrequency2008.org�.

21–24 acústica 2008, Coimbra, Portugal �Web:
www.spacustica.pt�.

26–29 inter-noise 2008, Shanghai, China �Web:
www.internoise2008.org�.

November 2008
2–5 IEEE International Ultrasonics Sympo-

sium, Beijing, China �Web: ewh.ieee.org/
conf/ius-2008�.

5–7 Iberamerican Acoustics Congress (FIA
2008), Buenos Aires, Argentina �Web:
www.adaa.org.ar�.

14–18 20th Session of the Russian Acoustical So-
ciety, Moscow, Russia �Web: www.akin.ru�.

24–26 Australian Acoustical Society National
Conference, Geelong, Vic., Australia �Web:
www.acoustics.asn.au�.

April 2009
5–9 Noise and Vibration: Emerging Methods

(NOVEM 2009), Oxford, UK �Web:
www.isvr.soton.ac.uk/NOVEM2009�

13–17 2nd International Conference on Shallow
Water Acoustics, Shanghai, China �Web
�soon�: www.apl.washington.edu�

9–24 International Conference on Acoustics,
Speech, and Signal Processing, Taipei.
R.O.C. �Web: icassp09.com�
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August 2009
23–28 Inter-noise-2009, Ottawa, Ont., Canada

�Contact: TBA�.
September 2009
6–10 InterSpeech 2009, Brighton, UK �Web:

www.interspeech2009.org�.
October 2009
26–28 Euronoise 2009, Edinburgh, UK �Web:

www.euronoise2009.org.uk�.
August 2010
23–27 20th International Congress on Acoustics

(ICA2010), Sydney, Australia �Web:
www.ica2010sydney.org�.

September 2010
26–30 Interspeech 2010, Makuhari, Japan �Web:

www.interspeech2010.org�.

Regional Chapter News

Madras Regional Chapter

The Madras Regional Chapter of the Acoustical Society of America
�MIRC-ASA� held four meetings in 2007, on 16 June, 21 July, 4 December,
and 5–7 December. The fourth meeting was held jointly with Acoustical
Society of India �ASI�.

On 16 December 2006, the second Stanley Ehrlich Distinguished Lec-
ture was delivered by Baldev Raj, Distinguished Scientist and Director of
India Gandhi Center for Atomic Energy, Govt. of India, Kalpakkam, T.N.

On 16 June 2007, V. Bhujanga Rao, President of ASI and Director of
the Naval Science and Technology Lab., Govt. of India, Visakhapatnam,
A.P., delivered the Distinguished Lecture on “Psychological and Physiologi-
cal Aspects of Sound” and V. Rajendran, Vice President of ASI and Director,
Research and Development and Center for Nanoscience and Technology, K.
S. Rangasamy College of Technology, KSR Kalavi Nagar, Tiruchengode,
T.N. delivered the invited lecture on “Prosperity of Ultrasonics in Science
and Technology” at Tamil Nadu Science and Technology Centre �TNSTC�,
Chennai.

A core group of Chapter members including H.S. Paul, M. Kumaresan,
J. Jayapandian, and Baldev Raj visited the International Research Institute
for the Deaf �IRID�, on July 18, 2007.

The MIRC-ASA and IRID Acoustics fair ceremony was conducted at
TNSTC on 21 July 2007. The following 10 students under l7 years of age
participated: B. K. Deepika, Sri S. Rajeswar, Sri C. Balajee, G. Brinda, M.
Divya Bharathy, Sri A. Avinash, G. Srividya, Sri N. Viganesh from MIRC-
ASA and K. Amrutha and K. Nivedidta from IRID. Since B.K. Deepika and
K. Amrutha received equal scores, they were both named first place recipi-
ents by MIRC-ASA and IRID, respectively. H. S. Paul �Chapter Represen-
tative of MIRC-ASA and President of AFECT & IRID� and R. Dhilsha
�Treasurer of MIRC-ASA� presented the awards �see Figs. 1 and 2�.

On 4 and 5 December 2007, Allan D. Pierce, Editor-in-Chief of the
Acoustical Society of America, delivered the Stanley Ehrlich Distinguished
Lecture “Attenuation and Dispersion of Sound” at IIT Madras and KSRCT,
Tiruchengode. Dipali Nag delivered an invited lecture on “Music Education
as a Performing Art and its Cultural and Cognitive Impact” on 5 December
2007 at Tiruchengode.

Both A. D. Pierce and S. L. Ehrlich were elected Fellows of the Acous-
tical Foundation during their visit to the offices of MIRC-ASA and AFECT.
A. Ramachandraiah �Vice President of MIRC-ASA and Trustee of AFECT�
and S. Narayanan �First Technical Program Chair of MIRC-ASA and Past
President of ASI� were also present �see Fig. 3�. The photo shows Prof.
Pierce writing in the minute book of MIRC-ASA.

The awards ceremony of MIRC-ASA and IRID �AFECT� was con-
ducted during the joint meeting between MIRC-ASA and ASI held on 5–7
December 2007 at K. S. Rangasamy College of Technology, Tiruchengode,
T.N. It was a memorable event for MIRC-ASA and AFECT to present the
First Silver Medal to Stanley L. Ehrlich who not only received the First

Gold Medal in 2001 but is also co-founder of MIRC-ASA and AFECT. The
President and Vice President of ASI joined in the award ceremony as they
are President of AFECT and Member-at-Large of MIRC-ASA, respectively.

All Silver and Gold Medals were presented in the presence of trustees
of AFECT and the chapter’s executive members, namely H. S. Paul �C.R.
and Founder of AFECT and IRID�, C. P. Vendhan �President of MIRC-ASA
and Trustee of AFECT�, V. Bhujanga Rao �President of ASI and AFECT�
and V. Rajendran �Vice President of ASI and Member-at-Large of MIRC-
ASA�. The AFECT Silver Medal and citation were presented to Stanley L.
Ehrlich �see Fig. 4� by C. P. Vendhan.

FIG. 1. �Color online� �1 to r�: H. S. Paul, B. K. Deepika, and R. Dhilsha.

FIG. 2. �Color online� �1 to r�: H. S. Paul, K. Amurutha, and R. Dhilsha.

FIG. 3. �Color online� �1 to r�: H. S. Paul, C. P. Vendhan, A. D. Pierce, S. L.
Ehrlich, S. Narayanan, and A. Ramachandraiah.
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Two Stanley Ehrlich Gold Medals with citations were presented to
Baldev Raj �see Fig. 5� and Allan D. Pierce �see Fig. 6�, respectively, by
Stanley L. Ehrlich �Adviser of AFECT and Past President of ASA� since the
Gold Medal is a joint venture of AFECT and MIRC-ASA.

The following students won the best paper award which was presented
by Allan D. Pierce at the end of the meeting on 7 December 2007: Ms. R.
Kalai Selvi, Ms. S. P. A. Catherine, Mr. S. Aravindran, Mr. Abhijit Sarkar,
and Mr. D. M. Reddy. A group photo was taken with the students, trustees of
AFECT and Chapter’s officers at the end of meeting �see Fig. 7�.

FIG. 5. �Color online� S. L. Ehrlich �r� presents Stanley Ehrlich Gold Medal
to Baldev Raj �1�, �1 to r�: V. Rajendran, H. S. Paul, V. B. Rao, Baldev Raj,
S. L. Ehrlich, A. D. Pierce.

FIG. 6. �Color online� A. D. Pierce receives Stanley Ehrlich Gold Medal
and citation from S. L. Ehrlich �1 to r�: H. S. Paul, V. B. Rao, A. D. Pierce,
S. L. Ehrlich, V. Rajendran.

FIG. 7. �Color online� �1 to r�: C. P. Vendhan, Abhijit Sarkar, V. B. Rao, H.
S. Paul, A. D. Pierce, R. Kalai Selvi, and S. P. A. Catherine.

FIG. 4. �Color online� C. P. Vendhan presented the Silver Medal to S. L.
Ehrlich �1 to r�: H. S. Paul, V. B. Rao, S. L. Ehrhch, C. P. Vendhan, V.
Rajendran.
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Riding the Waves—A Life in Sound, Science, and Industry

Leo Beranek

The MIT Press, Cambridge, MA, 2008, 256 pp. Price $24.95
(hardcover) ISBN: 978-0-262-02629-1

Fortune �“good luck”� falls on those who are prepared. If you are not
prepared, you may not even recognize the opportunity when it lands in your
lap. When Leo Beranek was a college junior in Iowa, he helped a stranger
with a flat tire. The conversation between them had an improbable twist:
Just that morning Leo had been reading in the library about some radio work
that the stranger had developed. Their instant friendship led to an invitation
for Leo to apply to Harvard graduate school. It’s an early example of “he
was prepared” when the opportunity presented itself. Leo’s drive and deter-
mination �and some other opportunities along the way� made other things
happen, too. Now, 73 years after the flat tire incident, Leo can look back on
a professional life filled with radio, electronics, acoustics, recording, re-
search, engineering, teaching, consulting, writing, computers, communica-
tion, music, fund raising, television, administration, education, and diplo-
macy. Let’s add family, travel, music appreciation, skiing, and philanthropy
to that list. He puts it all together in his autobiography, “Riding the
Waves—A Life in Sound, Science, and Industry.”

Leo Beranek was born in 1914 in a little town in Iowa. There was both
happiness and sadness in his early life. It was especially tough in the De-
pression years, but it is a revelation to learn of this farm boy’s energy, drive,
enthusiasm, and positive outlook as his family faced economic conditions in
those times that we cannot believe possible now. After graduating from
Cornell College in Iowa, Leo’s good fortune from the earlier flat tire inci-
dent landed him in Harvard University, where, in his second year, he had an
opportune interview with noted acoustician, Professor F. V. �“Ted”� Hunt.
They were a ready match, and Ted’s job for him helped push Leo toward the
field of acoustics. The two of them became lifelong friends and associates—
and Cruft Lab at Harvard �an historic site itself� became home for much of
Leo’s early work. He was a student of such Harvard scientists and physicists
as Leon Chaffee, G. W. Pierce, Harry Mimno, Roger Hickman, and John H.
van Vleck. One of his early papers to the Journal of the Acoustical Society
of America �JASA� attracted the attention of Professor Philip Morse at MIT
and that led to another valuable association. A short time later, Professor
Morse recommended Leo for a project that was being sponsored by the
National Defense Research Committee �NDRC�. This was the beginning of
a noted run of important contributions to the war effort by the Electro-
Acoustics Lab �EAL� that Leo directed at Harvard during WW II. It had a
somewhat dubious start, however, when Leo was asked to offer a budget for
what he first thought was involved. He proposed $4000. The Army Air
Corps representative who came to the meeting was clearly underwhelmed.
He authorized $80 000 for the first year. That was a lot of money in 1940 for
this young Harvard doctorate, and it certainly raised the scope and emphasis
of the work required. Leo even got a telephone for his office �unheard of at
that time in Cruft Lab; they used a code of dots and dashes on a buzzer to
call people to the phone�.

Following EAL, Leo accepted a move to MIT, to become Associate
Professor of Communication Engineering and Technical Director of MIT’s
Acoustics Laboratory, where Dick Bolt was already Administrative Director.
This led to a challenging MIT teaching load plus a vital role in a variety of
research undertakings at the growing Acoustics Lab. Those connections, in
turn, led to other opportunities; one �for the Office of Naval Research—
ONR� involved traveling to Europe to survey the acoustics activities of
many of those countries. A short time later, as a result of having two class
students from the Argentine Navy, Leo was invited to teach a summer
course in electro-acoustics in Argentina. Most of his lectures were in English
and were translated and handed out to the students. He gave one of his final
lectures in Spanish, after being coached and well-practiced.

Even though they were on the MIT teaching staff, Leo and Dick Bolt
had approval to take on limited consulting jobs, which they did. This led to
the fairly early formation of their first consulting partnership, “Bolt and
Beranek,” in 1948 �Chapter 5�. A variety of outside jobs kept them busy on
their days off from teaching, and this justified their adding Sam Labate, Bill
Lang �who later left to pursue his higher education elsewhere�, Jordan
Baruch, and Bob Newman �who had already worked with Leo in his
Electro-Acoustics Lab and who had since taken an architectural degree at
MIT�. Two really big jobs soon came to this new group: one was to take on
the architectural acoustics design work for several auditoriums of the United
Nations Building, and the other was a horrendous noise problem in Cleve-
land when an early NACA jet engine facility was turned on one night. Both
jobs were urgent and demanding, and both had some new and difficult
concepts that had to be carefully solved. Those two jobs, however, were
largely responsible for the early recognition of the growing company, then
“Bolt Beranek & Newman Inc.” �BBN�. During the next few years, Leo was
directly involved in several major acoustical and noise reduction problems
for various well-known clients. He began to reduce his work load at MIT as
the BBN work grew. One important decision and new development was the
entrance of BBN into computer technology, assisted with a nudge from
Jordan Baruch. Leo convinced J. C. R. �“Lick”� Licklider that he had greater
future opportunities at BBN than at MIT. It took a hard sell to bring it about,
but Lick joined BBN and began an outstanding program of “man-machine
symbiosis” that ultimately led to unbelievable advances in computer appli-
cations and communications. Have you heard of ARPAnet? How about the
Internet?

Two pictures on the front cover of the book �at the left, the top one and
third one down� show Leo at work on two BBN jobs. In the top photo, those
straps over his shoulders were to a parachute; that was for a helicopter-
quieting job. In the third photo, he was taking noise measurements in Seattle
of one of the first Boeing 707’s. With him on that field trip were Austin
Tobin �Executive Director of the Port of New York Authority� and John
Wiley �Director of Aviation for the Port Authority�. At the meeting with
Boeing personnel before the measurement flights, Mr. Tobin assured Boeing
that their plane must not be noisier than the large four-engine propeller
aircraft then in use in international flights from Idlewild Airport �now JFK�.
The whole unfolding story is told in Chapter 6, “Muffling the Jet Age.” The
dogged determination of Mr. Tobin, backed by the technical support of Leo
Beranek and Karl Kryter, made a major impact on the aviation industry,
leading to our present-day much-quieter commercial jet planes. Of course, a
lot of people in the aviation industry made it possible, but it was largely
Tobin and Beranek who applied the pressure at the right time and in the right
way to force the issue.

The dramatic end of Chapter 6 tells of the beginning of international
commercial jet travel, when, during the night of October 26-27, 1958, a Pan
Am Boeing 707 flew with a passenger load from New York to London, and
a BOAC de Havilland Comet 4 flew from London to New York. There are
14 pages of little-known aviation history in this chapter, and it’s packed with
dynamite!

Leo was deeply hurt by the critical assessments that some newspaper
music critics gave him the morning after Philharmonic Hall �now Avery
Fisher Hall� opened New York’s Lincoln Center on September 23, 1962. The
evening was so replete with famous personalities, the beautiful new building
and its ambience and decorations, and the entrance of this new musical
arrival in New York City, it is a wonder that anyone could concentrate on the
music program that was presented. In his book, he faced that negative pub-
licity headlong—right up there in front, in a four-page Prologue. Then, his
Chapter 7, entitled “Music, Acoustics, and Architecture,” summarizes this
part of his life. It was during that period that Leo was President of the
Acoustical Society of America and was a well-recognized acoustician inter-
nationally. In spite of that early unpleasant newspaper publicity, Leo re-
ceived The Gold Medal Award of the Acoustical Society of America in 1975
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and the National Medal of Science from President George W. Bush in 2003.
Also, a Special Session was planned to celebrate Leo’s 90th birthday at the
75th Anniversary Meeting of the Acoustical Society of America in New
York City in 2004. It took eight men 20 minutes each to talk about a par-
ticular specialty of his life and accomplishments in acoustics. Leo completed
the Session with a summary of his life under the title “My 65 Years in
Acoustics,” after which he received a long-lasting standing ovation for his
life and for his many contributions. Those are much more valued endorse-
ments than a few negative newspaper comments!

Chapter 8 is entitled “America’s Best TV Station.” That’s a pretty big
claim! Following a significant opening quotation from a January 1972 issue
of the Boston Globe, Leo begins this chapter with a powerful summary, as
follows:

“I took part in this dance �the analogy taken from the Boston Globe
article�, risking at one point all of my life savings. The stakes were high—
financial independence or bankruptcy—yet even as I seemed to be losing
like some compulsive gambler, I kept betting more chips. So did thirty of
my colleagues. The story covers nearly a decade of legal dueling: four times
to the Federal Communications Commission, four times to the U. S. Court
of Appeals for the District of Columbia, and three times to the U. S. Su-
preme Court. There was much high drama along the way—personal con-
flicts, twists of fate and fortune, and the inevitable chance discoveries that, if
not recognized and acted on promptly, could have sunk the whole
endeavor.”

Leo’s serious interest in TV possibly began with a conversation that he
had in October 1962 with Jordan Baruch. Things started moving quickly,
and in about four months, while Leo and family were on a skiing vacation in
Switzerland, he was elected President of the newly formed “BBI” �Boston
Broadcasters Incorporated�, which, indeed, had a distinguished group of
early owners over a variety of professions. The immediate goal was to
obtain FCC permission to start a TV station that would meet…

“the needs, problems and tastes of the community: One that brings the
best of Boston’s unique local resources…by infusing the whole schedule
with more exciting and meaningful material.”
It was a touch-and-go game lasting several years, that involved finances,
personnel, equipment, building permits, construction, lots of legal back-and-
forth wrangling, some unbelievably frequent and complicated delays that
many times seemed to make the whole venture impossible, and enough
bright spots to encourage them to keep going. One of his segments is en-
titled “Staying Calm with the Roof Falling In?,” but that heading could have
been used several other times as well. After one particular “Gut-Wrenching
Day,” they got the word, and Leo shouted out to anyone who was still in the
building, “We’re on the air!” Months later, the BBI Treasurer added up their
accumulated costs to be around $7.8 million before a penny of revenue came
in from the new station, WCVB-TV, Channel 5 in Boston. Leo tells us that
The New York Times carried a full-page article in 1981, with the headline,
“Some Say This is America’s Best TV Station.”

In 1982, Phyllis died, and this left Leo desolate. He always had excel-
lent family relationships with their two sons, Jamie and Tom, who provided
some much-needed consolation when their mother died. Friends and neigh-
bors helped as much as they could. With Phyllis� death and his earlier
stepwise retirements from BBN and then BBI, Leo had to find other outlets
for his restless energy. He already had committee connections with the Bos-
ton Symphony Orchestra and this grew into positions of stronger leadership
as Chairman of the Board of Overseers, and later as Chairman of the Board
of Trustees. Fund-raising was a major need, and Leo applied his available
time and abilities to that pursuit. It was an ambitious program but they even
went over their original goal for a One Hundredth Anniversary Fund. Other
innovative fund raisers have placed the Boston Symphony Orchestra on
fairly secure footing. Following retirement from the BSO job, Leo was
chosen to become President of the American Academy of Arts and Sciences,
where their financial considerations also became a major concern of his. In
this general time frame, Leo came to know Gabriella Sohn, and they were
married in 1985. Leo called it “one of the happiest times” in his life, and
they have been actively involved in travel and other varied interests. Gab-
riella even got Leo into a new venture: sailing.

During the period 1989 to 2001, Leo’s official title was “Acoustical
Design Consultant” for most of the six buildings that he worked on in Japan.
Chapter 10 gives considerable detail of his design work and his close col-

laboration with the architects and engineers on those jobs. In some situa-
tions, he had disagreements on certain architectural features that he believed
would be deleterious to the acoustics of the space. With his usual calm, firm,
technical, and gentle persistence, he was able to prevail �except in one
situation which was not too serious anyway�. He concludes this chapter with
this statement: “My experience in Japan had been favorable overall, with
many successful outcomes, and it was especially satisfying to call it quits on
the high note reached with…” and then he named those Japanese halls in
order of acoustical quality.

A few special anecdotes drop in on Leo’s writings from time to time.
About 68 years ago, Leo knew Arthur M. Schlesinger, Jr. �before Mr.
Schlesinger became a noted historian� and even helped him tie his bow-tie
before his wedding. One time, Leo had the job of recording the acclaimed
violinist Jasha Heifetz playing on a “bad” violin Mrs. Heifetz said, “He can
make any violin sound good.” Twice, Leo had occasion to have lunch with
Mrs. Eleanor Roosevelt. The first was quite by accident but the second was
by invitation to the White House. In 1990, Dr. and Mrs. Beranek were
invited by German Chancellor Helmut Kohl to attend meetings that he
called to discuss European and German-American relations. Of course, there
are detailed explanations of these situations in Leo’s autobiography. For
some of his work toward the end of WW II, Leo was dubbed “captain of the
Navy warship USS Beavertail.” That’s a special story in itself—was he
really a captain in the Navy?

Some of us had no idea that Leo was an accomplished skier. We just
knew that he and Phyllis went off to Europe several winters, presumably on
business, but he always carried skis. In 1957, he saw a sign, “Test your ski
capabilities by means of the Swiss Ski Tests.” He was considering the “Sil-
ver Badge Test” but his ski instructor said that he should try for the “Gold.”
Among several difficult maneuvers, there were two critical runs. At the end
of the first, his examiner said, “There are not more than a dozen skiers in
Switzerland who can handle deep snow better than you.” At the end of the
second run, the examiner said that he had passed. The “Gold Badge” asserts
“It is the badge of a first-class skier.” We should have expected it: Leo
excels at anything he tries! He did have a problem one year, though, when
he went to Moscow to collect the royalties gained from their printing and
selling one of his books. He had trouble spending it all in Russia.

For just a moment, consider the concluding pages 231 through 233.
With the title “Degrees, Awards, and Honors,” Leo identifies two and one-
half pages �41 items� of distinctions that he has received in his lifetime of
accomplishment and public service in acoustics, education, national defense,
music, engineering, and science. It is truly an impressive list for a very
humble fellow.

Chapter 10 carries a meaningful heading: “Art+Physics=Beautiful
Music.” That was taken from an April 19, 2000, article in The New York
Times that included photos in color of Leo and the architect, Yanagisawa,
with this statement: “An unusually intense collaboration between architects
and acousticians has put the science of acoustics to test, with two major
successes in Tokyo.” That heading also summarizes a lot of Leo’s life. He
has applied art and physics in a very careful, practical, quantitative, and
realistic way, and has brought harmony to his life and ours. I especially
value my contacts with him. I worked at BBN for 27 years, had many
contacts with Leo during that time, and enjoyed working directly and
closely with him on at least three major jobs, major for both of us. He has
been a wonderful teacher: patient, thorough, kind, intensely honest, and a
real motivator. There are so many things that I would like to add, but I’ve
said enough. Nevertheless, it has been a distinct honor to be asked to review
Leo’s “Riding the Waves.” He has taken us along for an enjoyable ride.

LAYMON N. MILLER, �Retired BBNer�
1504 Harbor Court
Fort Myers, FL 33908-1651
E-mail: laymnluce@aol.com

(Reviewer’s personal comment: Leo Beranek is an icon in acoustics. I
have known him for about 66 years and worked for him and with him at
BBN for 27 of those years. I cannot keep some personal connections out of
this review. Please forgive me. It’s a wonderful book. How can I enthuse
more than I have?)
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7,251,195

43.20.Ye APPARATUS FOR GENERATING AN
ACOUSTIC SIGNAL

Christian G. Reiff et al., assignors to United States of America as
represented by the Secretary of the Army

31 July 2007 (Class 367/139); filed 23 October 2003

Electrodes 14–16, which are rounded to prevent coronal discharge, are
mounted to one side of a dielectric substrate 12. A voltage is applied, via
conductors 22 and 24, from power supply 10, that is just below that required
for surface arc discharge. A connector strip 34 is placed on the other side of

the dielectric. A trigger voltage is applied to strip 34 such that the electric
field between the high voltage electrodes is exceeded, thus causing the
air to ionize and create a surface arc. This arc produces an acoustic
impulse.—NAS

7,280,433

43.30.Pc DEVICE AND METHOD FOR SONAR
MEASUREMENT OF A SWIMMING POOL

Robert J. McEwen IV and Jeffrey D. McEwen, both of Charlotte,
North Carolina

9 October 2007 (Class 367/96); filed 28 September 2005

Illustrated is a method of profiling a pool with sound prior to cutting a
pool liner.—GFE

7,283,424

43.30.Wi HIGH SPEED UNDERWATER PROJECTILE
TRACKING SYSTEM AND METHOD

Robert Kuklinski, assignor to The United States of America
represented by the Secretary of the Navy

16 October 2007 (Class 367/118); filed 2 August 2006

A straightforward method of tracking underwater projectiles fired
within a series of hoops is detailed.—GFE

7,260,229

43.38.Dv POSITION SENSOR FOR A
LOUDSPEAKER

Stefan R. Hlibowicki, assignor to Audio Products International
Corporation

21 August 2007 (Class 381/96); filed 16 October 2002

Tapered conductive element 28 induces a current in inductive coils
22–24 as it moves relative to voice coil 32. The shape of element 28 is such
that it generates a linear change in inductance as a function of displacement.

Coils 22–24 are connected to an electronic circuit that uses the inductance
signal to compensate for some of the non-linearities in the voice coil �and
loudspeaker� displacement.—NAS
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7,292,227

43.38.Dv ELECTRONIC DEVICE, VIBRATION
GENERATOR, VIBRATION-TYPE REPORTING
METHOD, AND REPORT CONTROL METHOD

Masaaki Fukumoto and Toshiaki Sugimura, assignors to NTT
DoCoMo, Incorporated

6 November 2007 (Class 345/173); filed in Japan 8 August 2000

Instead of acoustic �beeps� indication of a touch panel input the au-
thors suggest the use of vibration. That is, if the touch panel input is re-
ceived, the panel and/or the housing of the panel vibrates letting an operator
know that his/her input is processed. This 86 page patent �including 85
figures and 82 claims� describes the operation of the reaction force shaker
controlled by a magnetic brake.—DMD

7,250,832

43.38.Rh METHOD FOR REALIZING SURFACE
ACOUSTIC WAVE FILTER ARRANGEMENTS AND
FILTER ARRANGEMENT OBTAINED IN
ACCORDANCE TO THIS METHOD

Serguei Kondratiev, assignor to TEMEX
31 July 2007 (Class 333/193); filed in the European Patent Office

21 December 2001

An improved surface acoustic wave �SAW� radio frequency band pass

filter is claimed where parasitic elements of length 1 are added.—AJC

7,281,429

43.38.Zp OPTICAL HYDROPHONE FOR A SHOCK-
WAVE FIELD WITH LONG SERVICE LIFE

Bernd Granz and Ralf Nanke, assignors to Siemens
Aktiengesellschaft

16 October 2007 (Class 73/655); filed in Germany 29 November
2002

A fiber-optic hydrophone designed to measure the spatial distribution
of an impinging shock wave is described by illuminating the boundary of an
optically-transparent body and a sound-conducting medium.—GFE

7,289,919

43.40.Le CYCLIC TIME AVERAGING FOR MACHINE
MONITORING

Johannes I. Boerhout, assignor to SKF Condition Monitoring
Incorporated

30 October 2007 (Class 702/56); filed 30 July 2004

Monitoring of a machine for the early detection of potential faults is
accomplished on the basis of signals obtained from accelerometers. The
time signals from an accelerometer are averaged over several periods and
each average is subjected to “cycle time averaging,” which provides a cir-
cular diagram that relates the data to one period of the phenomenon under
consideration. This permits determination of the energy contributions of
various sources and thus the identification of potential problems.—EEU

7,249,442

43.40.Tm STORAGE RACK VIBRATION ISOLATORS
AND RELATED STORAGE RACK SYSTEMS

John B. Pellegrino et al., assignors to Ridg-U-Rak, Inc.
31 July 2007 (Class 52/167.8); filed 10 April 2006

A storage rack seismic isolator against horizontal seismic vibrations is
claimed. Because of diagonal stiffeners 16, such racks have more stiffness
against cross-aisle motion 10 than for along-aisle motion 12. Seismic �earth-
quake� events can cause stored objects in trays on 17 to slide off and fall

into aisles and onto personnel there. Movable supports 30a are made free to
slide in tracks 34a. Horizontal restraint is direction 10 is provided by a
spring or a stack of rubber pads fastened inside isolator housing 20a, pro-
viding an isolator resonance frequency of from 0.5 to 1.6 Hz.—AJC
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7,249,509

43.40.Tm ANGULAR VELOCITY DETECTOR

Kenji Hirano, assignor to DENSO Corporation
31 July 2007 (Class 73/504.12); filed in Japan 8 July 2004

Isolation 300 of angular velocity sensor 100 against vibration of pack-
age S5 and its environment is claimed. Sensor 100 operates via coriolis
force on an element vibrating at a high frequency within 100 resulting from
angular velocity �rotation of� package S5. Environmental vibration of S5 can

result in errors by the coriolis sensor 100. Isolation against such environ-
mental vibrations is provided by resilient buttons or strips 300 on each
corner or side of sensor 100.—AJC

7,255,529

43.40.Tm COOLING FAN MOUNTING
ARRANGEMENT WITH VIBRATION ISOLATION
MEMBER

Chin-Long Ku et al., assignor to Fu Zhun Precision Industry
(Shenzhen) Company, Limited

14 August 2007 (Class 415/119); filed 17 December 2004

An economical personal computer cooling fan vibration �noise� isola-
tor 20 is claimed having locking protrusions 26 which pass through slotted

hole 15–16. Isolator material 22, 26 is an elastomer. It was not made clear
what sort of fastener is to be used to hold fan assembly 10 onto the computer
framework.—AJC

7,284,527

43.40.Tm TUNED VIBRATION ABSORBER

Eric Herrera and Bilal A. Bazzi, assignors to Freudenberg-NOK
General Partnership

23 October 2007 (Class 123/195 C); filed 6 April 2004

This dynamic absorber is intended to be used with a bolt, such as one
that fastens a cover to an engine, and consists of a mass 26 that is attached
to a supporting pedestal 22 via an elastic element 24. The pedestal, which in
essence is made of an upper ring that is connected to a lower ring by two
rods, is fastened to the cover 30 by a bolt 28 that also holds the cover onto

the engine via a washer 34 and grommet 36. The mass 26 is in the form of
a hollow cylinder and the element 24 is ring shaped to permit a tool to reach
the bolt head. An absorber of this type may be added to each of several bolts
on an engine cover.—EEU

7,290,374

43.40.Tm VIBRATION CONTROL APPARATUS
USING WATER TANK LOCATED AT TOP FLOOR OF
A TALL BUILDING

Sung Won Yoon et al., assignors to Seoul National University of
Technology

6 November 2007 (Class 52/167.1); filed in Republic of Korea 10
September 2003

Water in tanks atop tall buildings can serve as a dynamic absorber to
protect the building from excessive lateral vibrations, such as those that may
result from wind or seismic excitation. The water tanks are fitted with stra-
tegically located wire mesh screens to damp the water’s sloshing motion.
Rather than adding a water tank that only serves as a damper, it is desirable
to use the building’s water supply tank also to fulfill this function. The
present patent describes constructions of such tanks that facilitate cleaning
and replacement of the screens in these tanks.—EEU
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7,290,644

43.40.Tm VIBRATION ABSORBER WITH DYNAMIC
DAMPER

Kazuo Miyake, assignor to Kurashiki Kako Company, Limited
6 November 2007 (Class 188/379); filed in Japan 23 March 2005

This patent pertains to an engine mount in which an inner load-bearing
element is isolated from an outer supporting shell via an elastomeric ele-
ment. An outer toroidal rubber “stopper” is added to limit the relative mo-
tion between the two supporting elements in the event of an overload. One
or more metal disks or spirals are embedded in the rubber stopper, so that
this assembly also serves as a dynamic absorber.—EEU

7,286,919

43.40.Vn METHOD AND APPARATUS FOR
CONTROLLING DAMPING OF A VEHICLE
SUSPENSION

John Nordgren et al., assignors to GM Global Technology
Operations, Incorporated

23 October 2007 (Class 701/37); filed 18 May 2006

Semi-active control of the dampers of a vehicle suspension is achieved
by an algorithm that limits heave, roll, and pitch of the vehicle body. The
body movement is measured with accelerometers and vehicle-speed-
dependent maximum and minimum limits to the damper control are applied.
The rate of each damper is adjusted depending on its location on the vehicle,
with the intent of always having a balanced setting of the four
dampers.—EEU

7,250,087

43.40.Yq CLOGGED NOZZLE DETECTION

James Tyson, Pennsauken, New Jersey and Janez Makovsek,
Maribor, Slovenia

31 July 2007 (Class 134/18); filed 16 May 2006

“…by monitoring the intensity of vibrations caused by the impinge-
ment of the spray jet, we can gauge the mass flow of the water producing the
vibrations and consequently the performance of the jet nozzle itself.” The

patent claims use in cleaning the insides of tanks, and by mention, dish-
washers, where multiple rotating nozzles are used for the cleaning
process.—NAS

6,848,252

43.50.Gf EXHAUST ENHANCEMENT FOR
AFTERMARKET MOTORCYCLE EXHAUST PIPES
WITH A STRAIGHT PIPE TYPE DESIGN AND
WITH INSIDE PIPE DIAMETER FROM 1.875� AND
LARGER

James Charles Maybeck, Charlotte, North Carolina
1 February 2005 (Class 60/312); filed 7 April 2003

As the title suggests, this patent is aimed at “enhancing” the noise and
power of a motorcycle engine. The stock muffler baffles are removed and

replaced by “thunderbolts,” Fig. 4, and “thunderprobes,” Fig. 5, which “cre-
ate a vortex which allows the gases to exit more efficiently,” thus providing
improved throttle response and a deeper sound.—KPS

7,249,987

43.50.Gf AIR INTAKE DEVICE FOR WATERCRAFT

Yoshiaki Noda and Masatsugu Matsumoto, assignors to Honda
Motor Company, Limited

31 July 2007 (Class 440/88 A); filed in Japan 29 March 2005

A personal watercraft engine air intake noise suppression method is
claimed. Cool combustion air is drawn through an opening in the top front
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of the craft, through long duct 35, air filter 57 and flame arrester 56 into
throttle assembly 62. The long length duct 35 promotes reduction of noise
emission from the remote air inlet. Duct 35 also passes under air cleaner 36
so that the entire assembly can be narrower than, and placed behind, any
in-line engine for a more compact craft assembly.—AJC

7,258,287

43.50.Gf MODULAR FUEL INJECTOR WITH A
SPIRAL DAMPER MEMBER AND METHOD OF
REDUCING NOISE

Yong D. Cho and Zeki Alyanak, assignors to Siemens VDO
Automotive Corporation

21 August 2007 (Class 239/585.1); filed 3 June 2004

This is an advancement over United States Patent 7,128,281 �reviewed
in JASA 121:2487�. Engine fuel injector noise reduction is claimed where
noise and vibration caused by armature 214 impacts is absorbed by damper
400. Damper 400 is formed from 1-mm-thick sheet material of density 2.7
and greater, rolled into a cylinder and pressed into injector aperture 204A.
Acoustical tests of 23 treated injector samples indicated a noise emission

reduction of from 0.5 to 2.06 dBA, with an overall average noise reduction
of 1.6 dBA.—AJC

7,254,240

43.50.Ki ACTIVE NOISE CONTROL SYSTEM

Toshio Inoue et al., assignor to Honda Giken Kogyo Kabushiki
Kaisha

7 August 2007 (Class 381/71.4); filed in Japan 9 March 1999

This is an advancement over United States Patent No. 7,062,049 �re-
viewed JASA 120:3448� which had error microphones under the driver’s
seat 31 and in the trunk 35 and under the roof center. Here, side micro-
phones 43, 44 by the front seat occupants’ ears and 45 on the floor are added
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to update controller active noise control �ANC� coefficients to drive speaker
25. Road noise frequency components to be suppressed are around 40 and
80 Hz.—AJC

6,848,410

43.50.Lj SOUND TRANSMISSION DEVICE FOR A
MOTOR VEHICLE

Reinhard Hoffmann et al., assignors to Mahle Filtersysteme
GmbH

1 February 2005 (Class 123/184.57); filed in Germany 23 March
2001

A device to introduce engine sounds into the passenger cabin of an
automobile is described in which sound transmission tubes connect between
the air intake of the engine, 11, and the bulkhead, 19. Each transmission tube
connects to resonators 13, 15, which in turn are connected to an exit throat

18. Each transmission tube may be tuned to a different resonant frequency
by selection of the tube length and the resonator characteristics. Actuators
25, and control flaps 23, may be used to close off any of the transmission
tubes, thus allowing control of the character of the noise reaching the ve-
hicle occupants.—KPS

6,826,901

43.50.Nm CONVERGENT/DIVERGENT SEGMENTED
EXHAUST NOZZLE

Leonard J. Hebert, assignor to The Boeing Company
7 December 2004 (Class 60/204); filed in 13 October 2003

Exhaust noise suppression in a high by-pass ratio turbofan engine can
be achieved by means of segmentation of the nozzle exit, also known as
chevrons �Fig. 1�. These triangular chevrons are curved into the flow to
promote mixing and hence noise reduction. The present invention aims to
ameliorate the performance penalties associated with such designs. Figure 2
illustrates the inner, 12, and outer, 14, walls of the fan exhaust stream. The

changes in cross section from 20 to 22 to 24 to 26 constitute a converging-
diverging arrangement designed to minimize any performance penalties.
Location AE1 represents the exhaust area of a conventional nozzle, and
AE2 represents a typical chevron arrangement, absent the present
invention.—KPS

7,257,230

43.55.Lb IMPULSE RESPONSE COLLECTING
METHOD, SOUND EFFECT ADDING APPARATUS,
AND RECORDING MEDIUM

Shigetaka Nagatani, assignor to Sony Corporation
14 August 2007 (Class 381/56); filed in Japan 24 September 1998

A fairly straightforward, but complex �there are at least 25 aspects of
the invention disclosed just in the summary�, means of simulating reverbera-
tion is presented. A digital signal, described as a time stretch pulse, is sent to

a device via D/A and A/D converter�s�, which in the patent is a steel plate
but could be almost any physical object including a concert hall. The digital
signal thus obtained is synchronously averaged and the stereo impulse re-
sponse is calculated.—NAS
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7,249,654

43.55.Ti HEAT INSULATING ACOUSTICAL
STRUCTURE AND CARBODY SHELL STRUCTURE
USING THE SAME

Hidekazu Nakamoto et al., assignor to Hitachi, Limited
31 July 2007 (Class 181/290); filed in Japan 9 February 2005

An improved and thinner railroad passenger car shell thermal and
noise barrier assembly 10–20 is claimed. The rail car structural shell 10 is
double skin aluminum with internal stiffener ribs 13 across a 40-mm-thick
airspace. Vacuum insulating material 21 is 6 mm thick. Fibrous non-woven

acoustical insulating material 30 is 16 mm thick. Interior panel finish mate-
rial 24 is 2 mm thick plastic. Overall shell thickness is 64 mm. Compared
with 90-mm-thick conventional construction, sound transmission loss at
sound frequencies above 250 Hz is improved by 1–3 dB.—AJC

7,257,452

43.58.Ta GUI FOR DIGITAL AUDIO SIGNAL
FILTERING MECHANISM

Philip R. Wiser et al., assignor to Microsoft Corporation
14 August 2007 (Class 700/94); filed 29 June 2005

Digital distribution of audio files via computer networks, the internet,
and other means is ubiquitous. The many different end user requirements
and capabilities of the end user equipment means that the delivery format of
the file may not be optimum. A comprehensive means of processing a source

audio file or files for delivery in many encoded formats, for which a profile
for each format is prepared, stored, and accessible, in which the end user
requirements are considered, is disclosed.—NAS

7,273,105

43.60.Dh MONITORING OF A RESERVOIR

John A. Johansen and Morten Sivertsen, assignor to FMC
Kongsberg Subsea AS

25 September 2007 (Class 166/336); filed in Norway 19 December
2001

Upon its completion, an underwater oil well is typically capped and
temporarily ignored. A method to communicate with the completed

wellhead via standard acoustic communications is described for the purpose
of improving future well drilling in the area.—GFE

7,277,538

43.60.Dh DISTORTION COMPENSATION IN AN
ACOUSTIC ECHO CANCELER

James H. Parry, assignor to Tandberg Telecom AS
2 October 2007 (Class 379/406.01); filed 4 October 2005

Another version of an adaptive equalizer to cancel echoes in telephony
is described.—GFE

7,280,070

43.60.Fg ROBUST OPTIMAL SHADING SCHEME
FOR ADAPTIVE BEAMFORMING WITH
MISSING SENSOR ELEMENTS

Unnikrishna Sreedharan Pillai, Harrington Park, New Jersey
9 October 2007 (Class 342/195); filed 30 November 2004

A technique to automatically recalculate beam shading parameters
when individual elements die is described.—GFE

7,277,116

43.60.Jn METHOD AND APPARATUS FOR
AUTOMATICALLY CONTROLLING VIDEO
CAMERAS USING MICROPHONES

Antonio Messina, 40126 Bologna, Italy
2 October 2007 (Class 348/14.08); filed in Italy 3 July 1998

Yet another time delay of arrival system is put forth, this one directing
video cameras toward the direction of an acoustic source.—GFE

7,277,359

43.60.Jn NAVIGATION PROCESSOR, A SYSTEM
COMPRISING SUCH A NAVIGATION
PROCESSOR AND A METHOD OF CONTROLLING
AN UNDERWATER SYSTEM BY SUCH A
NAVIGATION PROCESSOR

Francois Bernard, assignor to Think! Global B.V.
2 October 2007 (Class 367/131); filed 28 December 2006

The obvious idea of using environmental measurements to improve
acoustic propagation has been seized upon again. This time the improved
acoustic estimations are used to more accurately position objects on the sea
floor.—GFE

7,286,672

43.66.Ts BINAURAL HEARING DEVICE AND
METHOD FOR CONTROLLING A HEARING DEVICE
SYSTEM

Hans-Ueli Roeck, assignor to Phonak AG
23 October 2007 (Class 381/23.1); filed 7 March 2003

Beamforming is implemented in a monaural or binaural middle ear
implantable hearing system, taking into account the acoustic signals present
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at the two ears of the wearer. A hard-wired, fiber optic or wireless commu-
nication link is established between the devices associated with each ear.
One or more microphones may be utilized in each device, and Wiener fil-
tering is performed before transmission to the other device. If two or more
microphones are utilized in the device at each ear, their output signals are
combined and pre-processed before transmission to the other device. Histo-
grams keep track of acoustical source changes over time.—DAP

7,286,673

43.66.Ts EMBEDDED INTERNET FOR HEARING
AIDS

Joerg Bindner and Wolfram Meyer, assignors to Siemens
Audiologische Technik GmbH

23 October 2007 (Class 381/60); filed in Germany 15 January 2002

Diagnostic information such as status of the battery in a hearing aid is
sent to a hearing aid specialist via the Internet or other wide-area network.
The hearing aid has built in bi-directional communication, which may be

wireless, and Internet functionality. The goals are to determine if a battery
was changed by the user at a time later than it should have been and training
the user to change the battery at the appropriate time.—DAP

7,286,677

43.66.Ts DIRECTIONAL MICROPHONE ASSEMBLY

Mead C. Killion et al., assignors to Etymotic Research,
Incorporated

23 October 2007 (Class 381/313); filed 12 July 2004

To reduce size of an in-the-ear hearing aid directional microphone
assembly, opposing side portions of a directional microphone cartridge ex-
tend partially into the opposing sound ducts of the opposing side walls of the
directional microphone assembly. The result is that sound passage inlets for

the directional microphones are spaced apart such that the shortest distance
between them is less than or approximately equal to the length of the mi-
crophone cartridge.—DAP

7,286,678

43.66.Ts HEARING DEVICE WITH PERIPHERAL
IDENTIFICATION UNITS

Herbert Bächler and Christian Berg, assignors to Phonak AG
23 October 2007 (Class 381/314); filed 6 July 2000

The hardware block configuration peripheral to the digital signal pro-
cessing unit in a hearing aid is stored to facilitate a modular design and
construction process with no manual writing required and self-identification
of the system constellation during manufacturing and fitting. Components

may be connected together on two buses. Included on the first bus are
microphones, sensors, amplifiers, and receivers and on the second bus trans-
ceivers, memories and switches.—DAP
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7,286,679

43.66.Ts AUTOMATIC BINAURAL SHELL
MODELING FOR HEARING AIDS

Tong Fang et al., assignors to Siemens Medical Solutions USA,
Incorporated

23 October 2007 (Class 381/322); filed 18 December 2003

Data obtained from scanning the impressions of the first and second
ears are used to automatically model and process relative position and

orientation information for the second custom earshell from the modeling
results on the first earshell.—DAP

7,289,639

43.66.Ts HEARING IMPLANT

Eric Abel et al., assignors to Sentient Medical Limited
30 October 2007 (Class 381/312); filed in United Kingdom 24

January 2002

An ear canal module houses a microphone and an LED or other light
source converts incoming sounds to light energy such as infrared, which in
turn is transmitted through the eardrum. A middle ear or inner ear implant
includes a photoreceiver that detects the light signal, amplification circuitry

and a piezoelectric or other type of actuator that produces mechanical or
electrical stimulation to the middle or inner ear. Also claimed is that a
second light signal can be transmitted to charge a battery housed in the
implantable portion of the device.—DAP

7,292,698

43.66.Ts DATA TRANSMISSION DEVICE FOR
HEARING AIDS

Torsten Niederdränk et al., assignors to Siemens Audiologische
Technik GmbH

6 November 2007 (Class 381/315); filed in Germany 12 February
2003

To facilitate wireless communication in a hearing aid while minimiz-
ing extra space required, an inductor is used both as an antenna and as a coil
in a modulatable LC resonant oscillator circuit. A current mirror and com-
parator actuation circuit monitors the polarity of oscillation and delivers an

adjustable amount of energy into the oscillator circuit during a negative or
positive half-cycle of oscillation. The current mirror can also be controlled
externally to produce an amplitude modulation.—DAP

7,292,699

43.66.Ts BAND-LIMITED ADAPTIVE FEEDBACK
CANCELLER FOR HEARING AIDS

Shawn X. Gao et al., assignors to House Ear Institute
6 November 2007 (Class 381/318); filed 23 March 2005

To reduce adaptation time, signal distortion and signal processing
complexity, acoustic feedback cancellation is performed only in a frequency
band that encompasses unstable frequencies. An adaptive filter is formulated

to approximate the external feedback path of the hearing aid in conjunction
with first and second bandpass filters. Delays are shortened and optimized
throughout the system to minimize phase distortion.—DAP
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7,295,676

43.66.Ts HEARING AID AND METHOD OF
ADAPTING A HEARING AID

Josef Chalupper, assignor to Siemens Audiologische Technik
GmbH

13 November 2007 (Class 381/313); filed in Germany 5 November
2003

The goal is a system that focuses spatially on one desired sound source
direction quickly using blind source separation, even during hearing aid
wearer head movement. With the wearer’s head position and the outputs of
multiple microphones, the system can identify the direction of one acoustic
signal. The position of the hearing aid wearer’s head is determined with an
accelerometer or a flux gate that detects the earth’s magnetic field. The
position of the head may be transmitted wirelessly from the first to the
second hearing aid in a binaural fitting.—DAP

7,288,071

43.66.Yw SPEECH DISCRIMINATION IN
AUTOMATED DIAGNOSTIC HEARING TEST

Jeffrey S. Harrison et al., assignors to Tympany, Incorporated
30 October 2007 (Class 600/559); filed 16 May 2003

A patient uses a computer-based, multi-media device to perform
speech discrimination and other audiometric tests automatically on his or
her own hearing with minimal assistance from a hearing health professional

and without a sound isolation chamber. Optimal intensity and masking
levels are calculated and presented during testing with word-picture
groups.—DAP

7,292,971

43.70.Kv LANGUAGE PHONETIC SYSTEM AND
METHOD THEREOF

Kuojui Su and Van Nuys, California
6 November 2007 (Class 704/5); filed in Taiwan 27 October 2003

This patent describes a new phonetic spelling system intended to ease
the task for English speakers of learning to speak the Chinese language.
Acknowledging the success of the now widely used Pinyin spelling system,
a number of changes have been made to help sort out some of the confu-
sions which can arise while using that system. For example, Pinyin uses the
character combinations “zh,” “ch,” and “sh” to represent sounds which do
not occur in English. The authors of this system argue that less confusion
occurs through the use of nonoccurring combinations “tz,” “td,” and “s�” to
represent these sounds. Other similar innovations appear to reflect a good
understanding of many of the issues involved in learning to speak a foreign
language.—DLR

7,283,962

43.71.Bp METHODS AND SYSTEMS FOR
DETECTING, MEASURING, AND MONITORING
STRESS IN SPEECH

James L. Meyerhoff and John H. L. Hansen, assignors to United
States of America as Represented by the Secretary of the Army

16 October 2007 (Class 704/270); filed 21 March 2003

This patent describes a method of speech analysis designed to detect
stressful conditions affecting the speaker. While acknowledging that stress
will often affect the speech pitch or pitch range, the method does not include
a pitch analysis. Instead, the primary detector seems to be a peakiness de-
tector, which looks for spikes in the energy across either time �analysis
frames� or frequency �filter bands�. The patent is a study in hedging one’s
bets. Ideally, the method would detect speaker stressful conditions, but an-
other claim will also be satisfied if any of 42 other emotional states is
detected. The error rate would ideally be 1% or less, but other claims are
satisfied by error rates up to 4.7%. And so it goes.—DLR

7,292,901

43.72.Gy HYBRID MULTI-CHANNEL/CUE CODING/
DECODING OF AUDIO SIGNALS

Frank Baumgarte and Peter Kroon, assignors to Agere Systems
Incorporated

6 November 2007 (Class 700/94); filed 18 September 2002

Conventional techniques of encoding the sum and the difference of left
and right audio channels require a large amount of data and transmission
bandwidth. With the binaural cue coding technique �BCC� recommended in
this patent, the amount of data to be transmitted is reduced since the spectral

components for the input signals are downmixed into a single monaural
signal which forms a hybrid signal with at least one spectral component for
each input signal that was left unmixed. The result is encoded using con-
ventional coding techniques.—DAP

7,286,987

43.72.Ne MULTI-PHONEME STREAMER AND
KNOWLEDGE REPRESENTATION SPEECH
RECOGNITION SYSTEM AND METHOD

Philippe Roy, assignor to Conceptual Speech LLC
23 October 2007 (Class 704/270); filed 30 June 2003

The speech recognizer presented here is said to perform better than
others because of its front-to-back comprehensive set of domains and meth-
ods of analysis, including phoneme classification, word identification, part-
of-speech analysis, syntactic parsability, and semantic appropriateness. Each
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of these steps is described in considerable detail, resulting in a bulky patent
of 71 pages and with 290 claims.—DLR

7,286,989

43.72.Ne SPEECH-PROCESSING SYSTEM AND
METHOD

Gerhard Niedermair et al., assignors to Siemens Aktiengesellschaft
23 October 2007 (Class 704/275); filed in Germany 3 September

1996

Selections from several different types of speech recognition modules
and speech output modules are made depending on the specific type of input

signal and application situation.—DAP

7,277,852

43.75.Xz METHOD, SYSTEM AND STORAGE
MEDIUM FOR COMMERCIAL AND MUSICAL
COMPOSITION RECOGNITION AND STORAGE

Miwako Iyoku and Tatsuhiro Kobayashi, assignors to NTT
Communications Corporation

2 October 2007 (Class 704/236); filed in Japan 23 October 2000

Even though such tools already exist, a technique has been put forth
to record music from the radio, extract features, and compare them to a
known database, in order to automatically determine the singer and song
title.—GFE

7,277,550

43.75.Zz ENHANCING AUDIO SIGNALS BY
NONLINEAR SPECTRAL OPERATIONS

Carlos Avendano et al., assignors to Creative Technology Limited
2 October 2007 (Class 381/94.2); filed 24 June 2003

A tool for sharpening or smoothing music is described using simple
filters and the short-time Fourier transform.—GFE

7,285,092

43.80.Vj COMPUTERIZED ULTRASOUND RISK
EVALUATION SYSTEM

Nebojsa Duric et al., assignors to Barbara Ann Karmanos Cancer
Institute

23 October 2007 (Class 600/443); filed 18 December 2002

Tissue is fixed in position and illuminated with acoustic waves. Re-
flected and transmitted waves are received. The received waves are

processed to derive a representation of the tissue.—RCW

7,285,093

43.80.Vj SYSTEMS FOR ULTRASONIC IMAGING OF
A JAW, METHODS OF USE THEREOF AND
COUPLING CUSHIONS SUITED FOR USE IN THE
MOUTH

Victor Anisimov et al., assignors to Imadent Limited
23 October 2007 (Class 600/443); filed 10 October 2003

The position of a specially configured ultrasonic probe that consists of
one, two, or more transducer elements is used to image a portion of a
jaw.—RCW

7,285,094

43.80.Vj 3D ULTRASONIC IMAGING APPARATUS
AND METHOD

Timothy J. Nohara et al., Fonthill, Ontario, Canada
23 October 2007 (Class 600/447); filed 28 January 2003

A two-dimensional array of transducer elements with a different pitch
in each dimension is used to transmit and receive ultrasonic waves. Beam-
forming in an azimuth or elevation dimension or in both dimensions is used
to scan a region. Data processing yields ultrasound echoes along a line, in a
plane, or throughout a volume.—RCW
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7,285,095

43.80.Vj METHOD OF ANALYZING AND
DISPLAYING BLOOD VOLUME USING
MYOCARDIAL BLOOD VOLUME MAP

Hiroshi Ito and Yasuhiro Nakajima, assignors to YD, Limited
23 October 2007 (Class 600/458); filed in Japan 27 December 2002

A contrast-echo image showing the myocardium and a cardiac cham-
ber is used to determine the volume of blood within the myocardium. In the
image, regions covering a portion of the myocardium and a corresponding
portion of a cardiac chamber are identified. A difference in intensity between
the myocardium region and chamber region is obtained and the myocardium
region is colored using the difference.—RCW

7,289,842

43.80.Vj SYSTEM FOR MEDICAL EXAMINATION OR
TREATMENT

Michael Maschke, assignor to Siemens Aktiengesellschaft
30 October 2007 (Class 600/478); filed in Germany 22 September

2003

This is a catheter-based system with a sensor for optical coherence
tomography, a sensor for intravascular ultrasound imaging, and a processing
unit to develop and display images derived from each sensor.—RCW

7,288,068

43.80.Vj AUTOMATIC OPTIMIZATION FOR
ULTRASOUND MEDICAL IMAGING

Müge M. Bakircioglu et al., assignors to Siemens Medical
Solutions USA, Incorporated

30 October 2007 (Class 600/455); filed 15 December 2003

Blood flow velocity values are unwrapped to avoid aliasing artifacts.
The unwrapped velocity information is used to optimize the pulse repetition

rate and the frame rate. In the optimization, the pulse repetition rate is
determined from a systolic time period of the heart cycle and the frame rate
is determined by a correlation as a function of penetration depth. One or
more thresholds for velocity or energy in a flow image or displacement in
the imaging plane may be used in the process.—RCW

7,291,108

43.80.Vj ULTRASONIC TRANSMISSION/
RECEPTION APPARATUS FOR GENERATING AN
IMAGE BASED ON ULTRASONIC ECHOES
AND VIBRO-ACOUSTIC SOUNDS

Tomoo Satoh, assignor to FUJIFILM Corporation
6 November 2007 (Class 600/437); filed in Japan 19 September

2003

A small amount of tissue around a bone and also a small amount of
tissue inside the bone are imaged with a high resolution by using a

swept-frequency technique to excite a vibro-acoustic sensor from which
signals are processed to obtain the image.—RCW
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Comment on “Silent research vessels are not quiet”
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The recent paper by Ona et al. �J. Acoust. Soc. Am. 121, EL145–EL150� compared avoidance
reactions by herring �Clupea harengus� to a traditional and a “silent” research vessel. Surprisingly,
the latter evoked the strongest avoidance, leading to the conclusion that “candidate stimuli for vessel
avoidance remain obscure.” In this Comment, it is emphasized that the otolith organs in fish are
linear acceleration detectors with extreme sensitivity to infrasonic particle acceleration. Near-field
particle motions generated by a moving hull are mainly in the infrasonic range, and infrasound is
particularly potent in evoking directional avoidance responses in several species of fish. The stimuli
initiating vessel avoidance may thus include infrasonic particle acceleration.
© 2008 Acoustical Society of America. �DOI: 10.1121/1.2839134�

PACS number�s�: 43.80.Nd, 43.30.Sf, 43.30.Nb, 43.80.Ev �RWG� Pages: 1831–1833

Several studies have demonstrated that fish may respond
to an approaching vessel by diving and moving laterally
away from the ship �for review, see Mitson and Knudsen,
2003�. Vessel avoidance may bias estimates of fish abun-
dance obtained by acoustic surveys �Olsen, 1979�, and is
thus a major concern in fisheries management. Assuming that
vessel avoidance is mainly caused by propagating noise
emitted from the ship, the International Council for the Ex-
ploration of the Sea �ICES� has formulated recommendations
for maximum radiated underwater noise from research ves-
sels �Mitson, 1995�. The acceptable noise levels were defined
approximately 30 dB above the hearing thresholds, ex-
pressed as sound pressure, for Atlantic cod �Gadus morhua�
and herring �Clupea harengus�. The herring is a hearing spe-
cialist with an upper frequency cut-off of about 3 kHz,
whereas the cod is a hearing nonspecialist with its audible
frequency range below about 500 Hz.

The recent paper by Ona et al. �2007� presents the first
detailed comparison of the avoidance reactions by herring to
a traditional research vessel and a vessel complying with the
standards set by ICES for a silent survey vessel. Contrary to
expectations, the avoidance reactions evoked by the “stealth”

vessel were stronger and more prolonged than the responses
initiated by the conventional vessel. The authors concluded
that the “candidate stimuli for vessel avoidance remain ob-
scure.”

In this context, it is relevant to draw attention to previ-
ous reports demonstrating that fish are exceedingly sensitive
to infrasonic particle motions, which dominate in the near
field of a moving hull, and that such stimuli are particularly
potent in evoking directional avoidance responses in several
species of fish. In the following, these reports and some rel-
evant facts about the hearing capabilities of fish are briefly
reviewed.

Otolith organs in the inner ear of fish behave as nearly
critically damped mass loaded accelerometers. They are thus
inherently sensitive to the kinetic sound component �particle
motion�, and not to sound pressure �Chapman and Sand,
1974�. However, the existence of a swim bladder may in
addition make the fish sensitive to sound pressure, although
the otolith organs remain sensitive to particle motion. When
a volume of gas is exposed to oscillating pressure changes, it
will display larger volume pulsations than a comparable vol-
ume of water. In a sound field, the radial motion amplitudes
of the surface of a gas-filled bladder may therefore be larger
than the water particle motions in the absence of the bladder.
These amplified motions may be transmitted to the inner ear,a�Electronic mail: olav.sand@imbv.uio.no
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thus providing pressure sensitivity and auditory improve-
ment. The pulsation amplitude of a gas-filled bladder ex-
ceeds the free field particle motion only above a certain fre-
quency, and a gas-filled bladder therefore provides no
auditory gain in the very low frequency range �Sand and
Hawkins, 1973�. It should be noted, however, that the acous-
tic behavior of a swim bladder is affected by the surrounding
tissue. For instance, the resonance frequency may be higher
than predicted due to added stiffness �Sand and Hawkins,
1973�.

When auditory thresholds in fish are related to particle
acceleration, which is the relevant stimulus parameter at very
low frequencies even in species possessing a swim bladder,
the audiogram displays no lower frequency cutoff and ex-
tends into the infrasound range. This was first demonstrated
for the Atlantic cod by Sand and Karlsen �1986�, who ob-
tained a threshold value of about 10−5 ms−2 at 0.1 Hz. This
represents a sensitivity to linear acceleration about 10 000
times higher than in humans. Similar high sensitivity to in-
frasound was later demonstrated in perch �Perca fluviatilis�
�Karlsen, 1992a� and plaice �Pleuronectes platessa�
�Karlsen, 1992b�. The acute sensitivity to infrasound may
provide fish with a wide range of information about the en-
vironment �for review, see Sand and Karlsen, 2000�.

Acoustically, fish and other moving objects under water
are best approximated by a dipole mainly producing sound
with the major acceleration components in the infrasound
range �Kalmijn, 1989�. Infrasound sensitivity in fish may
thus be important in, for instance, prey–predator interactions,
and it is reasonable to suggest that avoidance reactions to
infrasound may have evolved as protection against predators.

Juvenile Atlantic salmon �Salmo salar� display strong
avoidance reactions to infrasound, while frequencies com-
monly assumed to be within the optimal hearing range
�100–150 Hz� have hardly any deterring effect �Knudsen et
al., 1992�. Pacific salmonids show similar avoidance reac-
tions to infrasound �Knudsen et al., 1997�. Infrasonic accel-
eration and pressure are potent in eliciting directional fast
start escape responses in roach �Rutilus rutilus� �Karlsen et
al., 2004�. In field experiments, intense infrasound has been
used to direct the movement of juvenile Atlantic salmon
�Knudsen et al., 1994�, European silver eels �Anguilla an-
guilla� �Sand et al., 2000�, and various species of cyprinids
�Sonny et al., 2006�.

It should be stressed, however, that the reports on re-
sponses of fish to infrasound are limited, both regarding spe-
cies and the kinds of behavior elicited. For example, it is
likely that predatory fish may be attracted to infrasound, as a
cue signaling potential prey. It has been known for decades
that predatory sharks are attracted to low frequency sound
down to 20–60 Hz �Nelson and Gruber, 1963�. It is thus
possible that intense infrasound may evoke very different
behaviors in for instance herring and adult cod. Obviously,
more information is needed on the behavioral responses of
various species of fish to infrasound in the field.

In the analyses of vessel noise, the focus has been on
propagating sound rather than on the near-field particle mo-
tions generated by the moving hull, and only sound pressure
measurements have been performed. It is not trivial to esti-

mate particle motions within the acoustic near field based on
single sound pressure measurements. Under such circum-
stances, and particularly for acoustic dipoles like a moving
hull, it is preferable to measure the kinetic sound component
directly in order to quantify the effective sound stimulus
�particle acceleration�.

The imaginary boundary between the near field and the
far field, i.e., where the particle motions linked to the local
flow and the propagating sound wave are equal, is wave-
length ��� dependent. For a dipole, the range of the nearfield
is also dependent on the direction to the source. At the axis
of movement, the boundary is at a distance of � /�, com-
pared to � /2� for a monopole, whereas the boundary re-
cedes from the source at angles deviating from the dipole
axis. At an angle of 90°, the boundary approaches infinity, as
the far-field component vanishes �see Kalmijn, 1988 for a
thorough discussion of this topic�. For example, at 10 Hz the
near field of the particle motions generated by a moving hull
will extend to at least 50 m from the ship. Since the magni-
tude of the particle motions generated by a dipole is in-
versely related to the cube of the distance, it is likely that
particle motions sufficiently large to evoke behavioral re-
sponses will mainly occur within the near field. However, it
should be noted that clupeids, like herring, possess acute
sound pressure sensitivity that extends into the infrasound
range �Denton and Gray, 1980�, in addition to detecting par-
ticle acceleration. Therefore, propagating �i.e., far reaching�
infrasound may also be involved in avoidance responses to
vessel noise in such species.

Experts studying vessel avoidance by fish should con-
sider possible effects of near-field particle motions associated
with the local flow field generated by the moving vessel. In
particular, the directionality of such flow fields should be
compared and correlated to the directionality of the avoid-
ance responses. However, the recent paper by Ona et al.
�2007� does not discuss the acute infrasound sensitivity in
fish or the potency of infrasound to evoke directional avoid-
ance responses in fish. It is tempting to suggest that the “ob-
scure stimuli” for vessel avoidance may include infrasonic,
near-field particle accelerations associated with the moving
hull. This may also explain why the “stealth” vessel initiated
more pronounced avoidance responses than the conventional
vessel, because the displacement volume of the former was
more than twice that of the latter �Ona et al., 2007�. The
optimal stealth vessel for acoustic fish surveys should per-
haps be constructed to generate minimum water displace-
ment, like for instance hovercraft or foil type of vessels.
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By placing a vertical array in an ambient noise field and forming an upward and a downward beam
one obtains two time series which can be cross correlated to reveal a subbottom profile of the seabed
�Siderius et al., J. Acoust. Soc. Am. 120, 1315–1323 �2006��. Here the cross-correlation approach
is applied to the location in range and bearing of a point target. An experiment was designed using
floats and weights mounted �and dismounted� on the same cable as the vertical array. Careful
measurements were made of the location of all likely floats, ballast weights, array terminations, and
so on. After suitable coherent averaging, peaks were seen at delays �correlation offsets� agreeing
with the reflector positions and were shown to be absent when reflectors were removed. A trivial
extension of the theory developed in Harrison and Siderius �J. Acoust. Soc. Am. 123, 1282–1296
�2008�� is used to explain the rough amplitudes of the reflections. The approach differs from
“acoustic daylight” principally in having a capability to determine a target range.
© 2008 Acoustical Society of America. �DOI: 10.1121/1.2872516�
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I. INTRODUCTION

The cross correlation of the time series received on a
pair of hydrophones in a noise field is closely related to the
impulse response that would be received on replacing one of
them by a sound source. A relationship was established by
Weaver and Lobkis �2004� and has since been developed in
underwater acoustics by Roux and Kuperman �2004�, Roux
et al. �2005�, Sabra et al. �2004�, and Sabra et al. �2005�.
More recently it was demonstrated by Siderius et al. �2006�
that the process could be used to survey subbottom layering
with a moving vertical array. The correlation peak is caused
by a small area of sea surface sources immediately above the
array from which an almost identical wave form passes, first
directly to the array, then to the seabed, and back to the array.
The steered vertical beams cut out a large part of the inef-
fective, uncorrelated noise but retain contributions from this
small area. By this reasoning one might also expect to see a
reflection from a point scatterer �target� under, or at least,
below the center line of the array. In fact, some circumstan-
tial evidence for this has already been pointed out in Harri-
son and Siderius �2008� where correlation peaks at round-
trip path lengths of about 20 m from the array were
attributed to a reflection from a ballast weight mounted be-
neath the array. In principle, taking account of surface noise
reflected from the seabed, both target and array are sur-
rounded by sources, so targets above the array ought to be
just as detectable. In practice, these would require much
longer integration times to eliminate the competing direct
and much louder surface noise. Laboratory passive imaging
of objects has already been demonstrated using a single ul-
trasonic receiver and autocorrelation �Larose et al., 2006�. In
principle, underwater subbottom profiling or target detection
would also be possible with a single hydrophone �in effect,

the hydrophone and its image in the seabed can be thought of
as a pair�, but integration times would be prohibitive.

In a recent experiment �CLUTTER 2007� the exact po-
sitions of the array elements, ballast, array termination, and
so on were measured. In addition, on a separate occasion
three hollow glass sphere floats were mounted between the
array and the ballast weight. Thus all conceivable reflectors
above and below the array were controlled. This letter re-
ports the successful detection and ranging of these targets. To
be precise there are correlation peaks where there are known
scatterers below the array and no peaks where there are no
scatterers. In addition, there are no peaks corresponding to
the delays of the floats above the array, which agrees with
expectations since the sound sources are predominantly at
the surface.

Although this is not the first demonstration of target de-
tection with noise, this approach is novel in resolving the
target range, and it operates like a passive radar. In this re-
spect it is quite distinct from acoustic daylight �Buckingham
et al., 1992; Potter, 1994; Epifanio et al., 1999� which, being
an analogue of daylight vision, resolves a two-dimensional
angle. The passive radar range resolution is dependent on the
bandwidth and is not particularly dependent on frequency. Its
angle resolution just depends on the array size, and in prin-
ciple, the cross-correlation process still functions with a
single hydrophone, though with complete absence of angle
resolution. Also, in principle, the weakest target can still be
detected even though it sits in a noise field, provided it does
not move and given long enough integration time.

II. THEORY

A recent paper �Harrison and Siderius, 2008� developed
a formula for the correlation peak height given by a plane
reflector and checked it against simulations and experimental
results �BOUNDARY2003 and BOUNDARY2004� using a
cross-correlation normalization that would result in a peak
height of unity if the two arriving time series were identical.a�Electronic mail: harrison@nurc.nato.int

1834 J. Acoust. Soc. Am. 123 �4�, April 2008 © 2008 Acoustical Society of America0001-4966/2008/123�4�/1834/4/$23.00



With this normalization the result is independent of reflection
coefficient magnitude since, with up and down beam time
series denoted, respectively, by U, D, the cross-correlation
numerator is U*D and the denominator is the product of the
standard deviations ��U2��D2��1/2. Thus the magnitude of the
reflection coefficient, which is contained only in D, cancels.
One could just as easily have used a normalization where the
denominator was �U2� instead. Thus the magnitudes of the
noise sources still cancel but the result does depend on the
magnitude of the reflection coefficient. In the context of
demonstrating a target detection it is desirable to avoid the
first normalization because, although the peak height in the
numerator would depend only on the target �through D�, the
standard deviation of D in the denominator would also de-
pend on reflections from the seabed. With the second normal-
ization the resulting peak height depends only on the target.

We avoid lengthy derivations here by modifying the for-
mula for plane reflector peak height P derived by Harrison
and Siderius �2008� with geometry as in Fig. 1, which was

PR1 =
2L sign�R�
�z2 − z1���

, �1�

where L is the array length, � is the ratio of sample fre-
quency to design frequency for the array �= fs / fo, � is a
numerical constant, of order unity, that depends on the ar-
ray’s cross-spectral density matrix and shading, R is reflec-
tion coefficient, and z1, z2 are the respective depths of the
array �center� and its image in the seabed.

With the second type of normalization the formula for a
plane reflector converts to

PR2 =
2LR

�z2 − z1���
. �2�

First we note that the path of length r1 from an arbitrary
surface noise source to the array center is identical whether
we consider plane reflectors or targets. Harrison and Siderius

�2008� denoted the path from the same noise source to the
image receiver �in the reflection surface� as r2. To make use
of the existing formula we remove the reflector and place the
target where the image used to be. �This is a mathematical
construct, and has nothing to do with the physical arrange-
ment in the experiment. The point target and plane reflector
geometries are both indicated in Fig. 1.�

The path from the noise source to the target is still r2.
The remaining path from target to array is a fixed length
�denoted r3�, so from a cross-correlation point of view the
geometry is the same for a target placed where the reflection
image used to be except for a constant offset r3. The original
amplitude of the reflected arrival includes a spreading term
R /r2 �since r2 is the complete path from source to image
receiver�, and this is now replaced for the target by s / �r2r3�
�since the source to target range is r2 and the target to re-
ceiver range is r3, where target strength is TS=20 log10�s��.
Thus for a point target at depth z2 with the second normal-
ization, noting that the depth difference z3=z2−z1, we arrive
at the formula

PT =
2Ls

�z2 − z1�2��
. �3�

III. EXPERIMENTAL GEOMETRY

The experimental arrangement was a drifting 32-element
vertical array with hydrophone separation 0.18 m connected
by a length of cable to a radio buoy. The array was stabilized
and isolated from wave motion by a 29 m length of buoyant
hose forming a spar buoy. All potential targets of interest
here are attached to the same cable as the array and so any
vertical or horizontal motion of the array becomes unimpor-
tant. Beneath the array center there was always a solid metal
termination of the array hose �approximately 0.10 m diam-
eter� with top face at about 6.6 m, an Edgetech 8201 acoustic
release between 16.3 and 17.5 m, and a ballast weight of
150 kg �a horizontal rectangular iron bar approximately
0.15�0.15�0.50 m� with its top face at 19.45 m. Because
the dominant noise sources are above the array one would
expect targets only to be effective below the array since their
reflections are the only ones to enter the downward beam.
Nevertheless there were also objects above the array that are,
in principle, capable of reflection and so to avoid postexperi-
ment uncertainty because of sidelobes, etc., their distances
from array center were set so as never to coincide. In fact,
there is the upper array termination at 12.6 m above array
center and a pair of buoyancy glass spheres at about 75 m
above.

Rather than rely on these unchanging “targets of oppor-
tunity,” in a separate experiment three Benthos 0.43-m-diam
hollow glass spheres were attached to the cable �actually
with their sides pressing against the taut cable� at center
depths 9.64, 12.19, and 14.74 m. Their front �i.e., top� faces
were therefore at depths 9.42, 11.97, and 14.52 m.

IV. TARGET STRENGTH ESTIMATES

As a check on the strength of the various target peaks we
estimate their linear target strengths s. The design frequency

FIG. 1. Geometrical construction to convert existing horizontal plane reflec-
tion formulas for use with point targets. Ray paths associated with an arbi-
trary noise source C on the sea surface and the locations A and B are shown.
A represents the receiving array, and the direct path has length r1. In the
reflection case, B is interpreted as the image of A in a horizontal plane
reflector �dashed line�, and the complete reflected path CB has length r2. In
the target scattering case, B is interpreted as a point target �in the absence of
the plane reflector�, and the complete scattered path CBA has length r2+r3.
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of the array is 4.167 kHz, and the processing passband is
between 2 and 4 kHz. Thus all acoustic wavelengths consid-
ered are greater than 0.38 m, and the targets tend to be of the
order of, or smaller than, the wavelength. We consider three
types of target: A horizontal rectangular iron bar, the steel
end cap at the bottom of the array hose, and a hollow glass
sphere.

A. Horizontal rectangular iron bar

The iron bar has a rigid, flat, horizontal upper face
whose area a�b is smaller than the Fresnel zone so that the
scattering term s=ab /� �Urick, 1975�, and for the highest
frequency s�0.15�0.5 /0.38=0.20 m.

B. Steel end cap

Treating the end cap as a rigid disc of radius a
=0.045 m we have s=�a2 /� �Urick, 1975� and s�0.017.

C. Hollow glass sphere

The scattering term s for a rigid sphere depends on the
wave-number-radius product ka �Urick, 1975� which in this
case, with a=0.215 m, is between 1.8 and 3.6. Above ka
=1 the backscattering cross section is the same as the physi-
cal cross section, so s is given by s=a /2�0.11. However,
the cavity and the wall thickness of 0.014 m result in Lamb
waves which enhance s by a factor between 1 and 2. On the
other hand, the glass sphere is housed in a protective plastic
casing that is likely to spoil this enhancement. In addition,
there is a spread in arrival time caused by the Lamb wave
circumnavigating the sphere many times �Tesei et al., 2002�.
The first and strongest of these arrives a couple of meters in
path length behind the arrival from the front face.

Because the depth resolution with the cross-correlation
technique and this bandwidth is about 0.5 m �i.e., 1 m in
path length�, the spheres are resolvable at their separations of
2.55 m, so �with the possible exception of weak Lamb wave
multiples� one does not need to consider addition �coherent
or incoherent� of the three spheres. Nevertheless, the spheres
and the ballast weight are close enough to each other to be
partially obscured by the upper spheres.

V. ACOUSTIC MEASUREMENTS AND PROCESSING

During the CLUTTER 2007 experiments in the area of
the Mediterranean between Malta and Sicily several hours of
ambient noise data were collected with and without the three
spheres attached. The array center was at 115.6 m in the first
experiment without spheres, and at 90.6 m in the second
with spheres. Otherwise, cable lengths beneath the array
were the same in both cases, and although the ballast weights
were jettisoned, they were identical. The water depth was
about 142 m depth in both cases and this ensured that com-
peting bottom reflections were well separated in time from
the desired target echoes. In fact subbottom layering, though
not discussed here, has been extracted independently.

The ambient noise was sampled at 12.0 kHz and stored
in files of length 131 072 samples ��11 s�. Processing is the
same as described in Harrison and Siderius �2008� for sub-

bottom layer extraction �namely, filter, beam form, cross cor-
relate, differentiate�. �Note that processing in Siderius et al.
�2006� is the same except for omission of differentiation.�
The processing is most efficient in the frequency domain
since the filters, beam forming, cross correlation, and time
differentiation can all be performed in the same operation.
The only free parameter is the filter shape, and here a band-
pass from half the design frequency up to the design fre-
quency was used.

The time differentiated cross correlation of the upward
and downward beam-formed time series is the impulse re-
sponse, and the quantity plotted in the following graphs cor-
responds to the formula in Eq. �3� with L=5.76 m, �=2.88,
and �=1.87. The result in the first experiment with no
spheres attached and coherently averaged over 600 files �ap-
proximately 100 min� is shown in Fig. 2�a�. The abscissa is
two-way path length assuming the measured sound speed in
the vicinity of the array to be 1513 m /s. There are two clear
peaks at two-way paths corresponding to the array hose ter-
mination �13.2 m� and the ballast weight �39.4 m�. In be-
tween there are no significant peaks. The black triangles in-
dicate the actual measured target positions �double their
depths�, and for comparison purposes, one should take the

(a)

(b)

FIG. 2. Correlation amplitude, to be interpreted as an impulse response
showing labeled returns �a� excluding the glass spheres and �b� including the
glass spheres. Black triangles indicate measured two-way path lengths to the
ballast weight, the array end cap, and the three spheres. The processing
artifact corresponding to the array length is also indicated.
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actual acoustic peak position �rather than the leading edge�
since time zero in this cross-correlation function corresponds
to the central peak at zero meters. At shorter delays there is a
peak corresponding to the length of the array �5.76 m�,
which is believed to be a processing artifact since it is en-
hanced by removing the beam-forming shading �Hamming�
�see Gerstoft et al., 2008�. It is not surprising that there are
large peaks at shorter delays still because the up and down
beams are constructed from the same 32 hydrophones.
Though not shown here, it is possible to investigate the sta-
bility of all these peaks and the reduction in the background
level as the size of the average increases.

The peak height for the ballast weight is calculated using
Eq. �3� with z2−z1=19.5 m and values for L, s, �, � speci-
fied earlier, as 0.0011. This is close to the actual peak height
of 0.00135. Similarly, the expected peak height for the array
end cap at 6.6 m away is calculated as 0.82�10−3, and the
actual peak is close at 0.67�10−3.

With the spheres attached the result of a coherent sum
over 600 files is shown in Fig. 2�b�. First notice that the
processing artifact at 5.76 m and the end cap return at
13.2 m are virtually identical to the earlier case. There are
two additional broad peaks, each with a precursor, at two-
way paths between 19 and 28 m. The position of the earliest
arrival is close to that of the top face of the top sphere
�shown by the left-most triangle�, and the main peak is
slightly later at about 21.3 m. This is believed to be the sig-
nature of a glass sphere that supports Lamb waves, possibly
slightly suppressed by the plastic protective housing as dis-
cussed earlier. There is a similar but slightly weaker se-
quence corresponding to the second sphere starting at 23.5 m
as indicated by the second black triangle. One cannot, how-
ever, see a clear return from the third sphere, but neither can
one see a strong reflection from the ballast in this case. It is
suspected that the first sphere has a slight screening effect.
Substituting the estimated scattering term s in Eq. �3� the first
sphere’s peak height is calculated as 0.0027 and the second
as 0.0016. The actual peaks are somewhat lower in both
cases and a possible explanation is damping by the plastic
cover.

VI. CONCLUSIONS

This paper has demonstrated the detection and ranging
of targets suspended underneath a vertical array using only
surface ambient noise sources. The targets always included
the array’s ballast weight and the array hose’s end cap, and
on a separate occasion three glass spheres were also attached.
In the absence of the spheres there was a clear reflection
from the ballast and from the end cap. When the spheres
were added there was a strong reflection from the first
sphere, a slightly weaker return from the second, and no
evidence of the third. Also, the ballast weight return was
weaker, suggesting that the lower targets were partially ob-
scured by the upper ones. This is consistent with the effective
source being located at the center of the array. In contrast,
the peak height for the array end cap, which was obviously
closer than the other targets, was identical in both cases. In
all cases the strength of the peak values was well predicted

by Eq. �3�, which is adapted from an equivalent formula for
plane reflectors. Equation �3� clearly shows that the strength
depends only on separation of the array and target and not
the positions of the noise sources.

It is important to note that this method differs from ear-
lier acoustic daylight techniques in determining the range to
the target and being more dependent on bandwidth than fre-
quency. Its detection limits are set by the ability to discrimi-
nate one target from other target-like features rather than
from noise, since the background of uncorrelated noise can
be lowered without limit given enough integration time �and
a stationary target and statistically stationary noise�.

By coincidence in these experiments the targets were
hanging under the vertical array, but there is no reason to
doubt that the amplitude formula and detection should work
just as well with the targets moved to one side of the vertical
array axis. For practical integration times the target simply
needs to be below the level of the array, so that one can draw
a straight line from the target through the array to an area of
noise sources on the sea surface. Range and intensity would
be determined in exactly the same way as with a target on the
vertical axis, and the normalization takes care of variation in
noise source level. Angle would be resolved by the array’s
steered beams. By the same reasoning if angle resolution is
sacrificed and there is unlimited integration time the array
size can be reduced right down to a single hydrophone.
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This letter investigates the effectiveness of various configurations of reference sensors for
feedforward active control systems in vehicles using unconstrained frequency domain optimization.
The results from a model problem are based on a fully coupled analysis between the vibration of a
car panel and an enclosed acoustic field. These suggest that with correct locations, only a small
number of microphones or accelerometers are needed to give good overall performance, despite
many uncorrelated primary disturbances being present. Similar results are predicted from road test
data. © 2008 Acoustical Society of America. �DOI: 10.1121/1.2836745�
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I. INTRODUCTION

Automotive manufacturers have recognized that reduc-
ing the interior noise of vehicles promises better quality in
their products. The road noise inside vehicles arises from the
irregularities in road profile, which generate the vibrations of
tires and wheels. This random broadband noise is then trans-
mitted into the car interior predominantly via structural paths
at frequencies below about 300 Hz.1

The work presented here initially models the active con-
trol of sound transmission into a structural-acoustic system
by considering a rectangular acoustic enclosure coupled with
a flexible structural panel2–4 driven by multiple random
forces as the primary sources and with an acoustic monopole
as the secondary sound source, as illustrated in Fig. 1. The
use of alternative reference sensors in a feedforward control-
ler are discussed, in order to achieve a more cost-effective
method of active sound control. Measured road noise data
are then analyzed to address the same issue, taken from a
vehicle instrumented with 11 accelerometers �positioned at
various locations on the suspension and body structure�, 10
reference microphones �8 microphones were on the car floor
and 2 were on the parcel shelf� with 4 error microphones
�positioned at each headrests�.

II. SIMULATIONS OF ACTIVE CONTROL IN A
COUPLED STRUCTURAL-ACOUSTIC SYSTEM

In a fully coupled analysis, the kinetic energy of the
panel not only depends on the primary force, excitation, but
also from the backreaction of the pressure in the enclosure.5

The potential energy of the stochastically excited loaded sys-
tem, Ep, can be calculated from5–7

Ep = trace�Sact
act

� = trace�E�act
act

H�� , �1�

where E denotes expectation operator, act
is the total com-

plex amplitude of acoustic modal pressure vector, and all
variables are implicitly functions of frequency. This can be
written as

act
= acp

+ Bcqs, �2�

where

acp
= Z�I + YZ�−1bu, �3�

Bc = �I + ZY�−1Bu, �4�

and acp
is the coupled acoustic mode amplitude without ac-

tive control, Bc is the matrix of structural-acoustic coupling
coefficients, Y is the M �N structural modal mobility matrix
of the panel, Z is the N�M acoustic modal impedance ma-
trix of the enclosure, bu is the uncoupled complex vibration
velocity amplitude of the flexible panel in the absence of the
enclosure, and Bu is the uncoupled coupling coefficient be-
tween the mth secondary actuator and the nth acoustic
mode.5

In order to consider different reference signals as the
input to the system, the secondary acoustic source can be
assumed to be driven via a matrix of control filters, W, by a
general vector of K reference signals, x, where

qs = Wx. �5�

Equation �2� can thus be written as

act
= acp

+ BcWx. �6�

Expanding the outer vector product of Eq. �1�, we then
obtain

Ep = trace�BcWSxxW
HBc

H + BcWSx,acp

H + Sx,acp
WHBc

H

+ Sacp
acp

� , �7�

where
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Sxx = E�xxH�, K � K matrix, �8�

Sx,acp
= E�acpxH�, N � K matrix, �9�

Sacpacp
= E�acp

acp
H �, N � N matrix, �10�

are auto and cross-spectral density matrices between the ref-
erence signals and the primary mode amplitudes.

The optimal filter, Wopt, which minimizes Eq. �1� is ob-
tained by using least mean squares method, assuming that
Bc

HBc and Sxx are nonsingular and can be written as6

Wopt = − �Bc
HBc�−1Bc

HSx,acp
Sxx

−1. �11�

By substituting Eq. �11� into Eq. �7�, the minimized
acoustic potential energy can be written as6

Epmin
= trace�BcWoptSxxWopt

H Bc
H + BcWoptSx,acp

H

+ Sx,acp
Wopt

H Bc
H + Sacpacp

� . �12�

The reference signals could, in the simulation study, be
assumed to be the primary forces driving the panel, as shown
in Fig. 1. In general, however, the reference signals could be
linearly derived from the acceleration of the panel or the
pressure inside the enclosure, in which case the reference
signals can be written as

x = Vf, �13�

where V is a linear transformation matrix and f is the vector
of primary random forces.

III. RESULTS OF THE SIMULATIONS WITH THE
NUMERICAL MODEL

The structural-acoustic coupled model has the dimen-
sions and material properties listed in Table I. The aim is to
model a simplified automotive application in which a floor
panel, with a first natural frequency of about 140 Hz, is
coupled to an acoustic enclosure which has about the same
dimensions as a small car and hence has a first longitudinal
acoustic resonance at about 90 Hz.

For these simulations, it is assumed that 16 uncorrelated
random forces are exciting the flexible panel simultaneously
and up to 16 reference signals were used to determine the
performance of a feedforward controller using Eq. �12�.
These reference signals could be obtained from direct obser-
vation of the primary forces, from accelerometers on the
panel, or from microphones inside the enclosure adjacent to
the panel. The results were not very sensitive to the positions
of the random excitation forces or the reference sensors, but
the details for this simulation are listed in Ref. 7. The result
of these simulations is shown in Fig. 2, in which the overall
acoustic potential energy within the enclosure, Eq. �1�, is
plotted as a function of frequency before control and after
feedforward control with a single secondary loudspeaker, lo-
cated in the middle of the panel with a distance 0.05 m
above the panel, and either 4 accelerometers on the vibrating
panel or 4 microphones next to the panel as reference sen-
sors. Active control has clearly substantially reduced the en-
ergy in the enclosure at the resonances below about 170 Hz
and slightly reduced the energy up to 500 Hz. If the acoustic
potential energy is integrated up to 500 Hz, and the differ-
ence is taken between the level of the energy before and after
control, a single value for the overall attenuation in energy
level is derived. This is plotted in Fig. 3, not only for the 4
accelerometers and 4 microphone references, but also when
using different numbers of these sensors as reference signals
in the feedforward controller, together with the case when
using different numbers of the primary forces as reference

TABLE I. A list of dimension and material properties used in the model
problem.

Descriptions Properties

Size of acoustic enclosure �1.9�1.1�1.0� m
Size of structural panel �0.5�0.2�0.002� m

Position of panel �0.1, 0.1, 0� from left front corner of enclosure
Young’s modulus of panel 207�109 N /m2

Density of panel 7870 kg /m3

Density of air 1.21 kg /m3

Speed of sound in air 343 m /s
Damping ratio of enclosure 0.1

Damping ratio of panel 0.05
Poisson’s ratio 0.292

Sixteen primary

random forces, f

Secondary

acoustic

source,q
s

Optimal

filter, H

Sixteen reference

signals, x

FIG. 1. Multiple random forces, which in this case also
act as the reference signals, excite the flexible panel
which is coupled to an acoustic enclosure controlled by
a secondary acoustic source, qs.
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sensors. In Fig. 3, we see that despite the fact that there are
always 16 random forces acting as primary disturbances, as
long as the accelerometers or microphones were carefully
positioned on the panel, then only four reference sensors are
needed to obtain near optimal attenuation in potential energy
�about 4.3 dB�, with the microphone having slightly better
performance compared to using accelerometers.

Other simulations have been carried out with twice the
number of primary disturbances as well as reference sensors
in different sensor position configurations, and it was again
found that only about four accelerometers or microphones
are required for good control.

The required number of reference signals thus appears to
depend on the number of modes that are significantly con-
tributing to the energy in the enclosure, which appears to be
about four in Fig. 2, rather than the number of uncorrelated

sources exciting the system. As a consequence, the optimal
attenuation of the potential energy is not reached in the con-
figuration using only a limited number of primary forces as
reference signals.

IV. ANALYSIS OF MEASURED ROAD NOISE DATA AS
PRIMARY RANDOM DISTURBANCES

Road noise data were acquired by driving an Alfa
Romeo 156 JTD saloon along a rough road surface at a con-
stant speed of 70 mph. The signals from 10 accelerometers
�positioned at various locations on the suspension and body
structure�, 10 reference microphones �8 microphones were
on the car floor and 2 were on the parcel shelf�, and 4 error
microphones �positioned at each headrest� were recorded si-
multaneously using a 25-channel digital data acquisition
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FIG. 2. The potential energy in the enclosure before
control �—� and after control when 4 accelerometers
�- - -� or 4 microphones �- · -� are used as the reference
sensors.
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computer, with signal conditioning provided by two 16-
channel filter boxes, which were all installed in the vehicle.
The data were sampled at 1 kHz and stored directly into
MATLAB. A feedforward controller was assumed with perfect
internal cancellation of the feedback paths from the second-
ary loudspeakers to the reference sensors.6 The optimum fil-
ter can be calculated from the power and cross-spectral den-
sity matrices of the measured reference and error signals in a
similar way to that used in Sec. II.

The overall attenuation of the sum of squared error sig-
nals in decibels, averaged for all frequencies between 1 and
500 Hz, is shown in Fig. 4 for the best combinations of dif-
ferent numbers of reference signals selected either from both
accelerometers and microphones.

The reference microphones have slightly better perfor-
mance than the accelerometers, in this case, with 10 refer-
ence microphones, giving reductions of up to about 11 dB
while 10 accelerometers give about 8 dB. It can also be ob-
served in Fig. 4 that 4 reference microphones can give about
the same maximum overall attenuation �approximately 7 dB�
as using 6 accelerometers. These results are comparable with
the theoretical result in Sec. III, since it is known that a very
large number of partially coherent forces act on the car body
to produce the internal noise, certainly greater than the maxi-
mum number of the available reference signals.8

V. CONCLUSIONS AND FURTHER WORK

The feedforward control of random sound transmission
into a fully coupled structural-acoustic system has been con-
sidered when excited by many uncorrelated random forces.
Less reference signals than excitation forces are required for
good performance, using either microphones or accelerom-
eters as reference sensors. The required number of reference
sensors depends on the number of plate and enclosure modes
significantly excited, rather than the details of the structural
excitation. Minimizing the number of reference signals re-
duces the computational requirements of the controller and

can hence help to control costs in a practical implementation.
Similar results are observed from simulations on road test
data taken in a vehicle, with slightly better performance be-
ing observed for microphone references.

Future work will investigate the effect of multiple ran-
dom inputs with time domain optimization of the controller,
in order to investigate the time advance available from the
reference microphones and accelerometers. There are also
possible robust stability problems that may arise due to vari-
ability in the feedback from the secondary sources to the
reference microphones. Although these could, in principle,
be completely canceled with an electrical model of these
paths,6 the responses of these paths will vary with tempera-
ture, the number of people in the vehicle, etc. Thus, if fixed
feedback cancellation filters are used, residual feedback
paths would still be present in practice. The effect on control
performance of extraneous sounds in the car, such as speech
and music, would also need to be investigated in a practical
implementation.
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Statistically optimized near field acoustic holography �SONAH� is usually based on the assumption
that all sources are on one side of the measurement plane whereas the other side is source free. An
extension of the SONAH procedure based on measurement with an array of pressure-velocity
probes has recently been suggested. An alternative method uses a double layer array of pressure
transducers. Both methods make it possible to distinguish between sources on the two sides of the
array and thus suppress the influence of extraneous noise and reflections coming from the “wrong”
side. This letter compares the two methods. © 2008 Acoustical Society of America.
�DOI: 10.1121/1.2875308�

PACS number�s�: 43.60.Sx, 43.60.Pt, 43.20.Rz �EJS� Pages: 1842–1845

I. INTRODUCTION

Near field acoustic holography �NAH� is used for ex-
perimental analysis of sound fields near sources.1 Statisti-
cally optimized near field acoustic holography �SONAH� is a
variant of NAH developed by Steiner and Hald in order to
overcome the truncation errors associated with the spatial
Fourier transform used in conventional NAH.2,3

NAH and SONAH are usually based on measurement of
the sound pressure. However, it has recently been demon-
strated that NAH based on measurement of both the pressure
and the normal component of the particle velocity in general
gives more accurate sound field reconstructions than NAH
based exclusively on pressure measurements.4 The perfor-
mance of SONAH is also improved if it is based on mea-
surements of both quantities.5 An additional advantage of the
pressure-velocity technique is that one can combine
pressure- and velocity-based predictions, which makes it
possible to distinguish between sound coming from the two
sides of the measurement plane in the same way as one can
do with a double layer array of pressure transducers.6,7 This
makes it possible to distinguish, e.g., between incident and
reflected waves, which can be very useful when measure-
ments take place under nonideal conditions. However, it is
far more difficult to calibrate particle velocity transducers
than condenser microphones.8 Thus, the purpose of this letter

is to compare SONAH based on pressure and velocity mea-
surements in a single layer with SONAH based on pressure
measurements in a double layer.

II. OUTLINE OF SONAH THEORY

The theory of SONAH has been presented, e.g., in Refs.
2 and 3; therefore the description given in what follows is
very brief.

A. SONAH based on measurement of the sound
pressure

The conventional SONAH procedure assumes that all
sources are on one side of the measurement plane and ex-
presses the pressures in the prediction plane as a weighted
sum of pressures in the measurement plane,

pT�r� = pT�rh��AHA + �2I�−1AH��r� , �1�

where pT�r� is a transposed column vector with N pressures
in the prediction plane, pT�rh� is a similar vector with N
pressures in the measurement plane, AHA is a matrix that
depends on the N positions in the measurement plane, AH�
is a matrix that depends on the N positions in the prediction
plane and the N positions in the measurement plane, I is the
identity matrix, and � is a regularization parameter.3 All ma-
trices are N by N. The transfer matrix represents the regular-
ized optimal least-squares solution to the overdetermined
problem posed by requiring that M propagating and evanes-
cent elementary waves �M �N�, all having a pressure ampli-
tude of unity in the virtual source plane, satisfy Eq. �1�. In
the limit of M→� all matrix elements become integrals that
can be evaluated partly analytically and partly numerically.3

a�
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acoustic holography with pressure-velocity probes and with a double layer
array,” Proceedings of Inter-Noise 2007, Istanbul, Turkey, August 2007.
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The normal component of the particle velocity in the
prediction plane is obtained from a similar transfer matrix
where AH� is replaced by

AH��r� =
− 1

j��

�AH��r�
�z

. �2�

B. SONAH based on measurement of the particle
velocity

The normal component of the particle velocity in the
prediction plane can also be determined from the normal
component of the particle velocity in the measurement plane
using the same transfer matrix as in Eq. �1�.5 The corre-
sponding pressure can be determined from a similar transfer
matrix where AH� is replaced by

AH��r� = − j��� AH��r�dz . �3�

The two transfer matrices for particle velocity-based
SONAH are determined from an infinite set of propagating
and evanescent elementary waves with a particle velocity
amplitude of unity in the virtual source plane, unlike the two
transfer matrices for pressure-based SONAH. Surprisingly,
the weighting of the elementary waves has been found to
have almost no influence on the results.9

C. SONAH based on measurement of the pressure
and the particle velocity

One cannot distinguish between wave components com-
ing from the two sides of the measurement array from mea-
surements of the pressure or from measurements of the par-
ticle velocity; hence, the assumption of the region opposite
to the source side of the measurement plane being “source
free.” However, the fact that the particle velocity is a vector
component, unlike the pressure, makes it possible to separate
contributions from two sides of the measurement array from
each other when both quantities are available.5 Thus the
sound pressure in the primary prediction plane generated by
the primary source can be estimated as the average of a
pressure- and a particle velocity-based estimate, and the
sound pressure in the secondary prediction plane generated
by a source on the other side of the measurement plane can
be estimated as half the difference between a pressure- and a
particle velocity-based estimate. The same holds for the par-
ticle velocity. In what follows this method of combining two
estimates based on pressure and particle velocity measure-
ments is referred to as “the p-u method.”

Note that the prediction plane for estimates based on
subtracting pressure- and particle velocity-based predictions,
here referred to as the secondary prediction plane, is the
symmetrically placed image of the prediction plane for esti-
mates based on averaging pressure- and particle velocity-
based predictions, here referred to as the primary prediction
plane. The reason for this is that the elementary waves used
in determining the transfer matrices appear to be coming
from the image of the virtual source plane.

D. SONAH based on measurement of the pressure
in two parallel planes

An alternative to the p-u method is based on measure-
ment of the sound pressure in two parallel planes. The
double layer technique, originally proposed by Tamura as an
extension of NAH,6 also works with SONAH.7 The sound
pressure in the prediction plane is expressed as a weighted
sum of sound pressures measured in the two planes a and b,
here assumed to be parallel,

pT�r� = �p�rh
a�

p�rh
b�
�T��Gaa Gab

Gab
H Gaa

�H�Gaa Gab

Gab
H Gaa

� + �2I�−1

��ha�r�
hb�r�

� , �4�

where p�rh
a� and p�rh

b� are column vectors with N pressures
in the two measurement planes, Gaa and Gab are N by N
matrices that depend on the N positions in measurement
plane a and in both measurement planes, respectively, I is
the identity matrix �2N by 2N�, and ha and hb are N by N
matrices that depend both on the N positions in the predic-
tion plane and the N positions in measurement plane a and b,
respectively. As noted earlier, the transfer matrix represents
the regularized optimal least-squares solution to an overde-
termined problem posed by requiring that a large number of
propagating and evanescent elementary waves satisfy Eq.
�4�. However, now there are two virtual source planes placed
symmetrically on either side of the two measurement planes,
and two corresponding sets of elementary propagating and
evanescent waves.

The normal component of the particle velocity can be
determined from a similar transfer matrix where ha and hb

are replaced by

�ha
�u��r�

hb
�u��r�

� =
− 1

j��

�

�z
�ha�r�

hb�r�
� . �5�

In what follows the method based on measurement of the
pressure in a double layer is referred to as “the DLA
method.”

III. A SIMULATION STUDY

A study with simulated measurements has been carried
out. The p-u method is compared with the DLA method for
realistic, complicated sources. Regularization is done with-
out human intervention using the generalized cross valida-
tion method.10

The measurement plane for the p-u method is placed
midway between the two source regions at z=0, and the two
measurement planes for the DLA method are placed sym-
metrically at z= �1.5 cm. All measurement arrays have di-
mensions of 21�21 cm with 8�8 transducer positions. The
prediction planes have the same dimensions. The two predic-
tion planes of the p-u method are placed symmetrically at
z= �4.5 cm, and the same prediction planes have been cho-
sen for the DLA method. The virtual source plane for the p-u
method is at z=−7.5 cm, and the virtual source planes for the
DLA method are at z= �7.5 cm. In the primary prediction
plane the sound field that would be generated by source re-
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gion 1 in the absence of the disturbance from source region 2
is predicted; and in the secondary prediction plane on the
other side of the double layer array the sound field that
would be generated by source region 2 in the absence of the
disturbance from source region 1 is predicted.

The test case consists of two baffled, simply supported,
vibrating 5 mm steel panels, placed in the planes z
= �7.5 cm. Both panels have dimensions 1�1 m and a
critical frequency of about 2.4 kHz, and both are driven by
point forces of the same strength, but the driving points are
not placed symmetrically. The two sources are modeled as
modal sums, and the radiated sound field is calculated by a
numerical approximation to Rayleigh’s first integral.1 Reflec-
tions from the panels and baffles have been ignored. Ignoring
such reflections for this configuration is evidently not realis-
tic. However, no method can take account of such reflec-
tions, and the purpose of this test case is not to model a
realistic situation but to compare the performance of the two
methods with a realistically complicated sound field. Note
that the measurement arrays are much smaller than the
sources; this is no problem for the SONAH method.2,3,5,7

Figure 1 shows a comparison of the “true” and predicted
undisturbed pressure and particle velocity in a diagonal
across the primary prediction plane when the two panels are
driven at 1.5 kHz. It is apparent that both methods give ac-
ceptable results in spite of the strong disturbance. The p-u
method predicts both the pressure and the particle velocity
somewhat better than the DLA method.

Figure 2 shows the relative global errors of the predicted
undisturbed pressure, particle velocity, and sound intensity
for the same test case as functions of the frequency. The
results are based on an ensemble of 20 pairs of vibrating
panels with driving points at random positions. The relative
global error is defined as the ratio of the Euclidian norm of
the local deviations between predicted and true values to the
Euclidean norm of the true quantity.3 As can be seen the
relative errors of all quantities are of the order of −17 dB �or
14%� in the medium frequency range. On the whole the DLA
method predicts the sound pressure somewhat better than the
p-u method, whereas the p-u method predicts the particle
velocity and the sound intensity somewhat better than the
DLA method.

Finally, Fig. 3 compares the results of the p-u and the
DLA method with and without the disturbing sound field
generated by a secondary source of the same strength as the
primary source. Without the disturbing source the pressure is
also predicted just from pressure measurements �in a single
layer at z=0� and the particle velocity is predicted just from
particle velocity measurements. It is clear that in the absence
of disturbing sound from the other side of the measurement
array the pressure is predicted better from the pressure in a
single layer than with the p-u or the DLA method, and the
particle velocity is predicted better from the the particle ve-
locity than with the p-u or the DLA method. Under such
circumstances the p-u and the DLA methods give similar
results. With the disturbing sound field the DLA method pre-
dicts the pressure somewhat better than the p-u method,
whereas the p-u method predicts the particle velocity slightly
better than the DLA method.

IV. DISCUSSION

In a previous investigation of SONAH it was concluded
that prediction of the pressure from measurements of the
pressure and prediction of the particle velocity from mea-
surements of the particle velocity without disturbing sound
from the other side of the measurement plane in general are
better than predicting one quantity from the other.5 Thus it is
perhaps not surprising that the p-u method is no better than
the DLA method in the absence of disturbing noise, and it is
clear that these two methods should only be used when it is
necessary to suppress noise coming from the other side of
the measurement plane. In the presence of disturbing sound
from the other side of the measurement plane, the p-u
method relies on pressure- and particle velocity-based esti-
mates of the same two quantities being identical; if this is not
the case the disturbing sound will contaminate the predic-
tion; this explains why the performance of the method is not
significantly better than the performance of the DLA method.
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FIG. 1. �Color online� “True” and reconstructed undisturbed sound pressure
�a� and particle velocity �b� in a diagonal across the primary prediction
plane. Sources: Two baffled panels driven at 1.5 kHz by point forces of the
same strength.
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V. CONCLUSIONS

Statistically optimized near field acoustic holography
can be based on measurements of the pressure in a plane,
measurements of the normal component of the particle ve-
locity in a plane, measurements of both quantities in the
same plane, or measurements of the pressure in two parallel
planes. Both the double layer method and the method based
on measurements of pressure and particle velocity make it
possible to distinguish between sound field components com-
ing from the two sides of the measurement array and thus
suppress even strong unwanted disturbing sound coming
from the other side, and there is no significant difference
between predictions determined with the two methods under
such circumstances. However, in the absence of such disturb-
ing sound field components then the most accurate prediction
of the pressure near the source under test is obtained on the
basis of pressure measurements in a single plane, and the
most accurate prediction of the particle velocity is obtained
from particle velocity measurements.
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FIG. 2. �Color online� Relative global error of reconstructed undisturbed
particle velocity, sound pressure, and sound intensity in the primary predic-
tion plane as a function of the frequency. Sources: Two baffled panels driven
by point forces of the same strength.
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The present study investigates the decay of pitch memory over time. In a delayed pitch comparison
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any rehearsal. During overt rehearsal, recordings of the rehearsing were effectuated. Performance
was best for silent rehearsal and worst for overt rehearsal. The differences, although partially
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I. INTRODUCTION

Auditory sensory memory has been shown to share
many characteristics with classical short-term memory, such
as lifetime, capacity, and susceptibility to interference
�Kaernbach, 2004�. However, a major difference seems to be
that rehearsal does not appear to be as effective with sensory
information as with categorical information.

Keller et al. �1995� note that no measures are taken to
prevent rehearsal in standard delayed pitch comparison tasks.
However, this does not fully prevent the loss of auditory
information over time. They found a slight decrease in per-
formance in a pitch memory task, if a rehearsal-preventing
distractor task is to be performed during the retention inter-
val. They suggest that attention might help to maintain the
trace in the condition without the distractor task.

In contrast to this, Demany et al. �2001, 2004� failed to
demonstrate a beneficial influence of attention and/or covert
rehearsal. They investigated the influence of a cue that di-
rected the attention toward one out of three possible charac-
teristics or components of a stimulus in a delayed matching
experiment. If the cue fell in the retention interval, it made
no difference whether it came early or late. If a rehearsal
algorithm would have been effective, the early cue should
have been more helpful.

The beneficial effects of rehearsal, if any, are small.
Overt rehearsal has even been reported to be detrimental to
the retention of a pitch trace �Massaro, 1970�. This is in
contrast to classical short-term memory for categorical infor-
mation, where the lifetime of a trace can be lengthened, ad
infinitum, by rehearsing the stored information. For a better
understanding of this discrepancy it would be useful to study
the temporal dynamics of the decay of the sensory trace. The
voice pitch during overt rehearsal might be a tool to probe
the actual state of the sensory trace during decay. Therefore,
the present study compared overt, covert, and no rehearsal

conditions. The recorded pitch data during overt rehearsal
were compared to theoretical predictions of the time course
of the sensory trace during the retention interval.

II. METHODS

Three individuals with an auditory-related profession
�two female, one male, age range 29 to 30� participated in
our experiment. All of them had been playing an instrument
for 15 to 24 years. Two of them had had formal vocal train-
ing for 15 years. Participants had to compare two stimuli �S1
and S2� that were separated by a certain retention interval.
The second stimulus would be slightly higher or slightly
lower than the first stimulus, with equal probability. Partici-
pants had to indicate which of these two possibilities was the
case.

In order to facilitate rehearsal, we employed Shepard
tones �Shepard, 1964�. These octave-complex tones elicit cir-
cular pitch percepts, with a well-defined chroma �pitch class,
e.g., C vs C#�, but an ambiguous pitch height �octave regis-
ter, e.g., C4 vs C3�. Shepard tones enable participants to
rehearse the presented tone at whatever octave is most ap-
propriate to their vocal range. The duration of the tones was
1 s, with 0.1 s ramps at the onset and the offset of the tones.
We presented the tones at a level 60 dB above threshold. The
chroma of the first stimulus was randomized uniformly on a
logarithmic frequency scale over the range of one octave.
After each single trial, we gave feedback in order to help the
participants to improve their performance. The next trial
started 1.2 s after the preceding trial.

Prior to the main experiment, we determined the just
noticeable difference �JND� for these stimuli �interstimulus
interval 0.5 s� for each participant. Using an unforced-choice
adaptive procedure �Kaernbach, 2001�, we estimated the
point of the psychometric function where 75% of the judg-
ments were correct. The JNDs for the three participants were
close to 3, 4, and 5 cents. We rounded them off to these
integer values. A JND of 4 cents corresponds to a frequency
difference of 0.23%. This is compatible with what is knowna�Electronic mail: www.kaernbach.de.
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about the JND for the pitch of complex tones �see, e.g.,
Hoekstra, 1979; Shackleton and Carlyon, 1994�.

In the main experiment, we tested four different condi-
tions. These conditions were tested blockwise in blocks of 20
trials of the same type. Participants performed several train-
ing blocks until they felt at ease with the different tasks.
Then, they performed 20 blocks of each condition in rotating
order.

In one condition, the duration of the retention interval
was 0.5 s. In this condition, no specific rehearsal instruction
was given. The second stimulus S2 differed from the first
stimulus S1 by −1.67, −1, −0.33, +0.33, +1, or +1.67 JNDs.
The actual difference was taken randomly from these six
possibilities. This condition was tested 400 times per partici-
pant, i.e., approximately 400/6�67 times per difference.

In three other conditions, the duration of the retention
interval was 6 s. The difference between S2 and S1 was
taken randomly from −3, −1, +1, or +3 JNDs. Each differ-
ence was tested approximately 400 /4=100 times per partici-
pant in each condition. The three different conditions dif-
fered only by the rehearsal instruction.

The first rehearsal instruction was “no rehearsal.” It was
symbolized by a mandala appearing on the computer screen,
and the participants were told not to pay attention to the pitch
of the first stimulus until the second stimulus appeared. The
other two conditions were rehearsal conditions, with silent
versus overt rehearsal. They were also symbolized by icons
on the computer screen, but this time the participants had to
direct their attention toward the pitch of S1. All participants
stated that they were able to act differently in these condi-
tions as compared to the no rehearsal condition, and that they
believed that this would improve their performance. In the
overt rehearsal condition, we recorded the voice during the
retention interval.

III. PITCH DISCRIMINATION PERFORMANCE

The data analysis was performed by calculating maxi-
mum likelihood fits and likelihood ratios, in order to test the
various hypotheses against each other.

The data of the three participants were similar if com-
pared on a JND scale. A likelihood ratio test revealed that
they could be pooled into a single data set. Figure 1 shows
the pooled psychometric functions for all four conditions.
The psychometric function for the 0.5 s retention condition
is much steeper than the other three psychometric functions,
illustrating that the precision of the trace is much higher after
0.5 s than after 6 s. The differences among the other three
psychometric functions are not marked.

Cumulative normal distributions were fitted to the four
psychometric functions. Table I shows the maximum likeli-
hood estimates for the means and the standard deviations of
the trace for these four conditions. The means are compatible
with zero for the 0.5 s retention condition and for the 6 s
silent rehearsal condition. For the other two conditions, the
means are significantly different from zero �p�0.05�. Note
that the mean is lower than zero in the overt rehearsal con-
dition, which would result from a decreasing voice pitch, as
is often observed in singing.

The standard deviations for the three 6 s retention con-
ditions differ slightly from each other, with the silent re-
hearsal condition resulting in the lowest spread of the trace,
and the overt rehearsal condition resulting in the highest
spread of the trace. The difference in the standard deviations
between silent and overt rehearsal is significant �p�0.05�,
whereas the other two differences are not significant.

IV. VOICE PITCH ANALYSIS

In each single trial of the overt rehearsal condition,
voice pitch during the retention interval was determined with
the YIN algorithm �de Cheveigné and Kawahara, 2002� for
eleven 1 s segments. These started with the interval �0,1� s,
going forward in steps of 0.5 s, and ending with the interval
�5,6� s. In total, there were 1200 trials of this condition,
giving 13 200 1 s intervals. YIN could determine the voice
pitch in 10 027 of these intervals. In the other 3173 intervals,
the voice was either too soft or absent.

The voice pitch was then set into relation to the nearest
octave component of the S1 stimulus. On average, it was 1.2
cents lower than this component. The standard deviation was
43 cents, i.e., nearly half of a semitone. In order to reduce the
effect of outliers, voice pitches, which lay farther apart from
the nearest component of S1 than 2 s.d., were excluded from
further processing.

V. APPLYING A RANDOM-WALK MODEL OF
SENSORY RETENTION

Kinchla and Smyzer �1967� have proposed and success-
fully tested a random walk model of sensory retention. Al-
though this model was recently challenged by Gold et al.

FIG. 1. Psychometric functions for the four experimental conditions.

TABLE I. Maximum likelihood estimates for the mean and the standard
deviation of the trace expressed in just noticeable differences �3–5 cents�. To
obtain estimates in cents multiply by a factor of about 4.

0.5 s
6 s

no rehearsal
6 s

silent rehearsal
6 s

overt rehearsal

Mean 0.01 0.27 0.03 −0.34
Standard deviation 1.29 2.65 2.34 3.05
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�2005� for visual information, and by Demany et al. �2005�,
concerning its dependence on the sensory noise, it should
apply to the present data.

In this model, the stimulus S1 is encoded to trace S1�.
The encoding process is affected by the encoding noise Ne

with standard deviation Se. During retention, the trace under-
goes degradation and the standard deviation increases. The
variance of the trace increases linearly with time with diffu-
sion rate �. Stimulus S2 is encoded to trace S2� with the
encoding noise having the same variance as for the encoding
process for S1. The total variance of the comparison variable
S2�−S1� is hence:

Var�S2� − S1�� = Se
2 + �t + Se

2. �1�

In an unbiased model and for an infinite number of ran-
dom walks, the mean across all random walks stays equal to
the starting point. However, if the set of random walks to be
averaged is selected depending on its end point �comparison
with S2��, the subsets �S1��end��S2� vs S1��end��S2��
will have drifting means. In this case, the mean of the subsets
will drift linearly away from the starting point.

Overt rehearsal suffers from voicing noise, and the voice
pitch feeds back on the trace S1� and might possibly degrade
it further. The standard deviation of the voice error �43 cents�
is very large compared to the standard deviation derived
from the judgments �5 cents after 0.5 s, about 12 cents after
6 s� and to the effect of the voice on the trace �difference
between overt and silent rehearsal about 3 cents�. This tells
us two things: The audible feedback supplied by the voice
can definitively not be helpful for the maintenance of the
trace; on the other hand, it does not change much for the
retention process.

While the voice is not helpful for the maintenance of
S1�, it is a valuable probe into the state of S1�. It represents
a noisy image of S1�, but this noise can be reduced by av-
eraging across large numbers of recorded voice segments. It
can thus help to understand what is going on during reten-
tion. By averaging across successful versus unsuccessful tri-
als, we can test whether the voice data are compatible with
the linearity predicted by the random walk model; and we
can derive estimates for Se and �. Figure 2 shows the mean
voice error during overt rehearsal as a function of time for
successful and unsuccessful trials. The data of S2�S1 trials
have been mirrored so that Fig. 2 can be interpreted in terms
of S2�S1 trials. The direction of the voice error is corre-
lated with the judgment of the participant: A large deviation
of the voice in the direction of S2 �upwards in Fig. 2� is
typical for an error of judgment.

The data show a clear tendency of increasing voice error
over time. There is a contrary effect of large initial errors
only for the first two time segments �center at 0.5 and 1 s�;
the smallest errors are found at 1.5 s. This initial error has
certainly to do with the difficulties that the participants had
in matching the internal trace S1� with their voice. Once they
achieved the match, the voice error increases due to the in-
ternal random walk process. Also plotted in Fig. 2 are the
model predictions, with the two parameters of the model �
Se=1.3 JNDs, ����6 s�=2.0 JNDs� optimized, so as to
minimize the �2 distance over all points of all curves, except

the first two points. For these parameters, �2 is 3.18, indicat-
ing a very good fitting of the model. Note that the slopes and
intercepts of all four straight lines in Fig. 2 �eight param-
eters� are not fitted individually but follow from only two
parameters, Se and �.

The voice data allow the parameters of the random walk
to be estimated. The estimates of these parameters give an
estimate for the final judgment performance. Following the
model, the decision of the participant should be determined
by the total variance �see Eq. �1��, which, with the present
data, yields a standard deviation of 2.72 JNDs, slightly better
than the actual performance in the overt rehearsal condition
�3.05 JNDs�, and quite comparable to the performance in the
no-rehearsal condition �2.65 JNDs�.

VI. DISCUSSION

In our study, we have compared performance in a pitch
memory task for three rehearsal conditions: no rehearsal, si-
lent, and overt rehearsal. We found that the different re-
hearsal conditions had little effect on the performance in the
memory task. This is quite in line with previous research,
where rehearsal and/or attention effects on the retention of a
sensory trace were either small or absent.

In our study, the different rehearsal conditions were cre-
ated by instruction. There was no control of whether the
participants did what they were instructed to do, except for
the condition of overt rehearsal where we recorded the voice.
It may be argued that this could be the cause of the similarity
of the data. This “instruction only” approach may, on the
other hand, be seen as an attempt to minimize other sources
of variance, such as attention effects, or interfering noises
produced by movements of the participants when performing
the distractor tasks. To the best of our knowledge, our study
is the first attempt to compare no rehearsal and silent re-
hearsal based on an instruction only approach. Given that the
participants reported that they were able to follow the in-
structions, and that they were convinced that they would per-
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FIG. 2. Mean voice error during overt rehearsal for successful �light gray
symbols� and unsuccessful �dark symbols� trials. Triangles are for trials with
3 JNDs difference, and squares are for trials with 1 JND difference between
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form markedly better in the rehearsal conditions, the result
may be seen as adding further evidence to the uselessness of
rehearsal for the retention of a sensory trace.

The main focus of our study was, however, to compare
overt and covert rehearsal and to test the explanatory power
of voice recordings during overt rehearsal. The discrepancy
between the large effect of rehearsal on categorical informa-
tion and the small or absent effect of rehearsal on the reten-
tion of a sensory trace remains intriguing. The present study
provides evidence in support of the random walk model of
Kinchla and Smyzer �1967� for sensory retention. This
model could offer an explanation: In this model of sensory
retention, there is no place for rehearsal as a retention-
supportive mechanism. The �overt or covert� rehearsal can, at
best, mirror the actual state of the sensory trace as it under-
goes the random walk. It is not at all helpful in maintaining
this trace. For the rehearsal of categorical information �Bad-
deley and Hitch, 1974�, however, the random walk model
does not apply. It is assumed that the trace is perfectly rees-
tablished at regular intervals.

In our study, the analysis of the voice recordings sug-
gests that this view is plausible. The voice error was related
to the judgment of the participants, which would not be true
if the recorded voice had no relation to the sensory trace. The
voice could hence be considered a mirror of the internal
trace. At first view, the quality of this mirror is not excellent:
The standard deviation of the voice was 43 cents, much
larger than the quality of the sensory trace �about 12 cents�.
After averaging across many trials, however, the voice error
reflected the linear drifts predicted for unsuccessful versus
successful trials. Moreover, the judgment performance pre-
dicted from the voice errors �2.72 JNDs� was in the range of
the actual judgment performance of the participants �3.05
JNDs�. In other words, 80% ��2.72 /3.05�2� of the internal
variance leading to judgment errors is explained by analyz-
ing averaged voice data. After all, voice data mirror the in-
ternal trace quite well.

The similarity of the performance in the overt and the
covert rehearsal condition suggests that the results obtained
for the dynamics of the internal trace, in the case of overt
rehearsal, is also valid for the covert rehearsal condition.
This would be different if the performance had been better
for overt rehearsal than for covert rehearsal. In this case, one
would have to assume that overt rehearsal involves retention
algorithms different from those involved in covert rehearsal.
As it is, however, the most parsimonious assumption is that
both conditions involve very similar retention algorithms. If
one accepts that participants did follow the instructions, this
conclusion is also valid for the no rehearsal condition. The
slight disadvantage for overt rehearsal is in line with previ-
ous findings �Massaro, 1970�.

It is puzzling that the participants performed so well in
the overt rehearsal condition �12 cents�, given that the voice
error �43 cents� was much larger than the judgment error in
the silent rehearsal condition �9 cents�. It is well known,
from many experiments on pitch memory, that interfering
tones during the retention interval degrade the performance

in a pitch memory task �e.g., Deutsch, 1970�. Why would it
be that the sound of the participant’s own voice, being some-
times nearly a semitone off, interferes less than sounds intro-
duced by the experimenter? The sound of the participant’s
voice is surely different from the sound of the Shepard tones,
however, experiments by Semal and Demany 1991, suggest
that timbre differences do not explain this effect. We can
only speculate that the fact that the participants produce
these sounds themselves is crucial to this effect.

Voice data support the view that the sensory trace under-
goes a random walk process during the retention interval.
This would explain why rehearsal is of little help: It would at
best reflect the increasingly distorted internal representation
of the sensory trace. The present study has demonstrated that
voice recordings can improve our understanding of the dy-
namics of sensory retention.
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involving a minimum number of assumptions. The model is taken to develop convergence theorems
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I. INTRODUCTION

In the clinical evaluation of hearing, behavioral audiom-
etry remains the gold standard. Yet, behavioral measures are
not easily obtained from those who stand to benefit most
from early diagnosis of a hearing loss: infants less than
5 months of age. Before 5 months of age the infant does not
reliably turn their head in the direction of a sound; hence,
hearing sensitivity is difficult to measure using standard vi-
sual reinforcement audiometry �cf. Moore and Wilson,
1978�. Olsho et al. �1987� have proposed an alternative be-
havioral procedure for evaluating the hearing sensitivity of
infants at this young age. In the observer-based procedure the
sensitivity of the infant is estimated from a judge’s ability to
detect the presence or absence of the signal based exclu-
sively on the infant’s gross behavior. The procedure is essen-
tially an adaptation to hearing of the forced-choice,
preferential-looking procedure, developed some years earlier
by Teller �1979� to measure visual acuity in infants. Though
the procedure has been used primarily in research applica-
tions, it has a significant advantage of providing an objective
means of evaluating the hearing sensitivity of infants. Spe-
cifically, there is a standard �the presence or absence of the
signal� by which the judge’s decision on each trial can be
scored as correct or incorrect �see Olsho et al., 1987 for a
discussion of other advantages of the procedure�. In this pa-
per, we examine the observer-based procedure within the
context of a simple two-stage �infant-judge� detection model
to arrive at a few analytical results that might prove useful in
evaluating and/or improving the accuracy of the procedure
and its variants.

II. TWO-STAGE DETECTION MODEL

Our analysis is undertaken within the framework of the
general two-stage detection model shown in Fig. 1. The first-
stage detector is the child whose sensitivity to sound we are
interested in measuring; the second stage detector is the
judge who must decide on each trial whether or not a signal
was presented based exclusively on the various aspects
r1 ,r2 . . .rN of the child’s observable behavior. The signal in
this case is represented by the binary variable s� �0,1� indi-
cating simple presence or absence; although s could just as
easily represent two different sound waveforms or classes of
waveforms that are to be discriminated by the child. All fac-
tors that would limit the child’s ability to detect or discrimi-
nate s �neural noise, imperfections in auditory transduction
and the like� are incorporated in the stochastic function f .
Based on the outcome of f�s� on each trial the child comes to
a binary decision x� �0,1� regarding the presence or absence
of the signal. The sensitivity of the child is, therefore, com-
pletely described by the hit and false alarm probabilities

�C = P�x = 1�s = 1� , �1�

�C = P�x = 1�s = 0� . �2�

Now we wish to measure �C and �C, but cannot do so
directly because we do not have direct access to child’s de-
cision, x. Instead, in the observer-based procedure, we take
as an estimate of �C and �C the hit and false alarm rate of the
child-judge duo. The estimate of the hit and false alarm rate
of the child is

�̂C = �JC = P�z = 1�s = 1� . �3�

�̂C = �JC = P�z = 1�s = 0� , �4�

where, �JC and �JC are taken to denote the hit and false
alarm rate of the child-judge duo. These estimates, of course,

a�Author to whom correspondence should be addressed. Electronic mail:
ralutfi@wisc.edu
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are not perfect because the child does not generally convey
their decision unambiguously through their behavior. Ran-
dom movements of the child may be mistaken for a response
to the sound, or no obvious response may be elicited even
though the sound is clearly audible to the child, as might be
the case, for example, when the child is not attending.1 Here
we represent the ambiguous relation between the child’s de-
cision and their behavior by the probabilistic function g.
Other inaccuracies in the estimates of �C and �C result from
the judge’s perception of the child’s response. For example,
certain reliable indicators of the child’s decision �possibly
head movements� may go unnoticed by the judge, even while
others �possibly facial expressions� are given much greater
attention than they deserve. We represent all such imperfec-
tions in the judge’s perception by the probabilistic function
h. Taken together g and h represent all factors that limit the
accuracy and reliability of the estimates of the child’s sensi-
tivity in the two-stage detector model. By allowing these
functions to be quite general we encompass a wide variety of
models of the possible relation between the child’s decision
and the judge’s response.

The hit rate of the child-judge duo can now be expanded
from the general expression of the two-stage detector model.
Conditioning the probability �JC on the child’s decision x
and using the law of total probability, we get

�JC = P�z = 1�s = 1� = P�z = 1�s = 1,x = 1�P�x = 1�s = 1�

+ P�z = 1�s = 1,x = 0�P�x = 0�s = 1� . �5�
Now since s→x→z forms a Markov chain, z is condition-
ally independent of s, given x. This means that P�z=1 �s
=1,x=1�= P�z=1 �x=1�, which is the hit rate of second stage
detector alone �i.e., the hit rate of the judge for the child’s
decision�. Similarly, P�z=1 �s=1,x=0�= P�z=1 �x=0� is the
false alarm rate of the judge for the child’s decision. Denot-
ing these probabilities respectively as �J and �J, the hit rate
of the child-judge duo from Eq. �5� is

�JC = �J�C + �J�C. �6�

The false alarm rate of the child-judge duo is obtained in
similar fashion,

�JC = P�z = 1�s = 0� = P�z = 1�s = 0,x = 1�P�x = 1�s = 0�

+ P�z = 1�s = 0,x = 0�P�x = 0�s = 0�

= �J�C + �J�1 − �C� . �7�

Now, Eqs. �6� and �7� lend themselves to mathematical
analysis of various conditions in which the particular experi-
ment or similar tests using the observer-based procedure may
be performed. We consider three such conditions intended to
improve estimates of the hit and false alarm rates of the
child.

III. MULTIPLE JUDGES

Let us suppose that instead of a single judge, we have n
judges, each of whom makes a binary decision �zi�i=1

n regard-
ing the presence or absence of the signal. The overall deci-
sion is taken to be some function of all the zi. Here we give
sufficient conditions on the statistical characterization of the
judges to attain optimal detection performance. At the same
time we develop expressions for the rate at which the esti-
mation error decays with number of judges. This will give us
the trade-off between the cost and accuracy of using multiple
judges.

Consider then the following conditions for the second-
stage detector: �1� The judges form independent decisions
regarding s. �2� The statistical performance of individual
judges differs, but for each judge the hit rate is at least
slightly greater than the false alarm rate; i.e., P�zi=1 �s=1�
� P�zi=1 �s=0� for all i=1. . .n. �3� The individual decisions
from all judges are simply averaged to arrive at a group
decision. Denoting z�n�=�zi /n as the average, the group de-
cision is

z = 	1, z�n� � ��n�

0, z�n� � ��n�,

 �8�

where ��n� is an arbitrary judgment criterion. Note here that
we do not claim the simple averaging of the judges’ re-
sponses to be optimal in any sense. We use the average as a
means to derive the expressions for convergence which is
mathematically tractable. Later we consider how more effi-
cient combination rules may be implied by the results of
experiments designed specifically to test the derived analytic
expressions. Note too that condition �2� might otherwise be
stated that the hit rate of a judge is more likely to be greater
than their false alarm rate; the statement as given is simply
more tractable mathematically.

Now, let �JC
�n� and �JC

�n� denote the group hit and false
alarm rates of judges, comparable to �JC and �JC for a single
judge. We use a special case of the Hoeffding concentration
inequality �Hoeffding, 1963� to show that �JC

�n� converges rap-
idly with n to �C, while �JC

�n� converges rapidly to �C.
That is, for any ��0

P�z�n� − E�z�n�� � �� � exp�− 2n�2� . �9�

where zi� �0,1� and Sn=nz�n�. Now, consider the false alarm
rate of the second-stage detector alone; that is, the probabil-
ity that the judges’ decide a signal is present �z=1� when the
child, in fact, decides it is not �x=0�. We can express this
probability as

FIG. 1. Model of two-stage detection representing observer-based method
for estimating child hearing sensitivity �see text for specific details�.
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�J
�n� = P�z�n� � ��n��x = 0�

= P�z�n� − E0�z�n�� � ��n� − E0�z�n��� , �10�

where E0 is used here to denote the expected value condi-
tioned on x=0. The expression for convergence of �J

�n� fol-
lows from Eq. �9� by conditioning on x=0 and by setting �
=��n�−E0�z�n���0 according to condition �2�,

�J
�n� � exp�− 2n�2� . �11�

This shows that �J
�n� converges to 0 exponentially as n be-

comes large. The convergence of the hit rate of the second-
stage �J

�n�= P�z�n����n� �x=1� is obtained in a similar fashion
from the miss rate

1 − �J
�n� = P�z�n� − E1�z�n�� � E1�z�n�� − ��n�� . �12�

Setting �=E1�z�n��−��n��0,

1 − �J
�n� � exp�− 2n�2� . �13�

This further shows that �J
�n� converges exponentially to 1 as n

becomes large. Finally, from Eqs. �6� and �7� we determine
that as �J

�n�→0 and �J
�n�→1, �JC

�n� converges exponentially to
�C, while �JC

�n� converges exponentially to �C.
Equations �11� and �13� are useful for estimating the

number of judges required to achieve a desired level of ac-
curacy in the estimate of the child’s hearing sensitivity. For
example, if we wish to limit the false alarm rate of the sec-
ond stage detector to a value � �Neyman-Pearson criterion�
then the number of judges should be at least

n �
1

2�2 ln� 1

�
� . �14�

To get an idea of the rate of convergence implied by this
inequality consider the following hypothetical case: The ex-
perimenter chooses an arbitrary criterion of ��n�=0.7 for de-
termining whether the response of the judges as a group is
positive or negative. They wish the false alarm rate for the
child’s response �x=0� to be no greater than �=0.2. More-
over, they estimate the average of judges’ decisions when x
=0 to be E0�z�n��=0.3 �yielding a value of �=��n�−E0�z�n��
=0.4�. For these conditions the inequality above indicates
that the clinician will require n�5 judges. Furthermore, by
adding two more judges the experimenter can cut this false
alarm rate in half �for �=0.1, n�7�. The exponential rate of
approximation is encouraging. It suggests that accurate mea-
sures of child sensitivity can be obtained in many fewer trials
than when a single judge is used. Note in this regard that the
conclusions derived here for multiple judges apply as well to
multiple trials assuming that the decisions across trials are
independent, as they were assumed for the individual judges.

IV. JUDGE’S TASK

Despite its many positives, the observer-based procedure
is known to have at least one notable disadvantage: it gener-
ally underestimates the sensitivity of the child. The bias oc-
curs because the expected performance of the judge can at
best equal, but never exceed that of the child. In the context
of the two-stage detector model, detection is limited by the
second stage as an added noisy channel. Here we consider a
change in the judge’s task intended to reduce the bias in
estimate.

Consider first that there is no bias when the second stage
detector is transparent �y=x�. Clearly, the sensitivity of the
judge must equal that of the child when the judge’s decisions
exactly mimic those of the child. In theory, then, �JC and �JC

are equivalently estimates of �C and �C when the judge is
instructed to report the decision of the child, x, rather than
the presence or absence of the signal. This, parenthetically, is
the instruction given to the judge in what is known as behav-
ioral observation audiometry �Thompson and Thompson,
1972�. The advantage of this approach is that the judge may
be given prior knowledge of the signal on each trial to both
improve their performance and to provide an equal opportu-
nity to overestimate as well as underestimate the sensitivity
of the child.

Consider then that second stage detector conditions its
decision on knowledge of the random variable s on each
trial. The hit rate of the two-stage detector in this case is
given by Eq. �5� as before. However, s→x→z now no
longer forms a Markov chain; z is now conditioned on s.
Reflecting this dependency, the hit rate of the second-stage

detector with prior signal knowledge is denoted �̃J= P�z
=1 �s=1,x=1�. The probability �̃J can be expressed as

�̃J = P�z = 1�x = 1� ·
P�z = 1�s = 1,x = 1�

P�z = 1�x = 1�
= �J · b , �15�

where �J= P�z=1 �x=1�, as in the previous section, denotes
the hit rate of the second-stage detector without prior knowl-
edge of the signal. In a similar fashion, the false alarm rate of
the second-stage detector with prior knowledge is given by

�̃J = P�z = 1�x = 0� ·
P�z = 1�s = 0,x = 0�

P�z = 1�x = 0�
= �J · a . �16�

Now, knowing that the signal was present, the judge can
improve their performance by more often reporting that the
child responded positively. That is, for P�z=1 �s=1,x=1�
� P�z=1 �x=1�, b�1 so that �̃J��J. Similarly, knowing
that the signal was not present, the judge can improve their
performance by more often reporting that the child did not
respond; in this case, a�1 so that �̃J��J.

Of course, whether or not judges will make appropriate
use of the signal knowledge is ultimately an empirical ques-
tion. Too much or too little reliance on the signal will either
result in an overestimate or underestimate of the sensitivity
of the child. However, by allowing the outcome to go in
either direction, the average is expected to be a less biased
estimator than when all judges underestimate sensitivity, as
they can only do not knowing the signal.

Finally, it is important to note here that, while asking the
judge to report the child’s decision may reduce the problem
of the bias in estimate, the cost is a loss of objectivity in the
estimate. One can determine with certainty how accurately
judges report the presence or absence of a signal, but not the
decision of the child. What is needed is a cross check on the
judge’s performance against some other type of empirical
estimate of accuracy. One such measure, which can be ap-
plied with or without signal knowledge, is proposed in the
next section.
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V. HIGH SIGNAL STRENGTH

We consider next a means by which the analytic results
of the previous two sections might be put to an empirical
test. The method involves presenting the signal at a high
level so that, except in the case of a profound hearing loss,
one can be reasonably sure that the signal is audible to the
child. In this case we expect the hit rate of the child to be
near one and the false alarm rate to be near zero. �Note here
we take the position, consistent with other authors, that inat-
tention would affect how the child responds to the signal, g
in the model, not what they hear, f in the model; cf. Bar-
gones et al., 1995; Werner and Boike, 2001�. Using an aster-
isk to denote the high signal level condition, we have �C

*

1 and �C
* 0. The judge is not given information about the

level of the signal; hence, it seems reasonable to assume that
neither g nor h is changed by presenting the signal at a high
level. If so, then �C

* and �C
* can be substituted for �C and �C

in Eqs. �6� and �7� to yield �J�JC
* and �J�JC

* . In other
words, the observed hit and false alarm rates of the child-
judge duo for the high signal level condition can be used to
estimate the hit and false alarm rates of the judge alone.
Substituting these empirically obtained values into Eqs. �6�
and �7� and solving for �C and �C then gives an estimate of
the hit and false alarm rate of the child when the signal is
presented at a lower level. Specifically,

�C 
�JC − �

JC
* �C

�
JC
* , �17�

�C 
�JC − �

JC
*

�
JC
* − �

JC
*

, �18�

where, �JC and �JC denote, as before, the hit and false alarm
rate of the child-judge duo obtained at the lower-level signal.

Note here that �JC
* and �JC

* represent the empirical
equivalent of the asymptotic performance of judges as the
number of judges increases. Given that the child detects the
high-level signal with perfect accuracy, �JC

* and �JC
* are only

limited by the random component of the child’s response and
the perception of the judge. This leads to two outcomes.
First, it allows the analytic results of Secs. III and IV to be
tested empirically. This can be done by measuring the rate at
which �JC and �JC converge to �JC

* and �JC
* for various

conditions of feedback and multiple judges, and then com-
paring the obtained rate in these cases to that predicted by
the analytic expressions of Secs. III and IV. Second, it means
that the high-level signal method can be used to improve
procedures for estimating the child’s response. This can be
done, for example, by selecting only the best judges to par-
ticipate in the observation; those previously found to produce
the highest values of �JC

* and the lowest values of �JC
* . Or, it

can be done by differentially weighting judges’ responses
based on these values for each judge. It can also be done by
informing an appropriate selection of criterion ��n� for decid-
ing the group or individual response of judges. Note, in this
regard, that having obtained estimates of hit and false alarm
rates of the child using the high-level signal method, we also
have an estimate of the child’s response bias. One may then
use this information in subsequent observations to improve
estimates by selecting a judgment criterion ��n� that more

closely matches that of the child. The benefit could be great
as a mismatch of judgment criteria for the two-stage detector
model has been shown to have a significantly adverse effect
on estimates of sensitivity �Sorkin et al., 2001�. The authors
know of two cases in the literature where results from high
signal level conditions have been used to calibrate judge’s
performance in a fashion similar to that proposed here �Bar-
gones et al., 1995; Werner and Boike, 2001�. However, we
know of no attempts so far to use such information to spe-
cifically select or give differential weighting to judges.

VI. CONCLUSIONS

The observer-based procedure offers an objective behav-
ioral assessment of the hearing sensitivity of young infants
who are otherwise incapable of performing visual reinforce-
ment audiometry or other standard behavioral tests. In the
present paper, we offer a theoretical analysis of the procedure
within the context of a two-stage detection model to derive
some analytic results that might be used improve estimates
of the hearing sensitivity of infants. Clearly it remains for
future studies to determine whether the analytic results pre-
sented here will survive empirical tests, and whether they can
be used to any advantage in clinical and/or research settings.
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A frequency-domain numerical model of brass instrument sound production is proposed as a tool to
predict their brassiness, defined as the rate of spectral enrichment with increasing dynamic level. It
is based on generalized Burger’s equations dedicated to weakly nonlinear wave propagation in
nonuniform ducts, and is an extension of previous work by Menguy and Gilbert �Acta Acustica 86,
798–810 �2000��, initially limited to short cylindrical tubes. The relevance of the present tool is
evaluated by carrying out simulations over distances longer than typical shock formation distances,
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I. INTRODUCTION

At high dynamic levels, brass instruments generate
sounds having strong high frequency components; these
sounds are called “brassy” or “cuivrés.” They are due to the
essential nonlinearity of the wave propagation in the pipe
�Hirschberg et al., 1996�. The brassiness of the instruments
defined as the rate of spectral enrichment with increasing
dynamic level, can be very different due to the variety of
their bore geometry. For example, a conical bore implies a
faster decay of the wave than a cylindrical bore, which re-
duces the nonlinear wave steepening. Recently, Gilbert
�2006�, Myers et al. �2007�, and Gilbert et al. �2007� have
suggested classifying brass instruments from the brassiness
point of view. A numerical model would be a useful tool to
investigate the brassiness behavior of brass instruments char-
acterized by their bore geometry. Numerical models have
been developed in the time domain �Msallam et al., 2000;
Vergez and Rodet, 2000�, or in the frequency domain �Th-
ompson and Strong, 2001� by making some restrictive as-
sumptions like modeling the wave steepening only on a part
of the bore or ignoring backward nonlinear wave propaga-
tion.

In this letter we present a simulation tool in the fre-
quency domain extending the work of Menguy and Gilbert
�2000�, which was limited to short cylindrical tubes. Brass
instruments are characterized by nonuniform ducts which
can be significantly longer than typical shock formation dis-
tances. It is shown �Sec. II� that the tool is relevant, first by
exploring the weakly nonlinear wave propagation at long
distances, and second, by doing preliminary simulations of
periodic regimes in a typical brass trombone bore geometry
�Sec. III�.

II. WEAKLY NONLINEAR ACOUSTIC SIMULATIONS IN
DUCTS

A. Theoretical background

The study of weakly nonlinear propagation in a dissipa-
tive viscothermal homogeneous fluid assuming a one-
dimensional flow in a nonuniform duct leads to first-order
nonlinear differential twin equations using the dimensionless
variables � �a slow geometric scale equal to ��+1� /2Mx,
where � is the specific heat ratio, M a Mach number, x a
dimensionless geometric scale�, �+ and �− �dimensionless de-
layed time scales�, and q+ and q− �forward and backward
variables�. They are the “generalized Burgers equation” for
the forward-traveling wave �Eq. �1��, and for the backward-
traveling wave �Eq. �2��,

�q+

��
− q+

�q+

��+
+ q+

� ln�D���/D�0��
��

= +
1

�

�2q+

��+
2

−
T

�

�1/2q+

��+
1/2 , �1�

�q−

��
+ q−

�q−

��−
− q−

� ln�D���/D�0��
��

= −
1

�

�2q−

��−
2 +

T

�

�1/2q−

��−
1/2 ,

�2�

where �, the Gold’berg number, is a measure of the impor-
tance of effects of volume dissipation compared to those of
nonlinearity. A plane wave that propagates in a duct with
rigid walls experiences dispersion and attenuation as a result
of the viscothermal boundary layer along the walls. As a
consequence, the right-hand side of Eqs. �1� and �2� contains
a second term controlled by the dimensionless number T /�
�Menguy and Gilbert, 2000�, which is a measure of the
strength of nonlinearity relative to that of wall dissipation. If
the volume viscothermal effects—controlled by �—are fre-
quency squared dependent, the classical dependence of the
viscothermal boundary-layer losses—controlled by T /�—is
on the square root of the frequency. The left-hand side ofa�Electronic mail: joel.gilbert@univ-lemans.fr
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Eqs. �1� and �2� exhibits a term which is function of the
interior diameter D�x� of the nonuniform duct, characterizing
its slowly varying cross section. This term is linear in q. It is
assumed that the duct diameter D is small enough �kD�1, k
being the wave number�, and that the area varies sufficiently
slowly on the scale of a wavelength, �1 /kD� . �dD /dx��1, to
justify a one-dimensional propagation model.

The two waves are assumed to propagate in opposite
directions, independently in the linear limit. They are nonin-
tegrable, and there is almost no chance of general analytical
progress �Hamilton and Blackstock, 1998�. That is why nu-
merical methods such as the one described in the following
section should be used.

B. Simulations in uniform and nonuniform ducts

Generalized Burger’s equations �1� and �2� have no
known analytical solutions. Numerical solutions are per-
formed in the frequency domain, the method described in
Menguy and Gilbert �2000� is summarized hereafter.

The following simple wave q+�� ,�� is considered:

q+��,�� = �
n=1

	

�an���sin n� + bn���cos n�� . �3�

Equalizing each term of the Fourier series coming from Eq.
�1� leads, for each harmonic component n, to

�an

��
= n��

p=1

n−1 �apan−p

2
−

bpbn−p

2
� − �

p=n+1

+	

�ap−nap

+ bpbp−n�� +
1

�
n2an − an� � ln�D���/D�0��

��
�

−
T

�

D�0�
D���

�n

2
�an − bn� ,

�bn

��
= n��

p=1

n−1 �apbn−p

2
+

bpan−p

2
� + �

p=n+1

+	

�bp−nap

− bpap−n�� +
1

�
n2bn − bn� � ln�D���/D�0��

��
�

−
T

�

D�0�
D���

�n

2
�an + bn� . �4�

Equation �4� is solved numerically using a spatial finite
difference method, with the boundary condition q+�0,��,
which is a time periodic function. At first order, the classical
Euler method is used, and correction is performed using the
Adams Moulton second-order method.

Although the simulation method has been verified for
small propagation distances in Menguy and Gilbert �2000�, it
has to be tested for distances greater than the shock forma-
tion distance �c, in order to be used in brass instrument
simulations. Tests have therefore been carried out for weakly
dissipative fluids without any viscothermal wall effects
�T /�=0� for which weakly nonlinear propagation can be de-
scribed by the Burgers equation. One of them, defined by a
Gold’berg number � equal to 100 ��
1�, is discussed now.

The harmonic components, Pn=�an
2+bn

2, as a function of
� /�c varying from 0 to 10 for a wave generated by a monof-
requency source are displayed in Fig. 1. The behavior of the
harmonic components simulated from Eq. �4� is close to the
so-called Fay–Blackstock solutions available for ��3.
These analytic Fourier coefficients Qn are written as follows:

q+��,�� = �
n=1

	

sin�n��Qn��� =
2

�
�
n=1

	
sin�n��

sinh�n�1 + ��/��
.

�5�

Moreover, simulations of a plane wave propagating in a
uniform duct, defined by T /�=10, are carried out from Eq.
�4�. The harmonic components as a function of � varying
from 0 to 10 for a wave generated by a monofrequency
source are displayed in Fig. 1. The wave deformation along
the propagation, from sine wave to a decreasing amplitude
sawtooth wave, is obtained. The wave forms are typical of
those reported in literature for high intensity sound in ducts
�Hamilton and Blackstock, 1998�: The boundary-layer losses
are predominant, their dispersion effects are visible on the
wave forms, and the Fay–Blackstock solutions are not a
good approximation anymore. The spectral enrichment can
be globally estimated from the following dimensionless pa-
rameter, called the spectral centroid SC:

SC =
�nnQn

�nQn
. �6�

Figure 2 shows the rapidly increasing and then slowly
decreasing evolution of SC, respectively, before one and af-
ter three shock formation distance values corresponding to
the results displayed in Fig. 1, the shock formation distance
�c being still defined from the cylindrical tube.

Simulations of a plane wave propagating in a nonuni-
form duct, a cone, are also carried out from Eq. �1�. The
expanding bore of the cone implies a faster decay of the
wave which reduces the nonlinear wave steepening; the
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FIG. 1. First three Fourier coefficients Qn �harmonics 1 to 3� vs the dimen-
sionless propagation distance � /�c for a weakly dissipative fluid ��=100�
in uniform duct, according to two cases: �a� T /�=0 and �b� T /�=10. The
fluid is excited at �=0 by a monofrequency source. There are two calcula-
tions: Results simulated from Eq. �1� �solid lines� and Fay–Blackstock ap-
proximation, Eq. �5� �dashed lines�.
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spectral enrichment SC increases more slowly than in a cy-
lindrical tube having the same input radius �see Fig. 2�.

III. BRASSINESS SIMULATIONS

A. Numerical method summary

The brassiness of the sound, in other words its spectral
enrichment, generated by brass instruments at high dynamic
level is mainly due to the essential nonlinearity of wave
propagation in the pipe, resulting in wave steepening and
generation of shock waves �Hirschberg et al., 1996�. The
spectral enrichment can be evaluated from the radiated pres-
sure SC estimation during a crescendo. In expanding bores, a
faster decay of the wave amplitude reduces the nonlinear
steepening effect: This provides a hypothesis to explain the
fact that “conical” instruments are not as brassy as “cylindri-
cal” instruments. More precisely, the brassiness of two brass
instruments, or of two fingerings or positions of a given in-
strument, can be compared from their spectral centroid val-
ues for a given crescendo �Gilbert, 2006�. The comparison
can also be made by simulation, the input data being the
internal geometry of the instrument, its bore, and typical
acoustical pressures at the input end of the instrument.

The frequency model simulation method is based on the
previous publications of Menguy and Gilbert �2000� and Gil-
bert et al. �2005� dedicated to uniform ducts and clarinet-like
instruments, and here adapted to nonuniform ducts and brass
instruments. The simulation can be summarized as follows:
Postulating the pressure spectrum Pin at the input end, a ra-
diated impedance boundary condition at the output end �ra-
diation impedance formula from Caussé et al. �1984�, ex-
tended by the iterative impedance when kR is greater than
4.84�, and the bore geometry of the instrument, the pressure,
and velocity acoustic field are first calculated everywhere
inside the bore using the weakly nonlinear approximation.
Indeed the simple waves propagating in each direction are
supposed not to interact in the body of the fluid as in the
linear approximation, and they are solutions of the nonlinear
differential equations �1� and �2�. The numerical solving of
Eq. �4� and its twin has been presented in the previous sec-

tion, details of the numerical method and a harmonic balance
convergence method is detailed in Menguy and Gilbert
�2000�. The volume velocity spectrum Qout at the output end
of the instrument is estimated by multiplying the output area
by the output acoustic velocity spectrum. By using the low-
frequency approximation for a monopole having a volume
strength equal to Qout, a radiated pressure spectrum Prad and
its spectral centroid SCrad are estimated at a distance d from
the open end of the pipe from

Prad =
�

4�d
jQout. �7�

B. Testing the model

Simulations were done using the bore geometries of a
bass trombone corresponding to three slide positions in
which F4 can be played: first, fourth, and sixth positions �see
Fig. 3�. From the first to the fourth �sixth�, there is an added
cylindrical tube of 2�0.27 m �2�0.46 m�. Pressures spec-
tra Pin at the input end have been measured to provide input
data for simulations. They come from experimental data col-
lected in the side of the mouthpiece backbore during playing
performance of a F4 using the bass trombone. One corre-
sponding to loud playing having a SCin value equal to 1.6 is
displayed in Fig. 4. The simulated radiated pressure is dis-
played, too.
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FIG. 2. Spectral centroid SC vs the dimensionless propagation distance
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cylindrical tube.

0 1 2 3 4
−0.2

−0.1

0

0.1

0.2

Geometrical distance [m]

R
ad

iu
s

[m
]

(1st) (4th) (6th)

FIG. 3. The bore profiles corresponding to the three slide positions �first�,
�fourth�, and �sixth� of a bass trombone vs the geometric position from the
input end of the instrument without its mouthpiece.

1 2 3 4 5 6 7 8 9 10
−40

−30

−20

−10

0

Harmonic number

D
im

en
si

on
le

ss
P

re
ss

ur
e

(d
B

)

FIG. 4. Dimensionless pressure spectra Pin �circle� at the input end, and Prad

�triangle� radiated, corresponding to a loudly played F4 at the first position.

1856 J. Acoust. Soc. Am., Vol. 123, No. 4, April 2008 Gilbert et al.: Letters to the Editor



Several tests were performed to determine the reliability
of the simulation method. Two kinds of crescendo have been
chosen for simulations. One is created by the input pressure
Pin being a sine wave �spectral centroid SCin constant equal
to 1�, and having an increasing rms value from
500 to 3000 Pa. The second is created by the input pressure
Pin increasing with a rms value from 500 to 3000 Pa, its
spectral centroid varying linearly from 1.22 to 1.62 �see Fig.
5�. The fundamental frequency is 350 Hz in both cases and
the wave forms are defined by their first ten harmonics. The
two simulated crescendos have been carried out using the
three bore profiles displayed in Fig. 3. The resulting values
of the spectral centroid SCrad of the radiated sound are dis-
played in Fig. 5. All the simulated spectral centroid values
are increasing with the rms pressure Pin at the entrance of the
instruments, showing the spectral enrichment of the radiated
sound. As expected the spectral enrichment is greater and
greater from the first to the sixth slide position because of the
increasing length of the cylindrical part of the instrument.
These predictions are qualitatively comparable with experi-
mental results shown in Gilbert �2006�. Note that the values
of SCrad are depending on the input data Pin: Results ob-
tained using a variable SCin are greater than the one obtained
from SCin constant equal to one.

IV. CONCLUDING REMARKS

A frequency domain simulation tool has been developed
to predict the brassiness behavior of brass instruments. It is
based on the generalized Burger’s equations �1� and �2� ap-
plied to weakly nonlinear acoustic propagation in nonuni-
form ducts. First, numerical simulations of traveling waves

in uniform ducts have been carried out over large distances
to check their reliability far from the shock formation dis-
tance. The results have been successfully compared with
known theoretical predictions. Second, in the weakly nonlin-
ear propagation approximation, waves in ducts of finite
length propagate in both directions, independently as in the
linear limit, except for coupling at the ends. Then the internal
sound field can be described by the superposition of two
simple waves propagating in opposite directions which do
not interact in the body of the fluid. This is the major hy-
pothesis of the simulation tool already described in Menguy
and Gilbert �2000�, applied to cylindrical tubes of short
length. In the present paper it has been extended to nonuni-
form ducts, having lengths greater than realistic shock for-
mation distances, and has been used with a bass trombone
bore. The spectral enrichment of the radiated sound during
crescendos has been simulated, and the results are compa-
rable with experimental results already presented in confer-
ence �Gilbert, 2006; Gilbert et al., 2007�.

While the numerical tool presented in the present paper
is promising, it must be borne in mind that many simulations
have to be carried out and compared with experimental re-
sults, in order to establish the reliability of the tool as a
predictor of the brassiness of brass instruments defined by
their bore �Myers et al., 2007�.
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The use of ultrasonic sounds in alarms for gillnets may be advantageous, but the deterring effects
of ultrasound on porpoises are not well understood. Therefore a harbor porpoise in a large floating
pen was subjected to a continuous 50 kHz pure tone with a source level of 122�3 dB �re 1 �Pa,
rms�. When the test signal was switched on during test periods, the animal moved away from the
sound source. Its respiration rate was similar to that during baseline periods, when the sound was
switched off. The behavior of the porpoise was related to the sound pressure level distribution in the
pen. The sound level at the animal’s average swimming location during the test periods was
approximately 107�3 dB �re 1 �Pa, rms�. The avoidance threshold sound pressure level for a
continuous 50 kHz pure tone for this porpoise, in the context of this study, is estimated to be
108�3 dB �re 1 �Pa, rms�. This study demonstrates that porpoises may be deterred from an area
by high frequency sounds that are not typically audible to fish and pinnipeds and would be less
likely masked by ambient noise. © 2008 Acoustical Society of America. �DOI: 10.1121/1.2874557�

PACS number�s�: 43.80.Nd, 43.80.Ev, 43.80.Jz, 43.80.Lb �WWA� Pages: 1858–1861

I. INTRODUCTION

At present, most acoustic alarms used in fisheries to re-
duce harbor porpoise �Phocoena phocoena� bycatch have a
fundamental frequency of 11 kHz and harmonics to above
100 kHz �Kastelein et al., 2007�. The fundamental frequency
and some of the harmonics can be heard by pinnipeds, and
possibly by certain fish species. Since odontocetes are the
target taxa, it may be advantageous to choose a fundamental
frequency outside the range of fish and pinniped hearing, so
above �50 kHz. Higher frequencies suffer more attenuation
than lower frequencies, but background noise levels above
40 kHz �from sea and shipping noise� are relatively low in-
tensity, so that the alarms’ source levels �SLs� in this fre-
quency range could be relatively low, and their energy con-
sumption could be reduced. Kastelein et al. �1997� quantified
the effects of 70 kHz sweeps and pure tone pulses on por-
poises, and found that sweeps had a stronger deterring effect
than tones. Teilmann et al. �2006� tested three 200 ms signals
between 100 and 140 kHz, produced every 4 s, and noticed
displacement of the porpoises, but the animals’ reaction de-
creased over time.

Most alarms produce pulsed sounds to reduce energy
consumption. However, continuous sounds may be better de-
terrents. It is therefore important to know the effect of duty
cycle on the deterring effect of a sound signal, so that any
trade-off between effect and energy consumption can be op-
timized. It is also of applied interest to quantify the acoustic
avoidance threshold level �the boundary between the areas
that animals generally occupy during the transmission of
sounds and areas that they generally do not enter during
transmission�. Knowing the avoidance threshold level can
aid in determining the effectiveness of alarms and the neces-
sary spacing between them on the net. The aim of the present
study is to determine if a continuous 50 kHz pure tone �duty
cycle 100%� can deter porpoises, and if so, to determine the
avoidance threshold level.

II. MATERIALS AND METHODS

The study animal was a rehabilitated male harbor por-
poise �PpSH048�, which stranded in 1998. At the time of the
study the animal was around 2 years old, healthy, weighed
around 23 kg and was about 118 cm long. It was fed six
times a day. The hearing of the study animal was not inves-
tigated; the animal was not trained for a psychoacoustic hear-
ing study because it was due to be released after the current
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study. However, the animal showed normal behavior �com-
pared to other rehabilitated porpoises� during the 7 months
that it was in the study area.

The porpoise was housed alone in a floating pen �34
�20 m; 3.5 m deep at the sides and 4–6 m deep in the
center depending on the tide; Fig. 1�. Details of the study
area are described in Kastelein et al. �2006�. The mean water
temperature was 18�0.7 °C �n=21�, and the mean under-
water visibility �determined with a Secchi disc� was
3.7�0.9 m �n=21�.

The equipment used to measure the sound pressure level
�SPL� distribution of the sound stimulus and the equipment
used to measure the background noise were the same as des-
cribed in Kastelein et al. �2006�. Background noise levels in
the pen were determined several times in the range
250 Hz–80 kHz and were converted to “spectrum level” �dB
re 1 �Pa /�Hz; Fig. 2�.

When this study was designed, only the porpoise audio-
gram by Andersen �1970� had been published. Andersen’s
hearing curve suggests that porpoise hearing starts to decline
gradually above 32 kHz. As we aimed to test the deterrent

effect of ultrasound, we selected an ultrasound frequency
that would still be easily audible. The stimulus was a con-
tinuous sinusoidal 50 kHz signal, produced by a wave ge-
nerator �Tektronix, model FG501�, an amplifier �Toellner,
model 7607�, and a transducer �EDO Western Corporation,
model 6166�. The transducer was lowered to a depth of
1.6 m at the center of the southern end of the floating pen
�Fig. 1�. During each session the voltage output of the am-
plifier was checked with an oscilloscope �Tektronix, model
464� and the frequency was checked with a counter �Hewlett
Packard, model 5302 A�.

Before the actual experiment started, a pilot study was
conducted in which the SL of the 50 kHz sound was in-
creased until the study animal reacted to it by swimming
away from the sound source. A SL of 122�3 dB �re 1 �Pa
at 1 m, rms� was found to be the approximate threshold SL at
which the animal reacted, so during the experiment this SL
was used. The SL was calculated from the SPL measured
2 m north of the sound source �Fig. 1�.

The SPL distribution in the floating pen was measured at
13 locations �with the 50 kHz tone produced at the SL of

FIG. 1. Top view of the study area, showing locations of the transducer, equipment cabin, monitoring hydrophone, and observer. The water depths at the
corners of the pen at high tides �HT� and low tides �LT� are given. The numbers in the pen indicate mean and standard deviation SPLs
�n=8 measurements per location� of the 50 kHz continuous pure tone produced by the transducer at the southern end of the pen �SL was 122�3 dB re 1 �Pa
at 1 m, rms�. The grey areas indicate the porpoise’s general swimming areas during the 66 baseline and 66 test periods �each grey area is based on
approximately 3500 surfacing locations�.
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122�3 dB re 1 �Pa at 1 m, rms�. The hydrophone was low-
ered to a depth of 1.6 m from the surface for all locations
�Fig. 1�. The analysis of the SPL distribution in the pen was
carried out in eight samples per location of 0.3 s �bandwidth
20 Hz–400 kHz, window type uniform, block size 240 000,
�f =3.3 Hz�, covering a total time period of 2.4 s. There was
a SPL gradient, but the average SPLs on the shallower west-
ern side were lower than SPLs on the deeper eastern side of
the floating pen due to sound propagation effects in the shal-
low water �Fig. 1�.

At 0830 h the transducer was placed in the water �Fig.
1�. Each session consisted of a 15 min baseline period �only
background noise�, immediately followed by a 15 min test
period �50 kHz continuous tone transmitted�. Usually three,
but sometimes four, sessions were conducted per day be-
tween 1030 and 1100, 1200 and 1230, 1330 and 1400, and
1700 and 1730 h. During the sessions, no people were al-
lowed on the pontoons, and the sound was switched on from
the equipment cabin. In total, 66 sessions were conducted
between 11 July and 3 August 1998. Sessions were carried
out under various tidal conditions, but not in rain or when the
wind speed was above Beaufort 4.

The underwater listening system, used to monitor the
audible part of the background noise during the sessions,
consisted of a hydrophone �Labforce 1 BV, model 90.02.01�,
a charge amplifier �Brüel & Kjaer, model 2635�, and a por-
table radio. The hydrophone was placed 1 m below the water
surface near the western side of the pen �Fig. 1�.

During the baseline and test periods the locations where
the animal surfaced were plotted on a map of the pen by an
observer �Fig. 1�. It was assumed that the surfacings indi-
cated the animal’s general swimming area �this was the case
when water clarity was good, and the animal could be seen
even when submerged�. The following response variables
were derived from the maps: �1� the mean distance of sur-
facings from the transducer during baseline and test periods,
and �2� the number of respirations during baseline and test
periods.

Statistical analysis was carried out on MINITAB version
14 for Windows �Ryan and Joiner, 1994�. The relationships
between the response variables and the environmental pa-
rameters were investigated in initial data screening by corre-
lation analysis, and were negligible, so the environmental
parameters were not taken into account in further analysis. A
separate analysis of covariance �ANCOVA� was carried out
on each of the response variables �mean distance from trans-
ducer to porpoise, and number of respirations during each
session�. The factor was the period �baseline or test�. The
session number was included as a covariate, in order to in-
vestigate the possible habituation effect throughout the ex-
periment. The distances and log transformed �log 10+1�
numbers of respirations conformed well to the assumptions
of analysis of variance �Zar, 1984�. A significance level of
5% was used.

III. RESULTS

In the 66 sessions, the porpoise was on average signifi-
cantly further from the transducer during test periods than
during baseline periods �ANCOVA results for factor “pe-
riod,” DOF �degrees of freedom�=1, F=13.5, P�0.001, for
covariate “session number,” DOF=1, F=1.35, not signifi-
cant�. During baseline periods, the porpoise swam in a rela-
tively small, oval area at the southern end of the pen, close to
the location of the transducer, but it moved northward when
the test signal was switched on �Fig. 1�. No habituation �ex-
pressed as changes in distance to the active transducer re-
lated to the covariate session number� was observed during
the 3 week study period.

The average number of respirations in baseline periods
was similar to that in test periods �ANCOVA results for fac-
tor period, DOF=1, F=0.87, not significant, for covariate
session number, DOF=1, F=15.2, P–0.0001�.

The 50 kHz signal had a deterring effect on the harbor
porpoise. When the test signal was switched on, the SPL in
the usual small swimming area of the porpoise during the

FIG. 2. Background noise level range in the floating pen �in dB re 1 �Pa, spectrum level�. Also shown are the harbor porpoise basic audiogram 50% detection
threshold level for 50 kHz tonal signals �Kastelein et al., 2002�, the theoretical masked detection threshold level caused by the background noise level in the
floating pen �for calculation see the Discussion�, and the avoidance threshold level for a 50 kHz continuous pure tone found in the present study.

1860 J. Acoust. Soc. Am., Vol. 123, No. 4, April 2008 Kastelein et al.: Letters to the Editor



baseline periods was estimated to be around 113�3 dB �re
1 �Pa, rms�. In the general area where the animal swam
during test periods, the SPL was estimated to be around
107�3 dB �re 1 �Pa, rms�. Thus, a received level of around
107 dB �re 1 �Pa, rms� was acceptable to this harbor por-
poise. An acoustic avoidance threshold SPL is defined as the
boundary SPL between areas that animals generally occupy
during sound emission and areas that they generally do not
enter during sound emission. Based on the SPL distribution
in the pen �Fig. 1�, the avoidance threshold SPL for the
50 kHz signal �in the context of the present study, and for
this particular harbor porpoise� is thus estimated to be around
108�3 dB �re 1 �Pa, rms�.

IV. DISCUSSION AND CONCLUSIONS

Only one frequency was tested because of time con-
straints: The animal had to be released at sea at the end of the
floating pen’s operational season. The pen was primarily
built for rehabilitation of stranded porpoises. However, this
study demonstrated that an ultrasonic tone can deter a harbor
porpoise from an area. It may be possible to use such an
acoustic deterrent to displace porpoises from fishing nets. A
harbor porpoise audiogram obtained after the present study
shows that porpoise hearing is more sensitive for 50 kHz
signals than for lower frequency signals �Kastelein et al.,
2002�.

During both baseline and test periods, the porpoise used
only a small portion of the available space in the floating
pen. All porpoises kept in the floating pen had favorite swim-
ming locations, which varied during the season and some-
times depended on the time of day. In general, the animals
stayed away from the small pens, perhaps because most hu-
man activities took place there.

It was unexpected that the animal did not habituate to
the 50 kHz sound, even after being exposed to it 66 times.
Maybe the short duration of the test sessions �15 min fol-
lowed by at least 1 h without the test sound� prevented ha-
bituation.

To check if the porpoise could detect the 50 kHz signal,
the theoretical masked detection threshold was calculated,
using the following formula: MDT=ABN+CR−DI, in
which MDT=theoretical masked detection threshold for pure
tone signals �dB re 1 �Pa�, ABN=average background noise
�spectrum level: 35 dB re 1 �Pa /�Hz�, CR=estimated por-
poise critical ratio at 50 kHz �35.8 dB�, DI=porpoise direc-
tivity index at 50 kHz �7.1 dB; from Kastelein et al., 2005b�.
The theoretical masked detection threshold for 50 kHz pure
tone signals under the background noise conditions during
the study is approximately 64 dB �re 1 �Pa, line level�. This
is well below the 107 dB �re 1 �Pa, rms� received level of
the harbor porpoise in the area it occupied during the test
periods �Fig. 2�. Consequently, the 50 kHz tone was not
masked by background noise during the study, and the tone
was audible to the porpoise in the entire pen.

The porpoise swam northward, away from the trans-
ducer, when the 50 kHz tone was presented in test periods.
At the SL offered, this sound therefore had a deterring effect

on the harbor porpoise. The lack of an effect of the continu-
ous 50 kHz tone on the respiration rate suggests that the
porpoise, by swimming away, was able to go to a location in
which the SPL of the signal was comfortable �around 107 dB
re 1 �Pa�. The avoidance threshold SPL found in this study
is for a 50 kHz continuous pure tone, for this particular har-
bor porpoise in this particular context. Since only one animal
was available, it may be risky to extrapolate the findings of
the present study to all members of the species. The animal’s
hearing sensitivity was not investigated. In addition, age,
sex, location, experience and many other factors may influ-
ence the behavior of individuals �Kastelein et al., 2005a�.
Therefore this study should be repeated in the future when
more porpoises become available for research, to investigate
whether the responses of the animal in the present study were
representative of those of its species.
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A procedure is demonstrated to quantitatively evaluate the acoustic radiation forces in microfluidic
particle manipulation chambers. Typical estimates of the acoustic pressure and the acoustic radiation
force are based on an analytical solution for a simple one-dimensional standing wave pattern. The
complexities of a typical microfluidic channel limit the usefulness of this approach. By leveraging
finite elements, and a generalized equation for the acoustic radiation force, channel designs can be
investigated in two and three dimensions. Calculations and experimental observations in this report
and the literature, confirm these claims. © 2008 Acoustical Society of America.
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I. INTRODUCTION

The motivation for this letter is to report on a modeling
approach to evaluate the acoustic radiation force field in mi-
crofluidic acoustic separation devices.1 Typical solutions be-
gin with a one-dimensional approximation of the standing
wave pattern based on the wave equation and incorporate
piezoelectric effects.2,3 However, microfluidic particle sepa-
ration and sample preparation devices usually do not have
geometries that can be easily idealized as one-dimensional
systems.4–7 Thus the accuracy of these modeling estimates
has been limited. In addition, the size and fluidic require-
ments of these systems tend to favor characteristic lengths of
the fluidic channels that are on the order of the structural
wavelengths of the operation frequency. Therefore, modeling
approaches that address the significant two- and three-
dimensional effects are necessary.

Modeling the complexity of fluid-structure-piezoelectric
systems in microfluidic settings necessitates the use of mul-
tiphysics finite element codes. Commercial codes are readily
available to address the modeling requirements. However,
the resulting solution is typically the pressure field in the
fluid and displacement field in the elastic and piezoelectric
structure.8 For complicated two- and three-dimensional
sound fields, simply locating the pressure node and antinodes
can lead to inaccurate predictions where microparticles will
migrate. Also, a useful figure of merit for evaluating design
performance is the time averaged energy density of the fluid
region, which requires estimates for the pressure and velocity
fields in the fluid.9 A generalized formulation for the energy
density and the radiation force fields in two- and three-
dimensional geometries is developed.

II. THEORETICAL FORMULATION

The solution method approaches the problem by con-
structing a finite-difference approximation of the generalized

equation for the radiation force on a small particle �ka�1�,
in a standing wave field,2,10

F = 4
3�a3�B���KEa�� − �1 − �����PEa��� . �1�

The force, F, is a combination of the gradients of the time-
averaged kinetic energy, �KEa�, and time-averaged potential
energy, �PEa�, with, B=3��−�0� / �2�+�0� and �=� /�0.
Here, the density the fluid and particle are �0 and �0, respec-
tively, and the bulk compressibility of the fluid and particle
are �0 and �, respectively. If we expand the time-averaged
energy terms as a functions of pressure, and realizing that,
��t�=1 /�	−�

t �p���d�, then without any loss of generality,
the time-averaged kinetic energy is

�KEa� = lim
T→�

1

T



0

T �

2�
−�

t 1

�
��p����d��2

dt , �2�

and the time averaged potential energy is

�PEa� = lim
T→�

1

T



0

T 1

2�c2 p2�t�dt . �3�

Application of Parseval’s theorem in conjunction with
second-order approximations for the spatial and temporal de-
rivatives in Eq. �2� results in a discrete approximation for the
time-averaged kinetic energy,11,12

�KEa�i,j,k 
1

2	�
�� P̂i+1,j,k − P̂i−1,j,k

2
x
�2

+ � P̂i,j+1,k − P̂i,j−1,k

2
y
�2

+ � P̂i,j,k+1 − P̂i,j,k−1

2
z
�2� . �4�

Similarly, the discrete time-averaged potential energy is

�PEa�i,j,k 
1

2�c2 �P̂i,j,k�2. �5�a�Electronic mail: fisher34@llnl.gov
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The spatial indices i , j and k correspond to x, y, and z

directions and P̂i,j,k is the complex pressure amplitude. For
clarity the index for each frequency component correspond-
ing to each 	 as not been shown. Equations �4� and �5� are
combined into Eq. �1� resulting in

Fi,j,k =
4�a3

3
�B�� �KEa�i+1,j,k − �KEa�i−1,j,k

2
x
�

+ � �KEa�i,j+1,k − �KEa�i,j−1,k

2
y
�

+ � �KEa�i,j,k+1 − �KEa�i,j,k−1

2
z
��

+ �1 − ���� �PEa�i+1,j,k − �PEa�i−1,j,k

2
x
�

+ � �PEa�i,j+1,k − �PEa�i,j−1,k

2
y
�

+ � �PEa�i,j,k+1 − �PEa�i,j,k−1

2
z
��� . �6�

Equation �6� relates the pressure field in the fluid to a
vector representing the acoustic radiation force at the loca-

tion �i , j ,k�. Thus given any pressure field P̂i,j,k, defined on a
known computational grid, the corresponding radiation force
field can be determined. Of particular use in determining the
performance of a particular geometry is the resultant time-
averaged and spatially averaged energy density

�ED� = �
i

�
j

�
k

��KEa� + �PEa��i,j,k. �7�

Equation �7� is a figure of merit, for quickly analyzing the
maximum amount of available energy that can be utilized by
the acoustic force field on small particles.

III. MODELING AND EXPERIMENTAL SETUP

A two-dimensional numerical simulation was performed
to generate the pressure field as a function of position and

frequency, P̂i,j,k�	� in the fluid channel. The simulation re-
sults were obtained using ATILA, a multiphysics finite ele-
ment package.8 The code can simulate coupled fluid, elastic,
and piezoelectric effects in either one, two, or three dimen-
sions. The required elastic input parameters are based on the
bulk modulus, Poisson ratio, and density. The piezoelectric
materials require the appropriate piezoelastic coefficients,
defining a poling direction and electrical boundary condi-
tions. Figure 1 depicts a two-dimensional model of a micro-
fluidic acoustic separation device currently under investiga-
tion. The design is similar to a previously published device.1

Here, a thin layer of thickness poled PZT is bonded to the
lower surface of a silicon wafer. Fluid channels are etched
into the upper surface of the silicon layer and a glass layer is
bonded to the upper surface. The resulting encapsulated vol-
ume is where the acoustic force will interact on the flow. The
computational mesh is shown for completeness. The result-
ing pressure field Pi,j is calculated at a series of discrete
frequencies between 0.5 and 4.5 MHz. A 1 V drive voltage

was used in the finite element computation. The calculated
pressure field is then input into Eqs. �4�–�7� to calculate the
channel energy density and determine the corresponding
acoustic radiation force field as functions of position and
frequency. The sign on the force is determined in part by the
material properties of the particles and the fluid. For this
analysis we are assuming soft solid particles in a “stiff” liq-
uid where ����0� and ����0� �e.g., latex spheres in water�.
Thus conventional wisdom suggests that the direction of the
force vectors will tend to migrate particles toward pressure
minimums.7

An experimental platform of the microfluidic system
was fabricated similar to published designs.1 Top and bottom
views of the device are shown in Fig. 2. The device has the
same in-plane dimensions and construction as described in
Fig. 1, the working length of the channel is �31 mm. The
PZT chip is glued to the silicon layer and driven by a single
sinusoidal voltage V�	� where the frequency, 	, is chosen
from peak values of the calculated energy density. The am-
plitude of the experimental drive voltage was 5 Vpk-pk. Water
with latex microspheres �5 �m in diameter and concentra-
tions �105 ppml� are injected into the microchannel at the
inlet ports. A syringe pump is used to obtain a consistent

FIG. 1. Two-dimensional computational region for the ATILA finite element
code. The planar structure is comprised of an upper glass layer, and a silicon
wafer in the middle with a fluidic channel etched into the upper surface. The
structure is acoustically driven into resonance by a thin thickness poled PZT
layer, bonded to the bottom of the silicon wafer. The fluid flow is perpen-
dicular into the modeled plane. Dynamic flow behavior of the fluid is not
taken into account in this approximation.

FIG. 2. The experimental micro fluidic chip �H-bridge� test package, owing
to similar designs found in the literature. �Ref. 1�. Here, the PZT is bonded
to the silicon layer and plastic surface mounted fluidic ports are used to
couple the fluid and beads from a syringe pump into the focusing channel.
The channel splits at the ends resulting in two inlet and two exit ports. A
wide variety of separation, mixing, and fractionation schemes can be real-
ized with this design.
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volumetric flow rate of 0.03 ml /min through the device. As
the mixture of latex spheres and water flows through the
microchamber, the force field generated by the standing
wave pattern in the fluid concentrates the particles into re-
gions where the force vectors converge. Focused streams of
particles continue through the device and flow out the exit
ports.

IV. RESULTS

The time and spatially averaged energy density �ED� for
the two-dimensional fluid region is plotted as a function of
drive frequency f i=2�	i, in Fig. 3. Several frequencies
show energy densities in excess of 5�103 J /m3. Large en-
ergy densities indicate potentially useful operating conditions

for manipulation of particles. However, this is not always the
case. The energy density may be quite large for a given fre-
quency, but the corresponding force field in the microchannel
is not focused. Conversely, there are regions where there is
very little energy in the fluid �implying that all of the energy
is in the elastic structure� and useful focusing fields, but the
lack of available energy precludes the efficient control of
particles.

Using Fig. 3 as a guide, two representative operating
frequencies are chosen at 1.405 and 2.9398 MHz and pre-
sented in Fig. 4. The upper image is a microscope view of
the channel through the glass substrate as the fluid and latex
spheres flow from the inlet to the exit through the standing
wave pattern in the channel. The dashed white lines corre-
spond to the channel boundaries �the right wall of the chan-
nel is obscured by a misaligned electrode on the glass�. The
particles �seen here as white cloudy regions� are focused into
zones parallel with the flow direction. The bright spherical
areas, consistent in each image, are spurious reflections from
the upper surface of the glass. The lower image is the two-
dimensional numerical estimate of the pressure field, or-
thogonal to the flow direction. The acoustic radiation force
�quiver plot� is superimposed onto the pressure field to show
the relation between the focusing regions and the pressure
field.

The dark regions in the numerical results represent re-
gions of minimal pressure �nodes� in the sound field and the
light regions are pressure maximums �antinodes�. The orien-
tation of the particles in the channel corresponds to half
wavelength n�� /2� �n=2 and 4� distributions across the
width of the channel. At 1.454 MHz, the pressure field and
the corresponding force field �Eq. �6�� drive the latex spheres
to the pressure minimums �nodes� of the channel, which is
consistent with observations stated in the open
literature.1,3,4,7 When the channel is driven at 2.939 MHz, the
nodal pattern of the pressure field and the force plots are the

FIG. 3. Theoretical energy density in the water as a function of frequency
for the two-dimensional channel described in Fig. 1. The amplitude of the
drive voltage is 1 V. Several frequencies show energy densities in excess of
5�103 J /m3. Large energy densities indicate potentially useful operating
force fields for manipulation of particles. Conversely, useful force field dis-
tributions may have small energy densities ��1�103 J /m3�, thus exhibiting
weak performance and little utility.

FIG. 4. �Color online� Two representative operating conditions of the microfluidic channel f =1.454 and 2.939 MHz. The upper images are a microscope view
of the channel through the glass substrate as the fluid and latex spheres flow from the inlet to the exit through the standing wave pattern in the channel. The
focused particles are the long white cloudy regions parallel to the flow. The dashed white lines indicate the actual channel walls. The lower images are the
two-dimensional numerical estimate of the pressure field from ATILA and a vector plot corresponding to the direction of the acoustic force fields calculated
from Eq. �6�. Here the dark regions represent nodes in the sound field and the light regions are antinodes.
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inverse of the conventional predictions. Here the force vec-
tors are directing the latex spheres to three regions in the
fluid channel which are pressure maximums �antinodes�. Fig-
ure 5 shows another example where the net forcing effect on
the particles is not obvious. Here, the channel is operating at
3.822 MHz and a single line of latex beads focused at the
center of the channel. The pressure and force plot shows that
once again the particles are being concentrated by the force
field yet, contrary to convention, at that location is a strong
pressure antinode. Clearly, the pressure field alone is not an
accurate indicator for the functionality at a given frequency.
The contribution of the velocity field, through the gradient of
the kinetic energy, improves the prediction where the par-
ticles will concentrate.

Interestingly, the one-dimensional theory predicts a
single half wavelength mode at approximately 0.75 MHz,
which has been reported as ill suited for focusing due to the
weak strength of the available radiation force.1 Inspection of
Fig. 3 reveals a sharp drop in the energy density below
1 MHz for this design, which supports this observation. The
calculated half-wavelength solution based on the finite ele-
ment approximation is at 0.861 MHz, with an available en-
ergy density of approximately 200 J /m3, which is still far
below typical useful energy densities.

V. CONCLUSIONS

A method to assess the performance and focusing capa-
bilities of microfluidic particle separation devices has been

presented. Simple analytical approximations are not suffi-
cient to approximate the higher order modes, which may
have useful operational functionality. Modeling and experi-
ments of a typical device illustrate the complexity of the
sound field and the corresponding force fields. Two-
dimensional estimates for the pressure field and correspond-
ing force field compare well with experiments. The approach
can easily be expanded into three dimensions when charac-
teristic lengths dictate. Future work will entail calibration
and actual force estimates based on particle size and drive
voltage.
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Typically, sound speed in gases is smaller and mass density is much smaller than in liquids, resulting
in a very strong acoustic impedance contrast at a gas–liquid interface. Sound transmission through
a boundary with a strong impedance contrast is normally very weak. This paper studies the power
output of localized sound sources and acoustic power fluxes through a plane gas–liquid interface in
a layered medium. It is shown that, for low-frequency sound, a phenomenon of anomalous
transparency can occur where most of the acoustic power generated by a source in a liquid
half-space can be radiated into a gas half-space. The main physical mechanism responsible for
anomalous transparency is found to be an acoustic power transfer by inhomogeneous �evanescent�
waves in the plane-wave decomposition of the acoustic field in the liquid. The effects of a liquid’s
stratification and of guided sound propagation in the liquid on the anomalous transparency of the
gas–liquid interface are considered. Geophysical and biological implications of anomalous
transparency of water–air interface to infrasound are indicated.
© 2008 Acoustical Society of America. �DOI: 10.1121/1.2874631�

PACS number�s�: 43.20.El, 43.20.Bi, 43.28.Dm, 43.30.Jx �RMW� Pages: 1866–1879

I. INTRODUCTION

The absolute value of the plane-wave reflection coeffi-
cient at a plane interface of two homogeneous media tends to
unity and the interface becomes a perfect reflector, when the
ratio of impedances of the two media tends to zero or infin-
ity. In acoustics, the ratio of impedances is especially large at
a gas–liquid interface as long as sound speeds in gases are
usually several times smaller, while the mass density of
gases is typically several orders of magnitude smaller than in
liquids. For instance, in the geophysically important special
case of air–water interface, under normal conditions the ratio
of the sound speed in water to that in air n�4.5, while the
ratio of the mass density of air to that of water m�0.0013.
When considering the acoustic field due to a source in a
liquid or a gas, the gas–liquid interface is usually replaced by
a perfectly reflecting �respectively, pressure release or rigid�
boundary �Ref. 1, p. 134; Ref. 2, p. 90�.

Transmission of sound through an interface into a homo-
geneous half-space can be characterized by the ratio of
acoustic power radiated by the transmitted sound wave to the
source output, i.e., the total acoustic power emitted by the
source. The ratio is referred to as acoustic transparency, T, of
the interface; 0�T�1. For a plane wave incident on the
interface from the liquid, T decreases steadily from T
=4mn�m+n�−2 at normal incidence to T=0 at a zero grazing
angle �Ref. 3, p. 24�. Calculations of acoustic power trans-
mission through gas–liquid interfaces, which rely on ray-
theoretical concepts, predict transmission of a small fraction
of the incident power, with the transparency of the interface
being of the order of the impedance ratio �Ref. 1, p. 143;
Ref. 4; Ref. 5, p. 134�. For a source with a directivity pattern,

which is symmetric with respect to the horizontal plane but
is otherwise arbitrary, the ray theory predicts that T does not
exceed 2m /n, or 0.06% for the air–water interface.

Recently, Godin6 established theoretically that acoustic
power transmission through a plane interface of gas and liq-
uid homogeneous half-spaces increases dramatically, when a
point sound source is located in the liquid at a distance from
the interface that is small compared to the acoustic wave-
length. Rather counterintuitively, most of the acoustic power,
which is emitted by a shallow, low-frequency source, can be
radiated into the gas.6 This phenomenon of anomalous trans-
parency has been shown to be robust with respect to the
roughness of the gas–liquid interface, provided the rough-
ness height is small compared to the acoustic wavelength in
the gas and the source separation from the interface.7 A por-
tion of the results reported in Ref. 6 has been rederived in a
recent paper.8

Earlier work on sound transmission through the gas–
liquid interface is briefly reviewed in Chap. 1 of Ref. 9 and
in Ref. 10. Theoretical10–25 and experimental18,22–24,26–29

studies focused primarily on sound transmission under water
from a source in air due to the existence of powerful airborne
noise sources �such as helicopters,28 propeller-driven
aircraft,10,23 and supersonic transport, including the sonic
booms it generates22,24,25,29�. The studies were motivated, in
part, by the use of airplane-generated sound for acoustic re-
mote sensing of the ocean10,23 and concerns about possible
effects of the airborne sources on marine life.22,28 Deep in-
sights into sound transmission of a spherical wave through
an interface with a strong density contrast were obtained by
Brekhovskikh.30,31 He considered transmitted waves at large
�compared to wavelength� lateral separations between a point
source and a receiver and showed, in particular, that when a
point source is located in a liquid close to a gas–liquid inter-
face, the geometrical �ray� component of the field in the gasa�Electronic mail: oleg.godin@noaa.gov
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is small compared to diffraction corrections associated with
evanescent plane waves emitted by the source �Ref. 30; Ref.
31, p. 302�. The evanescent waves also play a key role in the
occurrence of an anomalous transparency, but the power flux
through the interface, which is responsible for the phenom-
enon, takes place at small distances of the order of acoustic
wavelength or less from the source.6

With the gas–liquid interface being acoustically trans-
parent at low frequencies, rather than an almost perfect mir-
ror as previously believed, the feasibility of acoustic commu-
nication through such an interface as well as possible
manifestations of natural underwater sound sources in the
acoustic field in the atmosphere need to be reevaluated.
However, the anomalous transparency has been
demonstrated6 only for a highly idealized model of two ho-
mogeneous half-spaces in contact. In both laboratory and
geophysical settings the extent of the liquid in the direction
normal to the interface is limited by a reflective boundary
�bottom�. In this paper, we investigate the influence of liquid
stratification and a reflective bottom on sound transmission
through a gas–liquid interface. To elucidate conditions of and
physical mechanisms responsible for the anomalous transpar-
ency, sound transmission from a liquid into a gas is com-
pared with transmission in the opposite direction for various
source types.

The remainder of this paper is organized as follows. The
role of inhomogeneous plane waves in sound radiation by a
point source in a homogeneous layer and in acoustic power
fluxes through the layer’s boundaries is considered in Sec. II.
The particular case of the interface of homogeneous liquid
and gas half-spaces is analyzed in Sec. III. The effects of
guided propagation are studied, and the results of Sec. II are
extended to an arbitrary stratified liquid and a liquid with a
solid bottom in Sec. IV. Section V summarizes our findings.

II. ACOUSTIC POWER TRANSMISSION AND SOURCE
OUTPUT

Here we introduce Cartesian coordinate system R
= �x ,y ,z�. The parameters of the medium are functions of the
coordinate z, which will be called the vertical coordinate and
is assumed to be increasing downwards. All interfaces are
parallel to the horizontal plane xy. Half-space z�0 is occu-
pied by a light fluid �gas� with sound speed c1 and mass
density �1 �Fig. 1�. Half-space z�H can be either a fluid or
an isotropic solid. Sound speed and mass density in the ho-
mogeneous dense fluid �liquid� layer 0�z�H are c2=nc1,
�2=�1 /m, respectively. We are interested in a case in which
the refraction index n�1 and the gas–liquid mass density
ratio m�1, but first we will derive results applicable in a
general layered �i.e., one-dimensionally inhomogeneous�
medium.

Let a point source be situated at a point R0= �0,0 ,z0�,
0�z0�H in the homogeneous layer. Acoustic pressure p1

due to the source in the absence of interfaces z=0 and z
=H and actual acoustic pressure p2 within the layer are given
by integrals over plane waves:

pj�R� = �2��−1i� d2qeiq·R�2
−1Qj�q� , �1�

Q1 = Sg�q�ei�2�z−z0�, g = 0.5�3 − �z − z0�/�z − z0�� , �2�

Q2 = �1 − V1�q�V2�q�e2i�2H�−1

��Sg�q�ei�2�z−z0� + S1�q�V2�q�ei�2�2H−z−z0�

+ S2�q�V1�q�ei�2�z+z0� + S3−g�q�V1�q�V2�q�

�ei�2�2H−�z−z0��� , �3�

where components of the two-dimensional vector q
= �q1 ,q2 ,0� take all real values, q��q�; �s= �ks

2−q2�1/2,
Im �s	0; ks=
 /cs, s=1,2; 
 is sound frequency, and V1�q�
and V2�q� are reflection coefficients of incident plane waves
with the wave vectors �q1 ,q2 ,−�2� and �q1 ,q2 ,�2� from half-
spaces z�0 and z�H, respectively. Plane-wave spectra
S1�q� and S2�q� define the point sound source and describe
the directivity of sound radiated by the source into the lower
and upper hemispheres. Time dependence exp�−i
t� of cw is
assumed and suppressed. Being defined in Eq. �2�, the sub-
script g takes values 1 or 2 in Eqs. �2� and �3� depending on
the observation point location relative to the sound source.
The integral representation �1� includes homogeneous plane
waves �q�k2 , Im �2=0� as well as inhomogeneous �evanes-
cent� plane waves �q�k2 ,Re �2=0�, the amplitude of which
varies exponentially with z.

As will become clear later, source directivity, including
relative weight of homogeneous and inhomogeneous plane
waves in the spectra S1�q� and S2�q�, plays a major role in
sound transmission through a gas–liquid interface. For a
monopole sound source of unit magnitude with p1= p0, p0

=R0
−1 exp�ik2R0�, R0= �x2+y2+ �z−z0�2�1/2, we have S1=S2

=1 �Ref. 9, p. 3�. When S1=−S2= i�2 /k2, we have a vertically
oriented dipole source with p1=k2

−1�p0 /�z. The spectra S1

=S2= iq1 /k2 correspond to a horizontal dipole source with
p1=k2

−1�p0 /�x. If the half-spaces z�0 are homogeneous, V1

is the Fresnel reflection coefficient �Ref. 3, p. 21�:

V1 = �m�2 − �1�/�m�2 + �1� . �4�

The integral representations �1� and �3� for the acoustic
field p2 in a layer with reflective boundaries is obtained from
the integral representations �1� and �2� of p1 by summing
contributions of plane waves with a different number of re-
flections from the boundaries, as in Ref. 3 �p. 29�, and of
plane waves originally emitted into the upper and lower

FIG. 1. �Color online� Geometry of the problem. Sound source is located at
a point �0,0 ,z0� in a liquid layer between a gas half-space z�0 and a liquid
or solid half-space z�H. Plane-wave reflection coefficients at the bound-
aries z=0 and z=H of the layer are V1 and V2.
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hemispheres. For a monopole �i.e., omnidirectional� source,
Eqs. �1� and �3� reduce to a previously known result �Ref. 9,
p. 393�.

We will characterize sound transmission through the in-
terface z=0 by time-averaged acoustic power flux J21 from
the layer into the half-space z�0 and by acoustic transpar-
ency, defined as the ratio of J21 to the source output Jt, i.e.,
the total acoustic power emitted by the source. In a mono-
chromatic sound field, acoustic power flux density averaged
over wave period is �Ref. 9, p. 387�

j = �2
��−1 Im�p* � p� . �5�

Here, the asterisk denotes complex conjugation. Integrating
the vertical component of j over the plane z= +0, from Eqs.
�1� and �3� we obtain

J21 =
J0

4�k2
� d2q	S2�q� + S1�q�V2�q�e2i�2�H−z0�

1 − V1�q�V2�q�e2i�2H 	2

�Re
1 − �V1�2 + 2i Im V1

�2
�e−2z0 Im �2, �6�

where J0=2� /�2c2 is the acoustic power radiated by the
monopole source of unit magnitude in the absence of the
interfaces z=0 and z=H. Similarly, the acoustic power flux
into half-space z�H is

J23 =
J0

4�k2
� d2q	S1�q� + S2�q�V1�q�e2i�2z0

1 − V1�q�V2�q�e2i�2H 	2

�Re
1 − �V2�2 + 2i Im V2

�2
�e−2�H−z0�Im �2. �7�

Acoustic pressure decreases as r−1, where r= �x2+y2�1/2,
at r→� �Ref. 9, p. 151�, there is no power flux to infinity
within the layer 0�z�H, and

Jt = J21 + J23, �8�

unless propagating normal modes or surface waves are sup-
ported by the layered medium. In the latter case, the power
flux carried out to infinity within the layer 0�z�H by
guided waves �normal modes and surface waves� should be
added to J21+J23 to obtain Jt. We will assume that, because
of energy leakage to �z�→� or sound absorption at z�H, the
amplitudes of the guided waves, if any, decrease exponen-
tially with r. Then, Eq. �8� is valid regardless of the existence
of guided waves. Moreover, integrands in Eqs. �1� for p2, �6�
and �7� considered as a function of q have no poles at real q.
Note that, according to Eq. �8�, the output of a given sound
source depends on the reflection coefficients V1,2 because
reflected waves affect acoustic pressure at the source loca-
tion, against which the source performs its work. In other
words, the radiation impedances of homogeneous and inho-
mogeneous environments differ �see Ref. 9, p. 396�.

Equations �6�–�8� show that power fluxes are additive in
plane waves with different values of the horizontal wave
vector q, but not necessarily for plane waves with the same q
and opposite vertical components of the wave vector. In the
case of a homogeneous medium V1=V2=0, and from Eqs.
�6� and �7�, one obtains

J21 =
J0

4�k2
�

q�k2

d2q�S2�q��2/�2,

�9�

J23 =
J0

4�k2
�

q�k2

d2q�S1�q��2/�2.

Hence, only homogeneous plane waves contribute to time-
averaged power fluxes; evanescent waves do not contribute
to the source output. This is not necessarily the case in an
inhomogeneous medium. Although the vertical component of
the power flux is zero in a monochromatic inhomogeneous
wave with the wave vector �q1 ,q2 , � i��2 � �, superposition of
such inhomogeneous plane waves with opposite signs of the
vertical component of the wave vector results in a nonzero
power flux in the vertical direction, provided Im V1,2�0, i.e.,
there is a phase shift between an incident and reflected eva-
nescent wave.

III. TWO HOMOGENEOUS FLUIDS WITH A STRONG
DENSITY CONTRAST

A. Sound transmission from liquid to gas

Consider sound transmission through a plane interface
of two homogeneous fluids with sharply distinct mass densi-
ties: m�1, and with sound speed being greater in the denser
fluid: n�1. The source output and acoustic power fluxes in
this problem are obtained from general equations of Sec. II
by letting V2=0 and using Fresnel Eq. �4� for the reflection
coefficient V1. Equations �6� and �7� give

J21 = J21
�h� + J21

�e�,

�10�

J23 =
J0

4�k2
�

q�k2

d2q

�2
	S1�q�e−2i�2z0

− S2�q�
1 −
2m�2

m�2 + �1
�	2

,

J21
�h� =

mJ0

�k2
�

q�k2

d2q
�1�S2�q��2

�m�2 + �1�2 ,

�11�

J21
�e� =

mJ0

�k2
�

k2�q�k1

d2q
�1�S2�q��2

m2��2�2 + �1
2e−2z0��2�.

The integrals in Eqs. �10� and �11� are taken over finite do-
mains and are absolutely convergent. Their numerical evalu-
ation presents no difficulty. Theoretical analysis of Eqs. �10�
and �11� is simplified by the fact that all integrands are non-
negative. Only homogeneous plane waves contribute to the
power flux J23, which is radiated to infinity within the dense
�liquid� half-space z�0. J23 is affected by interference of
direct and reflected waves, which enters through the factor
exp�−2i�2z0� in the integrand in Eq. �10�; J23 is close to its
value in the limit m→0, where the interface z=0 becomes a
pressure-release boundary with the reflection coefficient V1

=−1. Note that, because of the destructive interference of
direct and reflected waves, J23 becomes very small compared
to its value in a homogeneous medium for sources with a
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directivity pattern symmetric with respect to the horizontal
plane �S1�q�=S2�q��, when z0→ +0; J23=O�m2� in this limit.
In the opposite case, when z0→�, exp�−2i�2z0� becomes a
rapidly oscillating factor, and one can replace �S1e−2i�2z0

−S2�1−2m�2 / �m�2+�1���2 by �S1�2+ �S2�2�1−2m�2 / �m�2

+�1��2 in the integrand in Eq. �10�. It follows then from Eqs.
�9�–�11� that the source output at large z0 reduces to the
output of the same source in a homogeneous fluid.

Acoustic power flux J21 into the rarified �gas� half-space
z�0 contains contributions due to homogeneous, J21

�h�, and
inhomogeneous, J21

�e�, waves. Both contributions J21
�h� ,J21

�e�

=O�m� and are small compared to J0, when m�1. In the
high-frequency limit 
→�, one obtains J21=J21

�h�, when z0

�0. The same result for J21 can be obtained by solving the
problem in the geometrical acoustics �ray� approximation
�Ref. 9, p. 18�. In this approximation, J21 is independent of
source position and decreases with n. According to Snell’s
law �Ref. 3, p. 20�, the interval k2�q�k1 of wave numbers
in Eq. �11� corresponds to incident plane waves, which are
evanescent in the liquid half-space z�0 and become homo-
geneous �propagating� plane waves in the gas half-space z
�0 upon refraction. Incident homogeneous plane waves
upon refraction carry acoustic power in directions making
angles 0�1�� with the normal to the interface, where �
=arcsin n−1, while incident evanescent waves are responsible
for energy flux in the directions ��1�� /2. Ratio E
=J21

�e� /J21
�h� of the contributions of the evanescent waves and

homogeneous plane waves depends on source directivity,
nondimensional distance k2z0 from the source to the inter-
face, and the refraction index n. It is insensitive to the den-
sity ratio m as long as m�1. The contribution J21

�e� of the
evanescent waves decreases monotonically with k2z0; J21

�e�

�1 /k2z0 at k2z0�1.
When n2 is large, the domain of integration in Eq. �11� is

much larger for J21
�e� than for J21

�h�, and, if the dimensionless
source distance from the interface k2z0�1, the inhomoge-
neous plane waves provide a dominant contribution to the
energy flux into the rarified �gas� half-space �Fig. 2�. For

point multipole sources, the ratio E�z0� of power fluxes
through the interface due to inhomogeneous and homoge-
neous waves increases with the order of the multipole be-
cause plane-wave spectra of multipoles are obtained from the
spectrum of the monopole by multiplying by integer powers
of respective wave-vector components, and the relative
weight of inhomogeneous waves compared to homogeneous
ones increases with the multipole order. In particular, for
monopole and dipole sound sources we find from Eq. �11�
that E=2n2�1+O�m+n−2�� and E= �8n4 /3��1+O�m+n−2�� in
the limit z0→ +0.32 Consider vertical–vertical �vv�,
horizontal–horizontal �hh�, and vertical–horizontal �vh�
quadrupole point sound sources, which generate acoustic
pressure fields p=k2

−2�2p0 /�z2, p=k2
−2�2p0 /�x2, and p

=k2
−2�2p0 /�x�z, respectively, in an unbounded liquid. For vv

and hh quadrupoles E= �16n6 /5��1+O�m+n−2��, while for
the vh quadrupole E= �32n6 /5��1+O�m+n−2��, according to
Eq. �11�. In the important special case of air–water interface,
where n=4.5,m=1.3�10−3 under normal conditions, the
contributions of inhomogeneous waves into the acoustic
power flux into air exceed those of homogeneous waves by
more than 16, 30, and 47 dB for sufficiently shallow mono-
pole, dipole, and vh quadrupole sources in water �Fig. 2�.

The acoustic power flux into the gas half-space,
�1+E�z0��J21

�h�, approaches its ray-theoretical value at k2z0

�1 and steadily increases with decreasing sound frequency
or the distance z0. When n2�1 and m�1, energy flux in
inhomogeneous waves results in a dramatic increase in
sound transmission through the interface, when the nondi-
mensional source distance from the interface, k2z0, decreases
and becomes less than unity. This phenomenon is referred to
as anomalous transparency.6

B. Sound transmission from gas to liquid

To better understand the anomalous transparency, it is
instructive to examine the variation of the acoustic field,
when a sound source approaches and then crosses the inter-
face. To be specific, consider a monochromatic source of
volume velocity �also known as volume-infusion source�. It
can be visualized, for instance, as a pulsating sphere. In qui-
escent fluids the point source of volume velocity is a mono-
pole, with the pressure field in a homogeneous fluid propor-
tional to the product of the amplitude of the volume velocity
oscillations and the mass density �Ref. 9, p. 136�. We further
assume that the magnitude and frequency of the monochro-
matic volume velocity created by the source are independent
of its position. �For a pulsating sphere, it means that the
mean radius of the sphere as well as the magnitude and fre-
quency of the radius oscillations are kept constant.� A source,
which generates an incident wave with acoustic pressure p0

=R0
−1 exp�ik2R0�, when located in the liquid half-space �i.e.,

at z0�0�, will generate an incident wave with pressure
mR0

−1 exp�ik1R0�, when located in the gas half-space �i.e., at
z0�0�. Total acoustic power radiated by the source located
in an unbounded gas is mnJ0.

When the source is located on the gas side of the gas–

FIG. 2. �Color online� Relative contribution of inhomogeneous waves into
sound transmission through a liquid–gas interface. Ratio E of acoustic
power fluxes into a uniform gas half-space from a uniform liquid half-space
due to inhomogeneous �evanescent� and homogeneous incident plane waves
is shown as a function of nondimensional source depth k2z0 for various
source types: �1� monopole, �2� vertical dipole, �3� horizontal dipole, �4�
vertical–horizontal quadrupole, �5� vertical–vertical quadrupole, and �6�
horizontal–horizontal quadrupole. Mass density ratio m=0.0013 and refrac-
tion index n=4.5.
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liquid interface, similar to a derivation in Sec. II, we find
power fluxes J12 into the liquid and J11, which is radiated to
infinity within the gas half-space:

J11 =
mJ0

2k2
�

0

k1 	e2i�1z0 +
�1 − m�2

�1 + m�2
	2qdq

�1
,

�12�

J12 =
2m2J0

k2
�

0

k2 �2qdq

��1 + m�2�2 .

Integration in Eq. �12� for J11 is over those q values, which
correspond to homogeneous plane waves in the gas. Integra-
tion for J12 is over a smaller range of q values, which corre-
spond to homogeneous plane waves in the liquid. With a
sound source located in a medium with lower sound speed,
unlike the case z0�0 considered earlier, inhomogeneous
waves do not contribute to the time-averaged power fluxes.
The power flux into the liquid J12=2m2J0�1− �n2

−1�1/2 arctan�n2−1�−1/2�=O�m2 /n2� and is independent of
the source position. The power flux J11=O�mn�, is much
larger than J12, oscillates with z0 variation due to the inter-
ference of incident and reflected waves, and is close to its
value J11=mnJ0�1+ �2k1z0�−1 sin 2k1z0� in the limiting case
of a rigid boundary at z=0. The source output J11+J12

=J11�1+O�m /n���J11.
Comparison of Eqs. �10� and �11� �with S1=S2=1� to

Eq. �12� shows that J21�z0= +0�=J11�z0=−0�, J23�z0= +0�
=J12�z0=−0� �Fig. 3�. The continuity of the power fluxes,
which are radiated to infinity within the liquid and gas half-
spaces, when the monopole source crosses the gas–liquid
interface, is a manifestation of a more general property of
continuity of the acoustic field as a function of the position
of a source of volume velocity, which is discussed in Sec. IV.

Note that, for the monopole source in liquid far from the
interface, acoustic power flux J21�J21

�h�=2mJ0 / �1+�n2−1�
�J11�z0=−0�. Thus, the strong increase of J21, when k2z0

�0 decreases and n2�1, can be understood as a conse-
quence of the continuity with respect to z0 of the energy flux
radiated to infinity within the gas half-space. Radiation into
gas from a very shallow monopole source in liquid is the
same as from the source on the interface, which is not at-
tenuated �and in fact is enhanced� by the interface. According
to Eq. �11�, the relative increase in the power flux into the
gas half-space, when k2z0 goes from positive infinity to zero,
is, unlike the magnitude of the power flux, insensitive to the
mass density ratio, as long as m�1, and is determined by the
refraction index n �Fig. 3�.

C. Acoustic transparency of the interface

Transparency of the interface T�z0�=J21 / �J21+J23�,
when k2z0�0, and T�z0�=J12 / �J11+J12�, when k2z0�0. By
definition, 0�T�1 and is generally discontinuous at z0=0.
When a monopole source is located in the gas, transparency
changes with z0 only because of J11 variations, is small com-
pared to unity, and admits an estimate T=O�m /n3�. When a
monopole source is located in liquid and k2z0�1, T
=O�m /n� and, when n2�1, significantly exceeds transpar-
ency of the interface for sound incident from gas �Fig. 4�a��.
The transparency further increases when the source ap-
proaches the interface from the liquid side, and, according to
Eq. �10�, differs from unity by a small quantity O�m /n3� in
the limit k2z0→ +0. At 0�k2z0�1, the transparency of the
gas–liquid interface exceeds that of an imaginary interface,
where there is no change in medium parameters �m=n=1�
and therefore T= 1

2 . The dramatic increase in transparency at
small, positive k2z0 is due to an increasing contribution of
inhomogeneous plane waves into J21, discussed earlier, and a
simultaneous decrease in J23. When the source approaches
the interface, incident and reflected waves interfere destruc-
tively, and acoustic pressure in the liquid becomes small
away from the interface: p2=O�m /n� according to Eqs.
�1�–�4�. The acoustic power flux radiated to infinity within
the liquid J23�z0→ +0�=O�m2 /n2�, see Eq. �10� where S1

=S2. For the monopole source approaching the interface
from the liquid side, the increase in the power flux into the
gas is given by a factor O�n2�, while the decrease in the
source output is given by a factor O�mn� and typically ac-
counts for the larger part of the transparency increase.

Dependence of the interface transparency on source po-
sition is qualitatively similar for other source types, as illus-
trated in Figs. 4�b� and 4�c� for horizontal and vertical di-
poles. The dipole sources are understood as point sources of
external force �Ref. 9, p. 136�. The amplitude and frequency
of the oscillating external force applied to the medium are
supposed to be independent of the source position. The
sources of horizontal and vertical external forces, which gen-
erate incident waves p=k2

−1�� /�x�R0
−1 exp�ik2R0� and p

=k2
−1�� /�z�R0

−1 exp�ik2R0�, when located in liquid, will gen-
erate incident waves p=k2

−1�� /�x�R0
−1 exp�ik1R0� and p

=k2
−1�� /�z�R0

−1 exp�ik1R0�, respectively, when located in gas
�Ref. 9, p. 136�. The source output of the dipole sources is

FIG. 3. �Color online� Radiation of sound into a gas by a monochromatic
source of volume velocity located near a gas–liquid interface. Acoustic
power radiated to infinity within the gas half-space is shown as a function of
nondimensional source separation k2z0 from the interface for various media
parameters: �1� n=4.5, m=1.3�10−3, �2� n=4.5, m=0.13, and �3� n=1.5,
m=1.3�10−3. The source is located either in gas �z0�0� or in liquid �z0

�0�. Acoustic power is normalized by the power output J0 of the source in
an infinite liquid.
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J0 /3, when located in an unbounded liquid, and J0 /3m, when
located in an unbounded gas. For the source of the vertical
external force, acoustic power fluxes to infinity within the
liquid and gas half-spaces prove continuous with respect to
the source position. Acoustic field and power fluxes due to
the point source of the horizontal external force experience a
jump when the source crosses the interface.

For the horizontal dipole, as for the monopole and any

source with horizontally symmetric plane-wave spectra �S1

=S2�, an increase in transparency at decreasing k2z0�0 is
due to a combination of an increase in J21 �because of the
power flux in inhomogeneous plane waves� and decrease in
Jt �because of the destructive interference of incident and
reflected waves�. When k2z0→ +0, transparency closely ap-
proaches unity: 1−T=O�m /n5�. For the vertical dipole �and
any source with antisymmetric plane-wave spectra, where
S1=−S2�, incident and reflected waves interfere construc-
tively, when 0�k2z0�1. Because of variation in the power
flux in inhomogeneous waves, transparency steadily in-
creases from a value O�m /n� at k2z0�1 to a value O�mn3� at
k2z0→ +0, but remains small compared to unity when m
�n−3�1. As for the monopole source, interface transpar-
ency is very asymmetric, when n2�1 �Fig. 4�. The interface
is significantly more transparent for waves incident from the
liquid than for waves incident from the gas. This is because
inhomogeneous plane waves contribute only to acoustic
power transmission in the direction of decreasing sound
speed.

The asymmetry of sound transmission through the gas–
liquid interface, when the acoustic field is generated by a
spatially localized source, is in contrast to the well-known
reciprocity of plane-wave transmission coefficients. The en-
ergy transmission coefficient of a plane wave �i.e., the ratio
of normal to the interface components of the power fluxes in
incident and refracted waves� at a plane interface of homo-
geneous fluid half-spaces is the same for waves with the
same value of the horizontal wave vector q, which are inci-
dent from the different half-spaces, even when an arbitrary
stratified layer is enclosed between the half-spaces �Ref. 33;
Ref. 3, p. 128�. It seems that, being valid for every plane
wave in a spectral decomposition of a field due to a localized
source, the symmetry of transmitted power fluxes should ex-
tend to arbitrary acoustic fields. The apparent contradiction is
resolved by noting that, first, the reciprocity of the transmis-
sion coefficients applies only to those plane waves that are
homogeneous in both half-spaces, and second, plane waves
with the same value of the horizontal wave vector q have
different spectral densities in plane-wave decompositions of
incident waves, when a localized source is placed in different
fluids.

Actual liquid–gas interface is typically a time-dependent
rough surface rather than a plane. For low-frequency sound,
roughness elevation h is small compared to other relevant
spatial scales. Assuming k2h�1, h /z0�1, it can be shown7

that the effect of surface roughness on sound transmission
and sound source output is negligible.

IV. SOUND SOURCE IN A WAVEGUIDE

Some of the properties of sound transmission through a
plane liquid–gas interface, discussed in Sec. III assuming
homogeneous liquid, remain valid for an arbitrarily stratified
liquid. Consider an acoustic field generated by a monochro-
matic point source of volume velocity and/or external force
in a vertically stratified fluid. The source is located at point
�0,0 ,z0�. Acoustic pressure is given by an integral �Ref. 9, p.
144; Ref. 34�

(a)

(b)

(c)

FIG. 4. �Color online� Acoustic transparency of a liquid–gas interface for
monochromatic sound sources of volume velocity �a� and horizontal �b� and
vertical �c� external force. The source is located either in gas �z0�0� or in
liquid �z0�0�. Transparency is shown as a function of nondimensional
source separation k2z0 from the interface for various media parameters: �1�
n=4.5, m=1.3�10−3, �2� n=4.5, m=0.13, and �3� n=1.5, m=1.3�10−3.
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p�R� = �2��−2i
A +
1

��z0�

F1

�

�x
+ F2

�

�y
− F3

�

�z0
��

�� d2qeiq·R f1�q,z��f2�q,z��
w�q�

, �13�

over quasiplane waves, i.e., waves with harmonic depen-
dence exp�iq ·R� on horizontal coordinates. Here A and F are
complex amplitude of the volume velocity and external force
exerted by the sound source, z�=min�z ,z0�, z�=max�z ,z0�,
f1,2 are solutions of one-dimensional reduced wave equation:

�

�z

1

�

�f�q,z�
�z

� +

2c−2 − q2

�
f�q,z� = 0, �14�

which satisfy conditions at z→−� and at z→ +� �or at the
lower boundary in the case of semi-infinite fluid�, respec-
tively. Sound speed c and mass density � of the fluid are
piecewise smooth functions of z. At internal interfaces z=hj,
where fluid parameters are discontinuous, the solutions of the
one-dimensional reduced wave equation satisfy the follow-
ing boundary conditions:

�f�q,z��z=hj−0
z=hj+0 = 0, 	 1

��z�
�f�q,z�

�z
	

z=hj−0

z=hj+0

= 0. �15�

The conditions express continuity of acoustic pressure and
the vertical component of particle velocity at the interfaces.
The function w in Eq. �13� is defined as

w =
1

��z� f1�q,z�
�

�z
f2�q,z� − f2�q,z�

�

�z
f1�q,z��

and, according to Eqs. �14� and �15�, is independent of z
�Ref. 9, p. 143�.

If A and F are constant �or variable but continuous when
the source crosses an interface�, it immediately follows from
the integral representation �13� and the boundary conditions
�15� that acoustic pressure is a continuous function of a
source position for sources of volume velocity �monopoles�
and vertical force �vertical dipoles�. Continuity of acoustic
pressure implies continuity of particle velocity and, conse-
quently, of acoustic power flux density with respect to source
position. The continuity does not take place for all sound
sources. For instance, it follows from the integral represen-
tation �13� and the first of the two boundary conditions �15�
that acoustic pressure at a given point r changes discontinu-
ously when a point source of horizontal force crosses an
interface where the mass density ��z� experiences a jump.
Ultimately, this is because tangential components of particle
velocity, unlike the normal component, are discontinuous at
an interface where the density of inviscid fluid is discontinu-
ous.

A. Anomalous transparency of a gas-stratified liquid
interface

Consider a point source of volume velocity located in a
homogeneous gas half-space above a gas–liquid interface z
=0. Because of the strong mass density contrast between the
gas and the liquid, the plane-wave reflection coefficient for
sound incident on the interface from gas is close to unity for

all q, except for small grazing angles, where �1→0, whether
the liquid is homogeneous or inhomogeneous. Therefore, the
acoustic field at z�0 and, in particular, the acoustic power
flux radiated to infinity within the gas are insensitive to me-
dium stratification at z�0. Continuity of the acoustic field
with respect to source position indicates, then, that the acous-
tic power flux into gas from a shallow monopole source in
stratified liquid is essentially the same as in the case of a
homogeneous liquid half-space, which is considered in Sec.
III.35

In particular, it is shown in Sec. III that for monopole
sound sources located in a homogeneous liquid half-space
close to its boundary with a homogeneous gas half-space,
transparency of the interface differs from unity by a small
quantity O�m�. We show now that this result remains valid
for an interface of a homogeneous gas half-space with an
arbitrarily stratified dense medium. The parameter m is now
understood as the ratio of the mass density of the gas to the
value that the mass density of the liquid takes close to the
interface: m=�1 /��z= +0�.

Acoustic pressure in the liquid near the interface can be
calculated with Eq. �13�. For the function f1 in Eq. �13� one
finds from Eq. �14� that f1�q ,z�=const·exp�−i�1�q�z� at z
�0. From the boundary conditions �15� we have

f j�q,z = 0� =
im

�1�q�
�f j

�z
�q,z = + 0�, j = 1,2. �16�

When m=0, i.e., in the case of the free boundary of a liquid,
f1�q ,z=0�=0, �f1�q ,z= +0� /�z�b�q��0, and generally
f2�q ,z=0��0. When 0�m�1, calculating f1�q ,z=0� from
Eq. �16�, we find that

f1�q,z� = b�q��z + im�1
−1�q�� + O�z2� + O�m2� �17�

for small, non-negative z. According to Eq. �17�, the acoustic
effect of gas loading of a boundary of an inhomogeneous
liquid is, to first order, equivalent to the shift of the
free boundary by a wave-number-dependent quantity
�z=−im�1

−1�q�. In the special case where there is a homoge-
neous liquid layer near the surface z=0, the same result can
be obtained from different considerations, which are similar
to Weston’s derivation36 of an effective depth of an under-
water waveguide with a penetrable bottom. Indeed, the
plane-wave reflection coefficient �4� from the surface for
sound in a liquid can be written as V1=−exp�−2m�1

−1�2�
+O�m2� and coincides, to first order in m, with the reflection
coefficient V=−exp�−2i�2�z� from a virtual pressure-release
surface located at z=�z.

It follows from Eqs. �13� and �17� that, for sufficiently
small z0�0, f j�q ,z0�=O�m2−j� and p=O�m� in both the liq-
uid and the gas. Because of the density contrast between the
two media, the acoustic power fluxes in the gas and the liq-
uid are J0O�m� and J0O�m2�, respectively. Hence, transpar-
ency of the interface between a gas and an inhomogeneous
liquid T=1+O�m�. The result and its derivation also hold
when a finite liquid layer 0�z�H overlays a solid half-
space z�H.

1872 J. Acoust. Soc. Am., Vol. 123, No. 4, April 2008 Oleg A. Godin: Low-frequency sound transmission through an interface



B. Normal mode attenuation and sound radiation
into gas

When a sound source is located in a liquid waveguide
and is not too close to the gas–liquid interface, sound trans-
mission into the gas can be profoundly different from the
case of a homogeneous liquid half-space. Let a liquid layer
0�z�H be bounded at z=H by a perfectly reflecting sur-
face: �V2�q���1. In the absence of absorption, all acoustic
power emitted by the source is radiated into the gas. When
the geometry of the problem is fixed, energy flux into the gas
remains finite in the limit m→ +0 unlike the case of the
interface of homogeneous gas and liquid half-spaces �Sec.
III�, where the power flux J21 into the gas as given by Eqs.
�10� and �11� is O�m�. The cause of the difference can be
easily understood in terms of the number of reflections from
the interface z=0. At each reflection of a homogeneous plane
wave from the interface, a small, O�m� fraction of the power
flux in the incident wave is transmitted from the liquid into
the gas. In the case of an interface of homogeneous half-
spaces, reflected waves never return to the interface. In a
waveguide, which is infinite in x and y directions and has a
perfectly reflecting boundary at z=H, reflected waves return
to the liquid–gas interface an infinite number of times until
all acoustic power is radiated into the gas.

In reality, acoustic radiation into a gas from a source in
a liquid waveguide is limited by finite lateral dimensions of
the waveguide, sound absorption in the liquid, and acoustic
power leakage through the lower boundary. Let the liquid in
the layer 0�z�H have sound speed c2�z� and density �2�z�,
and the half-space z�H be occupied by a homogeneous liq-
uid with sound speed c3 and mass density �3. When m=0 and
c3�min c2�z�, the medium can support propagating normal
modes �Ref. 9, Chap. 4�. Designate mode shape functions
and wave numbers �n�z� and �n; n=1,2 , . . ., �n�
 /c3,
Im �n�z�=0 �Ref. 9, Chap. 4�. At horizontal distances r
��n

−1 from the source located at the point �0,0 ,z0�, acoustic
pressure in the nth normal mode is

p = Bnr−1/2�n�z�exp�i�nr� , �18�

where complex amplitude Bn is determined by the type and
strength of the source. When m�0, the acoustic power flux
into the gas causes attenuation of acoustic modes in the liq-

uid. Let �̃n�z� and �̃n be complex shape functions and wave

numbers of modes at m�0. Both �n�z� and �̃n�z� tend to
zero at z→ +� and satisfy at z�0 the wave equation �14�
�with q=�n and q= �̃n, respectively�. At z=0, �̃n�z� satisfies

the boundary condition �16� �with q= �̃n�, while �n�0�=0. To
determine mode attenuation, we multiply the reduced wave

equation for �n by �̃n, subtract the product of �n and the

reduced wave equation for �̃n, and integrate the result over z
to obtain:

��n
2 − �̃n

2��
0

+�

�−1�n�̃ndz

= ��−1��n��̃n/�z − �̃n��n/�z��z=+0. �19�

Using the boundary conditions at z=0, for the wave-number

perturbation ��n
�1�� �̃n−�n from Eq. �19� we find that

��n
�1� =

im

2�n�1��n��2�0�

 ��n

�z
�

z=+0

2

�
�
0

+�

�n
2dz

�
�−1

+ O�m2� . �20�

Note that the wave-number correction is purely imaginary
when the sound speed in the gas is smaller than in the liquid.
In the special case when the layer 0�z�H is homogeneous,
Eq. �20� reduces to the results obtained by Tindle et al.37 and
Chapman and Ward17 from other considerations.

Absorption of sound in a liquid can be described ap-
proximately by multiplying the sound speed by the factor
�1+ i��z��−1, �	0 in the reduced wave equation. A correc-
tion to the modal wave number due to sound absorption is
�Ref. 9, p. 172�

��n
�2� =

i
2

�n

�

0

+�

�n
2dz

�
�−1�

0

+�

��n
2 dz

�c2 + O��2� . �21�

It is purely imaginary. To first order in m and �, contribu-
tions Eq. �20� and Eq. �21� to the imaginary part of the wave
number of a mode are additive.

Contributions of individual normal modes into the
acoustic power radiated by a source are additive �Ref. 9, p.
434�. Integrating the power flux density �5� over the surface

of an infinite cylinder r=const�1 / Im �̃n, for the power flux
carried from a sound source by the nth mode �18� one finds
that

J�n� =
�



�Bn

2�Re �̃n�
0

+�

�n
2dz

�
. �22�

Here, mode attenuation is assumed to be weak: 0� Im �̃n

�Re �̃n and corrections to the mode shape function �n due to
attenuation are neglected. A portion J21

�n� of the power flux
J�n�, which is radiated into the gas, is obtained by integrating
the vertical component of the power flux density �5� in liquid
over the plane z= +0. Using the boundary condition �16� for
�n, we find that

J21
�n� =

�m

2
�2�0��1��n�Im �̃n

�Bn
2�
 ��n

�z
�

z=+0

2

. �23�

With the range dependence of the vertical component
of the power flux density �5� given by the factor

r−1 exp�−2r� Im �̃n�, the main contribution to J21
�n� comes

from points at horizontal separation r�1 / Im �̃n�1 /Re �̃n

from the source. From Eqs. �20�–�23� it follows that the ratio
of the power radiated by a normal mode into the gas to the
total power carried by the mode from a sound source is in-
dependent of the source type and location and equals the
relative contribution of radiation losses ��n

�1� to the total

value of the mode attenuation Im �̃n:

J21
�n�/J�n� = ��n

�1�/���n
�1� + ��n

�2�� . �24�

The relation �24� between sound radiation into the gas
and different contributions to mode attenuation becomes par-
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ticularly clear in the special case when liquid in the layer 0
�z�H is either homogeneous or slowly varying with the
vertical coordinate z, so that the correspondence between
normal modes and acoustic rays �see, e.g., Ref. 9, p. 205� can
be utilized. Let absorption within the layer 0�z�H be neg-
ligible. Reflection coefficients from the layer boundaries z
=0 and z=H are V1�q� and V2�q�, respectively. We assume
for definiteness that normal modes do not have turning points
�Ref. 9, p. 205� within the layer. For a normal mode to
propagate without attenuation, rays corresponding to the
mode should be totally reflected: �V1��n��= �V2��n��=1. When
reflection is not total, the rays experience relative power loss
1− �Vj��n��2, j=1,2, which is assumed small, at each reflec-
tion from respective boundaries. These power losses result in
contributions �1− �Vj��n��2� /2L��n� to the mode attenuation

Im �̃n, where L��n� is the skip distance �i.e., the spatial pe-
riod� of a ray corresponding to the normal mode. As acoustic
power carried by the mode eventually dissipates and on each
cycle the ray experiences one reflection from each boundary,
the fraction of the power radiated into the gas is

J21
�n�/J�n� = N�1 − �V1��n��2� ,

�25�
N = �2 − �V1��n��2 − �V2��n��2�−1

in agreement with Eq. �24�. The quantity N in Eq. �25� can
be viewed as an effective number of reflections from the
gas–liquid interface before the mode is extinguished. For the
nth normal mode, the bulk of sound radiation into the gas
occurs at horizontal separations r=L��n�O�N��L��n� from
the source. The above-presented reasoning does not depend
on the nature of the reflecting boundary at z=H and remains
unchanged if the half-space z�H is occupied by a stratified
solid rather than by a liquid.

According to Eqs. �17�, �24�, and �25�, the contribution
of the discrete spectrum of the acoustic field in a liquid
waveguide into sound transmission into the gas strongly de-
pends on mode attenuation and the source depth, which de-
termines the excitation coefficients of the normal modes. In
the important case of natural underwater acoustic
waveguides, absorption of sound in water is negligible at
frequencies below a few hundred hertz; attenuation of
bottom-interacting normal modes is dominated by energy
losses in the bottom �Ref. 2, p. 36�. For normal modes with
a turning point above the bottom, the shape functions of
which are exponentially small between the turning point in
water and the bottom, mode attenuation is primarily due to
volume scattering in the water column and/or scattering on
the ocean surface, and the contribution to the mode attenua-
tion due to radiation losses into air remains negligible.17,37

Under these conditions, the acoustic power flux into air due
to the discrete spectrum of the field in the waveguide is a
small fraction �24� of the underwater power flux in the nor-
mal modes. For sufficiently deep sources �or sufficiently high
frequencies�, the acoustic power flux into air due to the dis-
crete spectrum may still be large compared to the power flux
into air due to the continuous spectrum of the field, including
evanescent plane waves generated by the source. However,
the acoustic power flux into air due to normal modes is

spread over an area on the ocean surface with a large linear
scale compared to the ray cycle length L��n�, which is in turn
large compared to the water depth and the linear scale of the
region, where the bulk of the energy is radiated into air by
inhomogeneous plane waves and steep rays emanating from
the source.

C. Three-layer waveguide

We analyze in more detail the particular case of a point
sound source in a homogeneous liquid layer 0�z�H over-
lying a homogeneous half-space z�H, which is either liquid
or solid. Acoustic pressure in the liquid layer and power
fluxes from the layer through planes z=0 and z=H are given
by Eqs. �1�, �3�, �4�, �6�, and �7�. Reflection coefficients V1,2

in these expressions are independent of the angle � which
determines the direction of the horizontal wave vector q
=q�cos � , sin � ,0�. The power flux �6� into the gas from a
source in a homogeneous liquid layer differs from the power
flux �10� and �11� from the same source in a liquid half-space
by a factor �1= �1+S1S2

−1V2e2i�2�H−z0��2 in the integrand in Eq.
�6�, which describes interference of plane waves radiated up-
wards with plane waves reflected once from the lower
boundary z=H, and a factor �2= �1−V1V2e2i�2H�−2, which de-
scribes the effects of multiple reflections from the bound-
aries. The factor �2 is independent of the source and receiver
positions and becomes infinite at q such that

1 − V1V2e2i�2H = 0. �26�

Equation �26� is the dispersion equation of the waveguide,
and its roots give wave numbers �n of the normal modes
�Ref. 3, p. 225; Ref. 31, p. 349�. It is easy to check that, for
the waveguide we consider, Eq. �26� is equivalent to w�q�
=0 in Eq. �13�.

When m=0 and H is sufficiently large, Eq. �26� has
roots at such real q=�n�
 /c2 that �V2��n��=1. Total reflec-
tion from a fluid half-space with sound speed c3�c2 occurs
when there is no dissipation and requires �n�
 /c3. In the
case of a solid half-space with the same mass density and
speeds cl3�ct3 of longitudinal and transverse waves, �V2�
=1 at �n�
 /ct3 provided that ct3�c2. These �n values cor-
respond to homogeneous plane waves in the layer
0�z�H.38 When m�0 and there exists weak attenuation in
the half-space, the poles q=�n of the integral representation
�13� shift from the real axis into the complex q plane. The
factor �2 and integrand in Eq. �6� are then finite but have
strong peaks in vicinities of q=Re �n, n=1,2 , . . .. Because of
the location of the peaks, the waveguide parameters �wave
speeds, mass density, and wave attenuation in the half-space
and the layer thickness H�, which determine the position and
height of the peaks, have a stronger effect on the contribu-
tions of the homogeneous plane waves in the liquid layer
into the power flux into the gas than on contributions due to
the inhomogeneous plane waves �cf. Figs. 5–8�.

For very shallow sources with a symmetric directivity
pattern, we have �1�2=1 to leading order in the small pa-
rameter m, when k2z0�1 and S1�q�=S2�q�. From Eq. �6�, it
follows then that, to leading order in m, radiation into the gas
from the waveguide is the same as from a homogeneous
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liquid half-space �see Figs. 5�a�, 5�b�, 6�a�, 7, and 8�. This
property has been established earlier for a monopole sound
source from different considerations and is now extended to
arbitrary sources with a symmetric directivity pattern with
respect to the horizontal plane.

Figures 5–8, which are obtained using Eqs. �4� and �6�,
illustrate the effects of the boundary z=H on sound radiation
into the gas. The parameters of the liquid layer and gas,
liquid, and solid half-spaces assumed in Figs. 5–8, including
wave attenuation, are chosen to represent typical values en-
countered in problems of low-frequency sound propagation
in the ocean. When the half-space z�H is liquid, reflection
coefficient V2 is given by the Fresnel equation V2= ��3�2

−�2�3� / ��3�2+�2�3�, �3= �
2c3
−2−q2�1/2, Im �3	0, which is

similar to Eq. �4�. When the half-space z�H is solid,

FIG. 5. �Color online� Acoustic power flux into gas due to inhomogeneous
plane waves generated within a liquid layer by either a monopole ��a�, �b��
or a vertical dipole ��c�, �d�� sound source. The liquid layer overlays an
homogeneous liquid ��a�, �c�� or solid ��b�, �d�� half-space with the follow-
ing parameters: �3 /�2=3, c2 /c3=0.5, �=0.02, c2 /cl3=0.33, �l=0.01,
c2 /ct3=0.7, �t=0.02. Refraction index and the mass density ratio at the
gas–liquid interface are n=c2 /c1=4.5 and m=�1 /�2=1.3�10−3. The nondi-
mensional liquid layer thickness is k2H=0.2 �1�, 0.4 �2�, 1.0 �3�, and 100
�4�. Acoustic power is normalized by the power flux into the gas from the
same source located away from the gas–liquid interface in an homogeneous
liquid half-space with parameters of the layer.

FIG. 6. �Color online� Acoustic power flux into gas due to homogeneous plane waves generated within a thin liquid layer by either a monopole �a� or a vertical
dipole �b� sound source. Solid �dashed� lines correspond to the half-space z�H being liquid �solid�. The nondimensional liquid layer thickness is k2H=0.2
�lines 1 and 4�, 0.4 �2 and 5�, or 1.0 �3 and 6�. Normalization of the power flux and physical parameters of the liquid layer and gas, liquid, and solid half-spaces
are the same as in Fig. 5.

FIG. 7. �Color online� Acoustic power flux into gas due to homogeneous
plane waves generated by a monopole sound source within a liquid layer
overlying a liquid half-space. Parameters of the liquid half-space are:
c2 /c3=0.33 �1�, 0.5 �2�, and 0.75 �3�; �=0.02 �solid lines� and 0.01 �dashed
lines�; �3 /�2=3. The nondimensional liquid layer thickness k2H=10. Param-
eters of the liquid layer and the gas half-space as well as normalization of
the power flux are the same as in Fig. 5.
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V2 =
4u�nt

2 − u + �2u − nt
2�2/�nl

2 − u − �2nt
4/�3

�1 − u

4u�nt
2 − u + �2u − nt

2�2/�nl
2 − u + �2nt

4/�3
�1 − u

,

�27�

where u=q2 /k2
2, nl= �1+ i�l�c2 /cl3, nt= �1+ i�t�c2 /ct3, �l	0

and �t	0 describe attenuation of compressional and shear
waves, and the imaginary part of all square roots is non-
negative �Ref. 3, p. 94�.

When absorption of sound is negligible at z�H, it is
convenient to distinguish contributions J21

�h� and J21
�e� of homo-

geneous and inhomogeneous plane waves in the layer into
the acoustic power flux into the gas. J21

�h� and J21
�e� are obtained

by limiting the domain of integration in Eq. �6� for J21 to 0
�q�k2 and k2�q�k1, respectively. As in the case of an
interface of homogeneous gas and liquid half-spaces �see
Eqs. �10� and �11��, plane waves with q�k1 do not contrib-
ute to sound radiation into the gas. Dependencies of J21

�e� on
layer thickness, distance from a point sound source to the
gas–liquid interface, type of the reflecting boundary at z=H,
and source directivity are illustrated in Fig. 5. For J21

�h�, simi-
lar dependencies are illustrated in Figs. 6–8.

For the monopole sound source in a thin liquid layer
�k2H�1�, the effects of the reflecting boundary at z=H are
negligible at k2z0�1, as expected, and reach several decibels
as the source moves further from the gas–liquid interface and
approaches the interface z=H �Figs. 5�a�, 5�b�, and 6�a��.
Reflection coefficients V2 from liquid and solid half-spaces
have a small imaginary part and Re V2�0 for inhomoge-
neous plane waves with q=k2 O�n�, which make the main
contribution to J21

�e�. Hence, the factor �1�1 and increases
with z0. Therefore, reflection from the interface z=H in-

creases the power flux into the gas due to inhomogeneous
plane waves, the effect being the largest for the deepest
sources �Figs. 5�a� and 5�b��. For the vertical dipole source,
the effect is the opposite �Figs. 5�c� and 5�d�� because of the
opposite sign of the ratio S1 /S2 �see Eq. �6��. When sound
frequency and z0 are fixed, the effect of the interface z=H on
J21

�e� rapidly decreases with H increasing �Figs. 5�a�–5�d�� be-
cause of the attenuation of inhomogeneous waves propagat-
ing from the source to the interface z=H and back to the
gas–liquid interface.

For thin layers, reflection from the boundary z=H may
increase or decrease sound transmission into the gas due to
homogeneous plane waves in the liquid, depending on con-
ditions of interference at z= +0 of the direct wave from the
source and a wave reflected once from the boundary z=H
�Fig. 6�. Inhomogeneous plane waves in the liquid dominate
sound transmission into the gas from a source in a thin liquid
layer; J21

�e��J21
�h�, as in the case of an interface of homoge-

neous gas and liquid half-spaces.
An increase in the nondimensional layer thickness k2H

allows for larger values of k2z0 and has a different effect on
J21

�h� than on J21
�e�. For a monopole source, J21

�h� increases, when
the source moves away from the gas–liquid interface, and
exceeds J21

�e�. When k2H�1, the total acoustic power radiated
into the gas, J21

�h�+J21
�e�, can be much larger for a deep source

than for a shallow one �see Figs. 5�a� and 7�, unlike the case
of an interface of homogeneous gas and liquid half-spaces.
Comparison of Figs. 6–8 with Fig. 5 illustrates higher sensi-
tivity of the power flux due to homogeneous plane waves,
J21

�h�, to physical properties of the half-space z�H, compared
to the sensitivity of the power flux J21

�e� due to inhomogeneous
plane waves. When the half-space z�H is liquid, in agree-
ment with Eqs. �24� and �25�, J21

�h� is larger, when sound
speed is larger and attenuation is smaller in the liquid half-
space �Fig. 7�, which makes reflection from the interface z
=H stronger and the mode attenuation due to losses in the
half-space weaker. Similarly, when the half-space z�H is
solid, the contribution J21

�h� of the homogeneous plane waves
in the liquid layer increases, when speeds Re cl3 and Re ct3

of the compressional and shear waves in the solid increase
and their attenuations �l and �t decrease �Fig. 8�. Figure 8
shows that when the shear waves are faster than sound in the
liquid layer, J21

�h� is much more sensitive to variations in shear
rather than compressional wave parameters. This can be
traced back to the higher sensitivity of the plane wave reflec-
tion coefficient �27� and mode attenuation to ct3 and �t com-
pared to cl3 and �l, respectively.

Note a sharp decrease in J21
�h�, the contribution of homo-

geneous plane waves in liquid into the acoustic power flux
into gas, around k2z0�8 in Fig. 8. In the case at hand, the
liquid layer supports two normal modes, attenuation of the
first mode being much smaller than that of the fundamental
mode. In the limit of attenuation tending to zero, the first and
the fundamental modes have one and zero nodes within the
liquid layer, respectively. The dip in J21

�h� occurs when the
sound source is located close to the node of the first mode.
Put differently, as a function of z0, J21

�h� has a deep minimum
when the factor �1�q ,z0�=0, i.e., plane waves radiated up-

FIG. 8. �Color online� Acoustic power flux into gas due to homogeneous
plane waves generated by a monopole sound source within a liquid layer
overlying a solid half-space. Speeds and attenuation of compressional and
shear waves in the solid half-space: c2 /cl3=0.33, �l=0.01, c2 /ct3=0.7, �t

=0.02 �1�; c2 /cl3=0.33, �l=0.04, c2 /ct3=0.7, �t=0.02 �2�; c2 /cl3=0.33, �l

=0.01, c2 /ct3=0.7, �t=0.04 �3�; c2 /cl3=0.33, �l=0.01, c2 /ct3=0.9, �t

=0.02 �4�; c2 /cl3=0.25, �l=0.01, c2 /ct3=0.7, �t=0.02 �5�; mass density
ratio �3 /�2=3. The nondimensional liquid layer thickness k2H=10. Param-
eters of the liquid layer and the gas half-space as well as normalization of
the power flux are the same as in Fig. 5.
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wards interfere destructively with plane waves reflected once
from the boundary z=H, at such q that the factor �2�q� is at
maximum.

V. SUMMARY AND DISCUSSION

Sound transmission through the interface of a light fluid
with a small sound speed and a dense fluid with a large
sound speed, which we refer to as gas and liquid, respec-
tively, is usually weak because of the strong contrast of the
acoustic parameters of the two media. An exception to this
general rule occurs when the acoustic field is generated by a
localized, low-frequency sound source in the liquid. When a
source with small linear dimensions compared to the acous-
tic wavelength approaches a plane interface of homogeneous
gas and liquid half-spaces from the liquid side, and its dis-
tance from the interface decreases from a large value com-
pared to the wavelength to a small value compared to the
wavelength, the acoustic power flux transmitted into the gas
increases dramatically. The relative increase is insensitive to
the mass densities ratio m of the gas and the liquid and is
controlled by the refraction index n and the source type. For
point multipole sound sources of order 2l−1, the relative in-
crease in the power flux into gas is proportional to n2l, pro-
vided m is sufficiently small, e.g., for a point monopole, a
dipole, and a quadrupole source with vertical and horizontal
axes in water, the power flux into air, when n�4.5, increases
with decreasing source depth by factors of about 40, 103, and
5�104, respectively.

Representation of monochromatic acoustic fields as a
superposition of quasiplane waves �i.e., waves with har-
monic dependence exp�iq ·R� on horizontal coordinates� pro-
vides a convenient way to calculate and interpret sound
transmission through horizontal interfaces. For a plane hori-
zontal interface, power fluxes through the interface are addi-
tive for quasiplane waves with different projections of their
wave vectors on the horizontal plane. The increase in the
acoustic power flux into the gas is found to be due to those
source-generated inhomogeneous �evanescent� plane waves
in liquid, which become homogeneous plane waves in gas
upon refraction at the interface. The contribution of the in-
homogeneous plane waves into the transmitted power flux is
negligible, when the source is far from the interface, but
increases with decreasing source depth and, when n2�1,
overshadows the contribution of homogeneous plane waves
for sufficiently shallow sources. The dependence of the rela-
tive increase in the sound transmission into the gas, when the
nondimensional depth of a point source decreases, on the
order of a multipole source mirrors the relative weight of the
evanescent waves in the plane-wave spectra of the multipole
sources.

Transmission of acoustic energy from a compact source
through a fluid–fluid interface is found to be nonreciprocal.
Unlike the case of a single incident plane wave, for point
sources there is no symmetry between the power fluxes
transmitted from a gas into a liquid and from a liquid into a
gas. When a monochromatic source of a volume velocity, an
external force, or a force couple is located in a gas and the
source strength �i.e., the amplitude of the volume velocity,

force, or force-moment oscillations exerted by the source� is
kept constant, the power flux transmitted through the inter-
face is independent of the source position. In other words,
the gas–liquid interface becomes anomalously transparent at
low frequencies for sound generated by compact sources in
the liquid, but not for sound generated by sources in the gas.
Ultimately, this is because inhomogeneous plane waves con-
tribute to acoustic power transmission through an interface
only in the direction of decreasing sound speed.

When a sound source is located in a liquid, which is
stratified and/or bounded by a reflective boundary, sound
transmission through a gas–liquid interface can be pro-
foundly different than in the case of a homogeneous liquid
half-space. However, certain aspects of the sound transmis-
sion process have been shown to be universal and indepen-
dent from the liquid stratification. In particular, a power flux
radiated into the gas is a continuous function of the position
of a source of volume velocity or vertical force. When the
nondimensional depth of a source of volume velocity in liq-
uid is sufficiently small, the gas–liquid interface becomes
anomalously transparent, and the ratio of acoustic power ra-
diated into the gas to the total power output of the source
differs from unity by a small quantity O�m�. The phenom-
enon occurs in an arbitrarily stratified liquid, is a direct con-
sequence of the mass density ratio m being small compared
to unity, and is caused by the destructive interference of di-
rect waves and waves reflected from the gas–liquid interface.
Thus, for a monopole source at a fixed depth in liquid, al-
most all emitted energy is radiated into the gas rather than
into the liquid, as long as the sound frequency is sufficiently
low.

The magnitude of the power flux into the gas from a
given source in the liquid away from the gas–liquid interface
depends on variations of sound speed and mass density
within the liquid. The contribution of homogeneous waves in
liquid into the power flux is found to be more sensitive than
the contribution of source-generated evanescent waves to the
liquid stratification, the thickness of a liquid layer between
the gas–liquid interface and lower reflective boundary �bot-
tom� and the bottom properties, especially when the thick-
ness is of the order of the acoustic wavelength in the liquid
or greater. In the case of guided sound propagation, homo-
geneous waves can experience multiple reflections from the
gas–liquid interface. The effective number of the reflections
is determined by energy losses due to absorption and at re-
flection from the waveguide boundaries. While the bulk of
the power flux into the gas due to the evanescent waves
occurs at distances from the source of the order of the acous-
tic wavelength or the source depth, the power flux due to
homogeneous waves is distributed over a large surface area
with a linear dimension much larger than the wavelength and
the waveguide thickness. When the losses due to absorption
and at bottom reflection are small compared to radiation
losses at reflection from the gas–liquid interface, the acoustic
power flux into the gas is no longer proportional to the small
parameter m and is much larger than in the case of a homo-
geneous liquid half-space.

A different regime is typical for natural waveguides.
While the normal modes of an underwater acoustic wave-
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guide are weakly attenuated at low frequencies, bottom
losses and/or surface and volume scattering in the water col-
umn give a much larger contribution to the mode attenuation
than sound radiation into the air �Ref. 2, p. 36; Refs. 17 and
37�. In terms of acoustic rays, losses from reflection from the
ocean bottom and/or attenuation in the water column over
the ray cycle length exceed by far the losses due to sound
transmission into air. Then the power flux into air due to
homogeneous waves in water is again distributed over the
surface area with large linear dimensions compared to ocean
depth and acoustic wavelength, but only a small fraction of
the power carried from the source by the homogeneous
waves is transmitted into air. In all cases, for sufficiently low
frequencies, the acoustic power flux into gas from a compact
source in liquid is dominated by the contribution of source-
generated evanescent waves in the vicinity of the source.

Our results indicate that in contrast with high-frequency
fields, low-frequency acoustic fields on opposite sides of a
gas–liquid interface are much more closely connected than
previously believed possible. Likely practical applications
are related to the air–water interface, which occupies about
two-thirds of the Earth’s surface. The anomalous transpar-
ency of the interface at low frequencies calls for reevaluation
of the possibility of acoustic communication through the
water–air interface and acoustic monitoring of physical pro-
cesses occurring under water. For instance, the transparency
of the interface at infrasonic and low acoustic frequencies
completely changes the outlook on the possible role of hear-
ing in marine birds in location of their underwater prey. Con-
tributions of underwater acoustic sources, such as collapsing
bubbles, into low-frequency acoustic noise in the tropo-
sphere and heating of the upper atmosphere due to absorp-
tion of infrasound should be compared to contributions of
sources at the ocean surface. At infrasonic frequencies of a
few tenths of a hertz, underwater explosions are located at a
fraction of the wavelength from the ocean surface and, con-
sequently, should radiate infrasound mainly into the atmo-
sphere. Combined with the ambient noise level in the atmo-
sphere being several orders of magnitude lower than in the
ocean,39 such a distribution of the radiated energy between
water and air suggests that infrasonic observations in air may
be better suited for acoustic detection of powerful underwa-
ter explosions for the purposes of the Comprehensive
Nuclear-Test-Ban Treaty than observations with underwater
receivers.

An experimental verification of the theoretically pre-
dicted anomalous transparency of the gas–liquid interface for
low-frequency sound would appear to be highly desirable.
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Radiation characteristics are calculated for a circular planar sound source in free space with a
uniform surface pressure distribution, which can be regarded as a freely suspended membrane with
zero mass and stiffness. This idealized dipole source is shown to have closed form solutions for its
far-field pressure response and radiation admittance. The latter is found to have a simple
mathematical relationship with the radiation impedance of a rigid piston in an infinite baffle. Also,
a single expansion is derived for the near-field pressure field, which degenerates to a closed form
solution on the axis of symmetry. From the normal gradient of the surface pressure, the surface
velocity is calculated. The near-field expression is then generalized to an arbitrary surface pressure
distribution. It is shown how this can be used as a simplified solution for a rigid disk in free space
or a more realistic sound source such as pre-tensioned membrane in free space with non-zero mass
and a clamped rim. © 2008 Acoustical Society of America. �DOI: 10.1121/1.2839891�
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I. INTRODUCTION

The resilient disk in free space is the dipole complement
of the rigid disk in an infinite baffle. Together with a few
variants,1 these are the only axisymmetric planar sources that
yield compact closed-form solutions for their axial and far-
field pressure responses and radiation impedances. Inter-
changing the boundary conditions leads to another comple-
mentary pair of axisymmetric planar sources, namely the
resilient disk in an infinite baffle and rigid disk in free space.
These are slightly more complicated, but the solutions are
also applicable to diffraction problems using Babinet’s
principle,2 as modified by Bouwkamp.3 The reason for the
extra complexity is the mixture of velocity and pressure
boundary conditions in the plane of the disk. In a baffle, the
resilient disk has a uniform driving pressure across its sur-
face and zero velocity beyond its rim. Early solutions to this
problem involved iterative methods based upon oblate sphe-
roidal wave functions.3,4 An alternative approach5 is to use
the King integral, which is similar to the Rayleigh6 integral
except that the Green’s function in cylindrical coordinates
�which has been termed the Lamb–Sommerfeld integral� is
used, as opposed to the rotationally symmetric spherical
Green’s function. The disk velocity distribution can be rep-
resented by a trial function which itself is based upon the
solution to the free space wave equation in oblate spheroidal
coordinates.

The rigid disk in free space, conversely, has uniform
velocity across its surface and zero pressure beyond its rim,
so that a similar approach7 can be applied, but using a trial
function for the disk pressure distribution instead. Sets of
simultaneous equations are then developed and solved nu-
merically for the unknown trial function coefficients. A simi-
lar approach can also be applied to fluid-structure coupled
problems,8–12 where neither the disk velocity nor pressure

distributions are uniform, and so the coupled disk and free
space wave equations have to be solved simultaneously.

The simplest monopole planar source is the rigid disk
�or piston� in an infinite baffle, which has a velocity bound-
ary condition on both its face and the surrounding baffle.
Remarkably, this was first derived by Rayleigh6 before the
direct radiator loudspeaker had even been invented,13 yet it
has been widely accepted as a model for such when mounted
in a box near a wall or, even better, mounted directly in a
wall as commonly found in recording studios. The model is
useful in the frequency range up to the first diaphragm
breakup mode.

Unfortunately, the Rayleigh integral is not particularly
amenable to numerical calculation of the near-field pressure,
especially at high frequencies. The integrand is oscillatory
and the Green’s function is singular at the source. Hence
there has been a strong motivation to find alternative meth-
ods, especially those using fast converging expansions. A
useful review of previous literature relating to the baffled
planar piston was provided by Harris,14 which includes some
early movable origin schemes, whereby the origin of the co-
ordinate system was moved to the same radial distance as the
observation point when projected onto the plane of the radia-
tor. Later, Hasagawa et al.15 moved the origin axially in front
of the radiator in order to achieve convergence in the imme-
diate near field. Recently, Mast and Yu16 have supplied an
elegant single-expansion solution in a similar manner, but
locking the origin in the same plane as the observation point.
It is shown in this paper how a similar expansion can be
obtained for the resilient disk. Also, apodized radiators have
been studied by Kelly and McGough.17

The resilient disk in free space is the simplest dipole
planar source, having a uniform driving pressure across its
face and zero pressure extending beyond its rim. It can be
used as an approximate model for unbaffled loudspeakers of
the electrostatic or planar magnetic type, in which it is as-
sumed that a perfectly uniform driving pressure is applied to
a very light flexible membrane diaphragm in free space.a�Electronic mail: tim.mellow@nokia.com
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Walker18 pointed out that such a source is acoustically trans-
parent, in that it does not disturb the field around it, and used
this idealized model to derive the far-field on-axis pressure
response of an electrostatic loudspeaker, which provides a
useful approximation over the loudspeaker’s working range.
However, it should be noted that the model assumes a freely
suspended membrane, whereas in reality it is usually
clamped at the rim, which effectively removes the singularity
from the rim of the idealized model.

Bouwkamp3 solved the real radiation admittance �or
conductance, aka transmission coefficient�, but the imaginary
radiation admittance �or susceptance� has remained hitherto
unsolved. An alternative derivation to that of Bouwkamp for
the conductance is provided here, which is based upon the
dipole version of the King19 integral. Although this approach
has previously been used by Morse and Ingard,20 they did
not solve the equations for the conductance or susceptance,
but presented approximate solutions based upon an oscillat-
ing rigid sphere, together with the correct far-field expres-
sion. Here, a formal derivation is presented, using known
identities, which shows a simple relationship between the
admittance of a resilient disk and the impedance of a rigid
disk.

In Sec. II of this paper, the boundary conditions of the
problem are set out, after which a solution to the free space
wave equation using the dipole King integral is presented in
Sec. III, following the approach of Morse et al. In Sec. IV
the radiation conductance and susceptance are rigorously de-
rived and it is shown how these relate to the resistance and
reactance of a rigid disk in an infinite baffle. Some remarks
on an earlier attempt by the author to solve the susceptance
integral by symbolic computation are also included.

In Sec. V, a solution to the free space equation using the
dipole Rayleigh integral is derived, where the Green’s func-
tion is expanded using the Gegenbauer addition theorem �or
multipole expansion�. This leads to a single-expansion ex-
pression for the pressure field when the distance from the
center of the disk to the observation point is greater than the
disk’s radius. A solution for a planar axisymmetric source
with an arbitrary surface pressure distribution is also in-
cluded. In Sec. VI, the paraxial pressure field is derived,
which converges in the immediate near field and is again a
single expansion, reducing to a single term, or closed-form
solution, on the axis of symmetry. From the paraxial solu-
tion, the expression for the surface-velocity distribution,
given in Sec. VII, is fairly straightforward to derive due to
the fact that the paraxial solution is in cylindrical coordi-
nates. This makes it fairly easy to take the normal derivative
of the pressure with respect to the axial ordinate at the sur-
face of the disk. Finally, in Sec. VII, the expression for the
far-field pressure is presented. Although this expression is
nothing new, it is interesting to compare the beam pattern
with that of a rigid disk and it is shown that, in the case of an
electrostatic loudspeaker, this gives the same on-axis pres-
sure as Walker’s equation.

The general aim of this paper is to provide a full set of
radiation characteristics of the resilient disk in free space and
to show that they generally have simple relationships with
those of a rigid disk in an infinite baffle.

II. BOUNDARY CONDITIONS

The infinitesimally thin resilient disk shown in Fig. 1
has a radius a and lies in the w plane with its center at the
origin. Due to axial symmetry, the tangential ordinate � of
the coordinate system for the observation point P can be
ignored. Hence it is simply defined, in spherical coordinates,
by the radial and azimuthal ordinates r and �, respectively or,
in cylindrical coordinates, by the radial and axial ordinates w
and z, respectively. The infinitesimally thin membrane-like
resilient disk is assumed to be perfectly flexible, has zero
mass, and is free at its perimeter. It is driven by a uniformly
distributed harmonically varying pressure p̃0 and thus radi-
ates sound from both sides into a homogeneous loss-free
acoustic medium. In fact, there need not be a disk present at
all and instead the driving pressure could be acting upon the
air particles directly. However, for expedience, the area over
which this driving pressure is applied shall be referred to as
a disk from here onwards. The pressure field on one side of
the xy plane is the symmetrical “negative” of that on the
other, so that

p̃�w,z� = − p̃�w,− z� . �1�

Consequently, there is a Dirichlet boundary condition in the
plane of the disk where these equal and opposite fields meet

p̃�w,0� = 0, a � w � � . �2�

On the front and rear surfaces of the disk, the pressures are
p̃+ and p̃−, respectively, which are given by

p̃+�w0� = − p̃−�w0� = p̃0/2, 0 � w0 � a �3�

and k is the wave number given by k=� /c=2� /�, where �
is the angular frequency of excitation, 	 is the density of the
surrounding medium, c is the speed of sound in that medium,
and � is the wavelength. The annotation �denotes a harmoni-
cally time-varying quantity.

III. SOLUTION OF THE FREE-SPACE WAVE
EQUATION

Using the dipole King integral,19 the pressure distribu-
tion is defined by
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w
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FIG. 1. Geometry of the disk.
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�z0
g�w,z�w0,z0��z0=0+w0dw0d�0, �4�

where the Green’s function20 is defined, in cylindrical coor-
dinates, by

g�w,z�w0,z0� =
i

4�
�

0

�

J0��w�J0��w0�
�

�
e−i��z−z0�d� , �5�

where

� = ��k2 − �2, 0 � � � k

− i��2 − k2, �  k
�6�

and Jn is the Bessel function of the first kind. Substituting
Eqs. �3�, �5�, and �6� in Eq. �4� and integrating over the
surface of the disk yields

p̃�w,z� =
ap̃0

2
�

0

�

J1��a�J0��w�e−i�zd� , �7�

where the following identity22 has been used

�
0

a

J0��w0�w0dw0 =
a

�
J1�a�� . �8�

IV. RADIATION ADMITTANCE

A. Admittance as an integral expression

The disk velocity ũ0�w� can be derived using the follow-
ing relationship for the normal pressure gradient:

ũ0�w� =
i

k	c

�

�z
p̃�w,z�	z=0+

=
ap̃0

2k	c
�

0

�

J1��a�J0��w��d� . �9�

For small k, this reduces to the Weber–Schafheitlin
integral21,22
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=

ip̃0E�w2/a2�
�ka	c


1 −
w2

a2 �−1

�
ip̃0

2ka	c
�1 − 
1 −

2

�
�w3

a3 
1 −
w2

a2 �−1

,

�10�

where E is the complete elliptic integral of the second kind.
Hence there is a singularity at the rim. Integrating the veloc-
ity from Eq. �9� over the area of the disk provides the total

volume velocity Ũ0 as follows:

Ũ0 = �
0

2� �
0

a

ũ0�w�wdwd� =
�a2p̃0

k	c
�

0

�

J1
2��a�

�

�
d� ,

�11�

where Eq. �8� has again been used. The acoustic radiation
admittance is then given by

yar =
Ũ0

p̃0

=
Sũ0

p̃0

=
S

2	c
�GR�k� − iBR�k�� , �12�

where GR is the normalized conductance given by

GR�k� =
2

k
�

0

k �k2 − �2

�
J1

2��a�d� , �13�

BR is the normalized susceptance given by

BR�k� =
2

k
�

k

� ��2 − k2

�
J1

2��a�d� , �14�

and S=�a2 is the surface area of the disk.

B. Solution of the real integral

Substituting �=k sin � and �=ka in Eq. �13� yields

GR��� = 2�
0

�/2 cos2�

sin �
J1

2�� sin ��d� , �15�

which, after differentiating with respect to �, gives

d

d�
GR��� = 2�

0

�/2

J1�� sin ��


 �J0�� sin �� − J2�� sin ���cos2�d� . �16�

Using the following identities23

J1�� sin ��J0�� sin ��

=
2

�
�

0

�/2

cos �J1�2� sin � cos ��d� �17�

and

J1�� sin ��J2�� sin ��

= −
2

�
�

0

�/2

cos 3�J1�2� sin � cos ��d� �18�

together with22

cos � + cos 3� = 2 cos � cos 2� , �19�

Eq. �16� becomes

d

d�
GR��� =

8

�
�

0

�/2

cos � cos 2�


 �
0

�/2

J1�2� cos � sin ��cos2�d�d� . �20�

The integral over � is split into two using cos2�=1−sin2�
and then solved with the help of the following identities:22
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�
0

�/2

J1�� sin ��d� =� �

2�
H1/2��� =

1 − cos �

�
, �21�

�
0

�/2

J1�� sin ��sin2�d� =� �

2�
J3/2��� =

sin �

�2 −
cos �

�
,

�22�

where Hn is the Struve function and �=2� cos �, so that

d

d�
GR��� =

8

�
�

0

�/2

cos � cos 2�
 1

�
−

sin �

�2 �d� . �23�

The integral of the first term in the bracket vanishes and
using the identity cos 2�=2 cos2�−1, gives

d

d�
GR��� =

2

��2�
0

�/2 sin�2� cos ��
cos �

d�

−
4

��2�
0

�/2

sin�2� cos ��cos �d� . �24�

The first integral in Eq. �24� is differentiated to give22

d

d�
�

0

�/2 sin�2� cos ��
cos �

d� = 2�
0

�/2

cos�2� cos ��d�

= �J0�2�� . �25�

The second is solved using the identity22

�
0

�/2

sin�2� cos ��cos �d� =
�

2
J1�2�� . �26�

Hence

d

d�
GR��� =

2

�2
� J0�2��d� − J1�2��� , �27�

or using the product rule

�
d

d�
GR��� =

2

�

� J0�2��d� − J1�2���

=
d

d�
�GR��� − GR��� . �28�

Let the solution be

GR��� = 1 −
J1�2��

�
−

2

�

� J0�2��d� − J1�2���

= 1 +
J1�2��

�
−

2

�
� J0�2��d� . �29�

Then22

d

d�
�GR��� = 1 + J0�2�� − J2�2�� − 2J0�2�� = 1 −

J1�2��
�

,

�30�

which is the radiation resistance of a rigid disk in an infinite
baffle.7,19 It can easily be seen that Eqs. �29� and �30� satisfy
Eq. �28�. With help from the following identity:24

� J0�2��d� = �
0

�

J0�2��d�

= �J0�2�� + ��



J1�2��H0�2�� − J0�2��H1�2��

2
, �31�

the final solution is then given by

GR�ka� = 1 +
J1�2ka�

ka
− 2J0�2ka� − ��J1�2ka�H0�2ka�

− J0�2ka�H1�2ka�� �
k2a2

6
, ka � 0.5. �32�

C. Solution of the imaginary integral

Substituting �=k sin � and �=ka in Eq. �14� yields

BR��� = 2i�
��/2�+i0

��/2�+i� cos2�

sin �
J1

2�� sin ��d� , �33�

which, after differentiating with respect to �, gives

d

d�
BR��� = 2i�

��/2�+i0

��/2�+i�

J1�� sin ��


 �J0�� sin �� − J2�� sin ���cos2�d� . �34�

Using the identities of Eqs. �17�–�19�, Eq. �34� becomes

d

d�
BR��� =

8i

�
�

0

�/2

cos � cos 2�


 �
��/2�+i0

��/2�+i�

J1�2� cos � sin ��cos2�d�d�

�35�

and let t=sin � so that

d

d�
BR��� = −

8

�
�

0

�/2

cos � cos 2�


 �
1

�

J1�2� cos �t��t2 − 1dtd� . �36�

The integral over t is then solved with the help of the fol-
lowing identity:22

�
1

�

J1��t��t2 − 1dt =
cos �

�2 , �37�

where �=2� cos �, so that

d

d�
BR��� = −

2

��2�
0

�/2 cos 2� cos �

cos �
d� . �38�

Using the identity cos 2�=2 cos2�−1, gives
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d

d�
BR��� =

2

��2�
0

�/2 cos���
cos �

d�

−
4

��2�
0

�/2

cos���cos �d� . �39�

The first integral in Eq. �39� is differentiated to give22

d

d�
�

0

�/2 cos�2� cos ��
cos �

d� = − 2�
0

�/2

sin�2� cos ��d�

= − �H0�2z� . �40�

The second is solved using the identity22

�
0

�/2

cos���cos �d�

=
d

d�
�

0

�/2 � cos�2� cos ��cos �d�d�

=
d

d�
�

0

�/2 sin�2� cos ��
2

d� =
d

d�

�H0�2��
4

=
�H−1�2��

2
.

�41�

Hence

d

d�
BR��� = −

2

�2
� H0�2��d� + H−1�2��� , �42�

or using the product rule

�
d

d�
BR��� = −

2

�

� H0�2��d� + H−1�2���

=
d

d�
�BR��� − BR��� . �43�

Let the solution be

BR��� =
H1�2��

�
+

2

�

� H0�2��d� + H−1�2���

=
4

��
−

H1�2��
�

+
2

�
� H0�2��d� . �44�

Then22

d

d�
�BR��� = H0�2�� + H2�2�� −

4�

3�
=

H1�2��
�

, �45�

which is the radiation reactance of a rigid disk in an infinite
baffle.7,19 It can easily be seen that Eqs. �44� and �45� satisfy
Eq. �43�. With help from the following identity22 �after sub-
stituting �=bx1/2, �=0, and �=�=0�:

�
0

b

H0
a�

b
�d� =

ab

� 2F3
1,1;
3

2
,
3

2
,2;−

a2

4
� , �46�

where pFq is the hypergeometric function. Then, letting a
=2� and b=�, leads to

� H0�2��d� = �
0

�

H0�2��d�

=
2�2

� 2F3
1,1;
3

2
,
3

2
,2;− �2� , �47�

so that the final solution is then given by

BR�ka� =
4

�ka
−

H1�2ka�
ka

+
4ka

� 2F3
1,1;
3

2
,
3

2
,2;− k2a2�

�
4

�ka
, ka � 0.5. �48�

The conductance GR and reactance BR are plotted in Fig. 2,
along with the conductance and reactance of a rigid disk in
free space for comparison. A third pair of curves shows the
conductance and reactance of an oscillating sphere, used as
approximations by Morse and Ingard,20 whereby GR�ka�
=k2a2 / �1+k2a2� and BR�ka�= �2+k2a2� / �ka+k3a3�. The
same results are shown as impedances in Fig. 3.
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FIG. 3. �Color online� Normalized radiation impedances of the resilient and
rigid disks in free space.
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D. Relationship between a resilient disk in free space
and a rigid disk in an infinite baffle

Suppose that the radiation resistance and reactance of a
rigid disk in an infinite baffle are denoted by RR�ka� and XR,
respectively, then

d

d�ka�
kaGR�ka� = RR�ka� = 1 −

J1�2ka�
ka

, �49�

or

GR�ka� =
1

ka
� RR�ka�d�ka� �50�

and

d

d�ka�
kaBR�ka� = XR�ka� =

H1�2ka�
ka

, �51�

or

BR�ka� =
1

ka

� XR�ka�d�ka� +

4

�
� , �52�

where GR and BR are the radiation conductance and suscep-
tance, respectively, of a resilient disk in free space as defined
in Eqs. �32� and �48�. The constant of integration 4 /� in Eq.
�52� comes from Eq. �44�. The low-frequency asymptotic
values of disks in general are related by

RR�baffled resilient� = RR�baffled rigid� = k2a2/2, �53�

XR�baffled resilient� = XR�unbaffled resilient� = �ka/4,

�54�

GR�unbaffled rigid� = GR�unbaffled resilient� = k2a2/6,

�55�

BR�unbaffled rigid� = 2BR�baffled rigid� = 3�/�4ka� .

�56�

E. Some remarks on the solution by symbolic
computation

This section reports an earlier attempt that had been
made to solve the susceptance integral by symbolic
computation,21 but the result contained some erroneous terms
and, without prior knowledge of the correct solution, it was
impossible to tell which terms were correct and which were
not. After substituting �=kt in Eq. �14�, the result of the
symbolic computation21 �after gathering a few terms� is

BR�ka� = 2�
1

� �t2 − 1

t
J1

2�kat�dt

= 2
2 − log�8ka� − �

�ka

+
4ka

3� 2F3
1,1;
3

2
,2,

5

2
;− k2a2� , �57�

which contains two erroneous negative terms. However, the

correct form can be obtained from Eq. �52�, which, after
symbolic computation, gives

BR�ka� =
4

�ka
+

4ka

3� 2F3
1,1;
3

2
,2,

5

2
;− k2a2� . �58�

Admittedly this is a particularly difficult integral to compute
due to the oscillatory and slowly converging nature of the
integrand. These days, symbolic computation is fairly reli-
able, but it is always worth checking the results numerically
where possible, although in this case that is not so easy to do.
Similarly, symbolic computation21 of the integral in Eq. �50�
gives

GR�ka� = 1 − 1F2
1

2
;
3

2
,2;− k2a2� . �59�

V. NEAR-FIELD PRESSURE WHEN THE DISTANCE
FROM THE CENTER OF THE DISK TO THE
OBSERVATION POINT IS GREATER THAN THE DISK’S
RADIUS

A. Uniform pressure distribution

Using the dipole Rayleigh integral, the sound pressure at
the observation point P can be written as

p̃�r,�� = �
−�

� �
0

a

�p̃+�w0� − p̃−�w0��


g��r,��w0,�0�w0dw0d�0, �60�

where g� is the normal gradient of the Green’s function, as
the surface of integration shrinks back to the disk, defined by

g��r,��w0,�0� =
�

�z0
g�r,��w0,�0,z0��z=0+, �61�

and g�r ,� �w0 ,�0 ,z0� is the Green’s function in cylindrical-
spherical coordinates defined by g�r ,� �w0 ,�0 ,z0�
=e−ikr1 / �4�r1�, where r1

2=r2+w0
2+z0

2−2r�w0 cos �0 sin �
+z0 cos ��. The normal gradient of the Green’s function is
then given by

g��r,��w0,�0� = r cos �
1 + ikr0

r0
2 g�r,��w0,�0� , �62�

where

g�r,��w0,�0� =
e−ikr0

4�r0
�63�

and r0
2=r2+w0

2−2rw0 cos �0 sin �. In order to expand g�, it is
first necessary to reduce it to a simpler function of g by
eliminating some of the r0 terms. This can be achieved by
integrating g� with respect to � as follows:

� g��r,��w0,�0�d� = −
g�r,��w0,�0�

w0 cos �0
�64�

so that
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g��r,��w0,�0� = −
1

w0 cos �0

d

d�
g�r,��w0,�0� . �65�

The Green’s function of Eq. �63� can be expanded using the
following formula, which is a special case of Gegenbauer’s
addition theorem:22

g�r,��w0,�0� = −
ik

4�
�
p=0

�

�2p + 1�hp
�2��kr�


jp�kw0�Pp�cos �0 sin �� , �66�

where jp is the spherical Bessel function of the first kind and
hp

�2� is the spherical Hankel function.24 The Legendre func-
tion Pp can be expanded using the following addition
theorem22 �after setting one of the three angles in the original
formula to � /2�:

Pp�cos �0 sin ��

= Pp�0�Pp�cos �� + 2�
q=1

�

�− 1�qPp
−q�0�Pp

q�cos ��cos q�0.

�67�

Inserting Eqs. �65�–�67� in Eq. �60� while noting that

�
−�

� cos q�0

cos �0
d�0 = 2� sin

q�

2
, �68�

and applying the boundary condition of Eq. �3� leads to

p̃�r,�� = ikp̃0�
p=0

�

�2p + 1�hp
�2��kr��

0

a

jp�kw0�dw0


 �
q=1

�

�− 1�qPp
−q�0�

d

d�
Pp

q�cos ��sin
q�

2
. �69�

It is noted that Pp
−q�x��pq=0, so that the infinite limit of the

summation in q can be replaced with p. Also, the even terms
in p and q disappear so that

p̃�r,�� = ikp̃0�
p=0

�

�4p + 3�h2p+1
�2�


�kr��
0

a

j2p+1�kw0�dw0�2p+1�cos �� , �70�

where

�2p+1�cos �� = �
q=0

p

�− 1�qP2p+1
−2q−1�0�

d

d�
P2p+1

2q+1�cos �� . �71�

Defining a new function

�2p+1�cos �� =
���− 1�pp!

��p + �3/2��
�2p+1�cos �� �72�

gives �1�cos ��=cos �, �3�cos ��= �5 cos3�−3 cos �� /2,
�5�cos ��= �63 cos5�−70 cos3�+15 cos �� /8, and �7�cos ��
= �429 cos7�−693 cos5�+315 cos3�−35 cos �� /16. Hence it
can be shown that22

�2p+1�cos �� =
1

22p+1 �
q=0

p
�− 1�q��4p − 2q + 3��cos ��2p−2q+1

q ! ��2p − q + 2���2p − 2q + 2�

= P2p+1�cos �� , �73�

which, after inserting Eqs. �72� and �73� in Eq. �70�, gives

p̃�r,�� =
ikp̃0

��
�
p=0

�

�− 1�p�4p + 3�
��p + �3/2��

p!


 �
0

a

j2p+1�kw0�dw0h2p+1
�2� �kr�P2p+1�cos �� .

�74�

This is equivalent to an expression previously presented by
Bouwkamp,3 although no derivation was provided. A simpler
solution25 than Bouwkamp’s to the integral over w0 can be
written as

�
0

a

j2p+1�kw0�dw0

=
��

2k

 ka

2
�2p+2

1F2�p + 1;p + 2,2p + �5/2�;− k2a2/4�
�p + 1���2p + �5/2��

,

�75�

so that, after truncating the summation limit to P, the final
expression for the pressure field becomes

p̃�r,�� = − ip̃0�
p=0

P
�− 1�p��p + �3/2��

��p + 2���2p + �3/2��
 ka

2
�2p+2


 1F2
p + 1;p + 2,2p +
5

2
;−

k2a2

4
�


h2p+1
�2� �kr�P2p+1�cos �� . �76�

This expansion converges providing r�a, and was used for
the region w �a. It is similar in form to the “outer” solution
obtained by Mast and Yu16 for the piston in an infinite baffle,
except that the current solution is an expansion of the odd
terms of the spherical Hankel and Legendre functions as op-
posed to even ones. These odd eigenfunctions are a result of
the odd boundary condition given by Eq. �1�. Let an error
function be defined by

��r,�� =
�p̃�r,�� − p̃ref�r,���

�p̃�r,���
, �77�

where the reference pressure is that obtained using the origi-
nal dipole Rayleigh integral or Eq. �60� with the unexpanded
Green’s function normal gradient of Eq. �62�. The calcula-
tions were performed using 30 digit precision with P�4ka,
whereby P was rounded down to the nearest integer value.
This produced values of � typically less than 0.00001, but
rising to around 0.1 in the immediate vicinity of the rim �r
=a and �=� /2� where convergence was slowest. At ka
=6�, the expansion calculated four times faster than numeri-
cal integration. Furthermore, the calculation time for the ex-
pansion roughly doubles for every doubling of ka, whereas
for numerical integration it nearly quadruples for every dou-
bling of ka.
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B. Generalization to an arbitrary surface pressure
distribution

Let the arbitrary surface pressure distribution be defined
by the power series

p̃+�w0� = − p̃−�w0�

= �
m=0

M

Ãm
1 −
w0

2

a2 �m+1/2

, 0 � w0 � a , �78�

where, in the case of a rigid disk in free space,7 the unknown

series coefficients Ãm are related to normalized coefficients

�̃m by Ãm= �̃m�m+ �3 /2��ka	cũ0, or, in the case of a mem-

brane in free space,11 by Ãm= �̃m�m+ �3 /2��p̃I /2. Inserting the
above expressions in Eq. �60� and using the identity21

�
0

a 
1 −
w0

2

a2 �m+1/2

j2p+1�kw0�dw0

=
��

2k

��m + �3/2��p!

��p + m + �5/2����2p + �5/2��
 ka

2
�2p+2


 1F2
p + 1;p + m +
5

2
,2p +

5

2
;−

k2a2

4
� , �79�

leads to the final expression for the pressure field which is
given by

p̃�r,�� = 2i�
m=0

M

�m�
p=0

P
�− 1�p��p + �3/2��h2p+1

�2� �kr�P2p+1�cos ��
��2p + �3/2���m + �5/2��p


 
 ka

2
�2p+2

1F2
p + 1;p + m +
5

2
,2p +

5

2
;−

k2a2

4
�


 �ka	cũ0, Rigid disk

p̃I/2, Membrane
. �80�

where ũ0 is the disk velocity and p̃I is the membrane driving
pressure.

VI. NEAR-FIELD PRESSURE PARAXIAL SOLUTION

In order to find a solution which converges up to the
face of the disk, a trick previously used by Mast and Yu16

is to move the center of the coordinate system from the cen-
ter of the disk out to the same axial distance as the observa-
tion point. Referring to Fig. 1 the distance r0 from a point
source on the disk to the observation point is r0

2=r1
2+w2

−2r1w cos �0 sin �, where w=r sin �, r1=�z2+w0
2, and z

=r cos �. The angle � is defined by cos �=z /r1 and sin �
=w0 /r1. Putting these new parameters in Eq. �74� gives

p̃�w,z� =
ikp̃0

��
�
p=0

�

�− 1�p�4p + 3�
��p + �3/2��

��p + 1�



j2p+1�kw�

w
�

z

ra

h2p+1
�2� �kr1�P2p+1�cos ��r1dr1,

�81�

where ra=�z2+a2. Let

p̃�w,z� =
ip̃0

��kw
�
p=0

P

�− 1�p�4p + 3�



��p + �3/2��

��p + 1�
j2p+1�kw�f2p+1, �82�

where, after substituting �=kr1,

f2p+1 = �
kz

kra

h2p+1
�2� ���P2p+1
 kz

�
��d� . �83�

Then the following indefinite integral g2p+1 is denoted by

g2p+1��� =� h2p+1
�2� ���P2p+1
 kz

�
��d� , �84�

so that f2p+1=g2p+1�kra�−g2p+1�kz�. When p=0, the first term
is given by

g1��� =� h1
�2����P1
 kz

�
��d� = i

kz

�
e−i�, �85�

so that

f1 = i
 z

ra
e−ikra − e−ikz� . �86�

According to Hasagawa et al.,15 the remaining terms can be
determined from the following recursion formulas:

g2p+1��� + g2p−1��� = �h2p
�2����
P2p+1
 kz

�
� − P2p−1
 kz

�
�� ,

�87�

g2p+1�kz� + g2p−1�kz� = 0. �88�

Hence

f2p+1 = − f2p−1 + krah2p
�2��kra�
P2p+1
 z

ra
� − P2p−1
 z

ra
�� .

�89�

Thus the solution is given by the combination of Eqs. �82�,
�86�, and �89�, which converges for w2�a2+z2. Again, this
is essentially an odd term version of the “paraxial” expansion
obtained by Mast and Yu16 for the piston in an infinite baffle.
Toward the axis of symmetry, convergence is achieved with
fewer terms until only the first term of the expansion re-
mains, which is the closed-form axial solution. This can also
be derived directly by setting �=0 in Eq. �63� before inte-
grating over the surface to give

p̃�r,0� =
p̃0

2 
e−ikr −
r

�r2 + a2
e−ikr�r2+a2� . �90�

For comparison, the Backhaus and Trendelenburg axial
solution26 for a piston in an infinite baffle is

p̃�r,0� = 	cũ0�e−ikr − e−ik�r2+a2
� . �91�

The calculations for Eqs. �82�, �86�, and �89� were performed
using 30 digit precision for the region w�a with P�4kw,
whereby P was rounded down to the nearest integer value.
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Again, this produced values of � typically of the order of
0.00001, but rising to around 0.1 in the immediate vicinity of
the rim. For various values of ka, pressure fields are shown
in Fig. 4 for a resilient disk in free space and in Fig. 5 for a

rigid disk in free space. The latter were calculated using Eq.
�80� for r�a and, in the case of r�a, using similar formu-
lation to that previously derived for a membrane in free
space.11
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VII. SURFACE VELOCITY

Using the solutions for the near-field pressure from Eqs.
�82�, �86�, and �89�, the surface velocity is given by

ũ0�w� =
i

k	c

d

dz
p̃�w,z�	z=0+

= −
p̃0

	c��
�
p=0

�

�− 1�p�4p + 3�



��p + �3/2��

��p + 1�
f2p�

j2p+1�kw�
kw

, �92�

where

f0� = 1 − i
e−ika

ka
, �93�

f2p� = − f2p−2� − h2p
�2��ka�


��2p + 1�P2p�0� − �2p − 1�P2p−2�0�� . �94�

The magnitude and phase of the normalized velocity are
shown in Figs. 6 and 7, respectively, for various values of ka.
For small k, it can be shown to agree well with asymptotic
expression given by Eq. �10�.

VIII. FAR-FIELD PRESSURE

A far-field expression can be derived using the usual
procedure,7,20 which involves an asymptotic version of Eq.
�62� for large r, giving

p̃�r,�� = −
iap̃0

4r
e−ikrD��� , �95�

where D��� is the directivity function, which is given by

D��� =
2J1�ka sin ��

sin �
cos � �96�

and plotted in Fig. 8 for various values of ka. The directivity
function of a rigid disk in free space is plotted in Fig. 9 for
comparison. Since D�0�=ka, the on-axis response is simply

p̃�r,0� = −
ika2p̃0

4r
e−ikr, �97�

which just gives a constant 6 dB/octave rising slope at all
frequencies. In the case of an electrostatic loudspeaker
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p̃0 =
EP

d
·

2Ĩin

i��a2 , �98�

where EP is the polarizing voltage, d is the membrane-

electrode separation, and Ĩin is the input static current, as-
suming that the motional current is negligible in comparison.
Substituting this in Eq. �97� yields

p̃�r,0� = −
EP

d
·

Ĩin

2�rc
e−ikr, �99�

which is Walker’s equation,18 albeit obtained by a slightly
different method.

IX. DISCUSSION

The results presented here are intended to provide a full
set of radiation characteristics for a fundamental axisymmet-
ric planar dipole source. Starting with the radiation admit-
tance and impedance, it can be seen from Figs. 2 and 3 that
in the case of unbaffled radiators, the rigid disk has ripples in
both the real and imaginary parts, whereas those of the resil-
ient disk are smooth almost monotonic functions, as are also
those of the oscillating rigid sphere �or Morse Ingard ap-
proximation�. These are entirely consistent with the results
previously found for baffled radiators.5 The solution pre-
sented for the susceptance integral contradicts a previous
statement7 made by the author that it could not be solved. At
least, that is how it seemed when trying to tackle it numeri-
cally. The integrand is strongly oscillatory and converges
more slowly than just about any other integral in fundamen-
tal sound radiation theory, due to the combination of the
singularity and acoustic short circuit at the rim. Also, an
attempt to solve it by symbolic computation gave somewhat
unexpected results as discussed in Sec. IV E.

At medium to high frequencies, the pressure field can be
divided into two regions: the Fresnel diffraction region in the
near field and the Fraunhofer diffraction region in the far
field. It is well understood that the Fresnel region is charac-
terized by complex non-propagating interference patterns,
whereas the Fraunhofer region is characterized by spheri-
cally propagating waves in a beam pattern with a strong cen-
tral lobe �Airy disk� accompanied by smaller side lobes �Airy
pattern�. At higher frequencies, a third “shadow region” be-
gins to form at the surface of the radiator which is charac-
terized by plane waves in a straight beam with the same
cross section as the radiator, like a virtual transmission line
in space. It appears from Figs. 4 and 5 that this shadow
region forms more readily at lower frequencies in the case of
the resilient disk, no doubt aided by the constant pressure
distribution at the surface of the disk. At ka=6�, the pres-
sure field fluctuations in the vicinity of the rigid disk are
considerably greater than for the resilient disk. Furthermore,
the axial pressure response of a rigid disk given by Eq. �91�
has nulls, whereas the resilient disk axial response given by
Eq. �90� is oscilliatory but with decreasing magnitude to-
wards the face of the disk.

In Figs. 6 and 7, the velocity magnitude and phase dis-
tributions are generally similar in shape to those of the resil-
ient disk in an infinite baffle, except that the magnitude rises
more rapidly towards the rim due to the acoustic short circuit
there in the absence of a baffle. This is also accompanied by
increased phase shift.

Previously, the author has stated that at high frequencies
the directivity function of the resilient disk in free space does
not converge towards that of a rigid disk in an infinite
baffle.6 This is not strictly true. They must converge eventu-
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ally because the only difference between them is a factor of
cos �, which produces the classic figure-of-eight dipole pat-
tern at low frequencies. As the directivity pattern becomes
narrower, this factor has less of an effect. However, the con-
vergence is rather slow. At ka=10, the beam pattern of an
unbaffled rigid disk, shown in Fig. 9, is rather similar to that
of a baffled one, except that the latter has nulls due to the
velocity boundary conditions on both the disk and surround-
ing baffle. This can also be derived by taking the Hankel
transform of the velocity distribution in the plane of the disk,
which is a rotationally symmetric step function. By contrast,
the side lobes of the unbaffled resilient disk, shown in Fig. 8,
are somewhat smaller. This pattern also has nulls due to the
pressure boundary conditions on both the disk and surround-
ing plane.

X. CONCLUSIONS

Closed-form expressions have been derived for the ra-
diation admittance of a resilient disk in free space and these
have been shown to have a simple relationship with the ra-
diation impedance of a rigid piston in an infinite baffle. Also,
rapidly converging single expansions have been derived for
the near-field pressure and surface velocity. Furthermore, the
near-field pressure has been generalized to an arbitrary sur-
face pressure distribution, yielding a double expansion,
whereas a triple expansion was previously derived by the
author for a membrane in free space.11 Hence the solution is
now similar in form to that of the membrane in an infinite
baffle.11
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An acoustic intensity-based method is proposed for the reconstruction of acoustic radiation pressure.
Unlike the traditional inverse acoustic methods, the proposed method includes the acoustic pressure
gradient as an input in addition to its simultaneous, co-located acoustic pressure in a radiated field.
As a result, the reconstruction of acoustic radiation pressure from the input acoustic data over a
portion of a surface enclosing all the acoustic sources, i.e., an open surface, becomes unique due to
the unique continuation theory of elliptic equations. Hence the method is more stable and the
reconstructed acoustic pressure is less dependable on the locations of the input acoustic data.
Furthermore, the proposed method can be applied for both inverse and forward problems up to the
minimum sphere enclosing the sources of interest. The effectiveness of the method is demonstrated
by the results of several acoustic radiation examples with single or multi-frequency source in a
two-dimensional configuration. The results from the method also show a measurable improvement
in accuracy and consistency of reconstructed acoustic radiation pressure, in particular when the
effect of the signal-to-noise ratio is included. © 2008 Acoustical Society of America.
�DOI: 10.1121/1.2875046�
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I. INTRODUCTION

Several prominent inverse acoustic methods have been
developed for the near-field acoustic holograph �NAH�.1–10

These methods can be classified into three categories: �1�
Fourier acoustics, �2� the inverse boundary element methods
�IBEMs�, and �3� the Helmholtz equation least squares
�HELS� method. Among these traditional inverse methods,
the acoustic pressure measurement by itself is considered as
the input of the inverse methods. The solution of these in-
verse methods, therefore, is not unique unless the input
acoustic pressure is provided over a surface enclosing all the
acoustic sources, i.e., a closed surface.11–13 As a result, the
effectiveness of these methods weakens when the input
acoustic pressure is only available over a portion of a closed
surface �i.e., open surface�. In many engineering applica-
tions, however, the acoustic pressure measurement over a
closed surface is often infeasible or impossible, in particular
for the far-field measurement. Therefore, there is a need to
improve the accuracy and consistency of the inverse methods
especially in the case where the input acoustic data are only
available over an open surface.

Recently, with the advent of new signal processing tech-
niques and the advances in transducer technology, acoustic
intensity measurement devices have been improved to make

them more reliable, accurate, and compact.14 Using these
devices, the acoustic intensity as well as simultaneous, co-
located acoustic pressure can be evaluated. The acoustic
pressure gradient can thus be derived along a given axis, e.g.,
the axis of a microphone pair.

Motivated by the advances in acoustic measurement
technology and the NAH methods, especially the HELS
method, an acoustic intensity-based method �AIBM� is pro-
posed for the accurate reconstruction of the acoustic radia-
tion pressure in both the near and far fields. The method uses
the acoustic pressure gradient and its simultaneous pressure
as the input acoustic data for the calculations.

Because of the addition of the acoustic pressure gradient
in the input acoustic data, the solution of the AIBM becomes
unique with the input given over an open surface. However,
the solution is not stable since it is a Cauchy problem for
Helmholz equation. Mathematically, this instability comes
from the highly oscillatory modes. By carefully removing
these modes, the AIBM, compared with the traditional in-
verse methods, could provide a measurable improvement in
terms of accuracy and consistency of the reconstructed
acoustic pressure. The objectives of the current study are
twofold �1� developing, numerically implementing and veri-
fying the AIBM and �2� demonstrating the advantages, effec-
tiveness and potential of the AIBM for engineering applica-
tions.

The paper is organized as follows. The mathematical
and numerical formulations of the AIBM are discussed in
Sec. II. The exact mathematical solution of the Helmholz

a�Author to whom correspondence should be addressed. Electronic mail:
zhuangm@egr.msu.edu
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equation is approximated by finite linear combinations of
basis functions. The numerical formulation and implementa-
tion are developed to effectively determine the coefficients of
these basis functions by the method with an input of acoustic
pressure and its derivative of a given direction. In Sec. III,
three numerical examples of acoustic radiations from either
single or multi-frequency acoustic source are presented and
verified. The advantages of the AIBM over a traditional in-
verse method are demonstrated. Furthermore, the sensitivity
of the AIBM to random noises with various signal-to-noise
ratios �SNRs� in the input acoustic data is examined and
analyzed. The concluding remarks are drawn in Sec. IV.

II. MATHEMATICAL AND NUMERICAL
FORMULATIONS

A. Mathematical formulation

The acoustic pressure field P in the frequency domain is
governed by the Helmholtz equation

�2P + k2P = 0, in � = R2 \ �in, �1�

where �in is a bounded domain in R2 containing all acoustic
sources, k=� /c is the wave number with the angular fre-
quency � and the speed of sound c. If the standard polar
coordinates are used in a two-dimensional �2D� configura-
tion, Eq. �1� can be written as

�2P

�r2 +
1

r

�P

�r
+

1

r2

�2P

��2 + k2P = 0, in � = R2 \ �in. �2�

With the Sommerfeld radiation condition

lim
r→�

r1/2��rP�r,�� − ikP�r,�� = 0� ,

the solution of Equation �2� can be written as15,16

P�r,�� = �
n=0

�

�an cos n� + bn sin n��Hn�kr� , �3�

where Hn is the nth-order Hankel function of the second
kind. In order to obtain a solution from Eq. �3�, it is neces-
sary to determine the coefficients an and bn. These coeffi-
cients are determined by matching the assumed form of the
solution to the input acoustic pressure in the HELS method.8

Strictly speaking the solution is unique only if the input
acoustic pressure is made on a boundary � which encloses
all the acoustic sources in the domain �. The acoustic pres-
sure measurement on the boundary � is usually impractical
or infeasible for engineering applications. In practice, the
input acoustic pressure is only available on a number of seg-
ments of the boundary, �1 �an open surface, see Fig. 1�.

Although the AIBM could be implemented in various
inverse acoustic methods, it is formulated here similar to that
of the HELS.8 It will be demonstrated later that when the
input acoustic data are given over an open surface the AIBM
strengthens the HELS method, and improves its mathemati-
cal well posedness and practical applicability.

In the AIBM, both the acoustic pressure and its co-
located derivative �normal to �1� on the boundary �1 are
considered as the input acoustic data for the reconstruction of
acoustic radiation pressure in the domain �. With the pres-

sure derivative boundary condition as an additional input, the
uniqueness of the reconstructed acoustic pressure solution is
guaranteed from the unique continuation theory of elliptic
equations.11–13 In the AIBM, the partial boundary value prob-
lem for acoustic radiation pressure is defined as

��2P + k2P = 0, in � = R2 \ �in,

P��1
= g1,��P��1

= g2, lim
r→�

r1/2��rP�r,�� − ikP�r,��� = 0,

�4�

where � is the outward normal to the boundary �1, g1 is the
acoustic pressure and g2 is the acoustic pressure derivative
normal to �1. The solution can then be expressed as Eq. �3�
on and outside the minimum sphere, which encloses all the
acoustic sources under consideration. It is worth mentioning
that the boundary �1 where the input acoustic data are pro-
vided needs to be outside of the minimum sphere.

Although this partial boundary value problem is unique,
it is not stable. Small variations in g1 and g2 may lead to
large differences in the solution P. In the following section,
the numerical techniques and schemes are described for solv-
ing this partial boundary value problem. The stability condi-
tions and other restrictions of the numerical formulation and
implementation are discussed in details.

B. Numerical formulation

In the current study, the numerical solution of Eq. �4� is
being sought by the following three steps.

�a� Instead of using the infinite summation in Eq. �3�, the
exact solution of Eq. �4� is approximated by a finite sum-
mation, i.e.,

P�r,�� � a0H0�kr� + �
n=1

N

�an cos n� + bn sin n��Hn�kr� ,

�5�

where N is a suitable integer. The choice for N will be dis-
cussed later in the section. In the AIBM, the solution P is
achieved by obtaining the coefficients an and bn. The coeffi-
cients are numerically determined by matching the assumed

FIG. 1. Acoustic radiation field with input acoustic data locations.
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form of the solution to the input acoustic data, g1 and g2 over
the boundary �1. One obvious restriction of N is that the
number of coefficients �2N+1� to be determined must be less
than the number of the input data over �1.
�b� In order to determine the coefficients an and bn numeri-

cally, an accurate and efficient method must be devel-
oped to evaluate each Hn. When kr is relatively large, the
first Q terms in the asymptotic expansion of H0�kr�15 are
used in the current numerical calculation

H0�kr� � H0,Q�kr� =	 2

�kr
e−i�kr− �

4 �

�
1 + �
q=1

Q−1

�− 1�q �1/2�q�1/2�q

q ! �2ikr�q �, kr → � ,

�6�

where �1 /2�q=1 /2�1+1 /2� . . . �q−1+1 /2�. It can be shown
that the order of accuracy established in the above approxi-
mation is of order O�Q!/�2kr�Q�. It is also noted that the error
generated by the approximation would become unacceptable
when Q is much larger than 2kr. Since the accuracy of the
method depends on a good approximation of the Hankel
functions, the restriction of Q	1.5kr is used. For the ap-
proximation of other Hn, the recurrence relation for Hn is
employed. Because of the initial error of O�1 /rQ�, N has to
be restricted to prevent the propagation of the errors for Hn.
From a careful analysis, N should be less than 2kr to ensure
that the error for Hn is also in the order of O�1 /rQ�. In
addition, since the partial boundary value problem, Eq. �4�, is
not stable due to the presence of functions for large index n
in Eq. �5�, a proper limit on the upper bound of n is needed
to control the solution instability.

When kr is relatively small, one can use the expansion
of H0�kr� for r→0, or a higher order numerical integration
method to evaluate H0�kr�. Other Hn can be obtained again
by the recurrence relation.

In the current numerical calculation, a relatively large kr
�e.g., kr=6� is considered and the above asymptotic expan-
sion formulation is used. Thus, the definition of the mini-
mum sphere in terms of the numerical solution of P needs to
be extended beyond enclosing all the acoustic sources. For a
given wave number k, the radius of the minimum sphere, rm,
is given by, e.g., rm
6 /k. The numerical solution is valid on
and outside the minimum sphere.

�c� After the evaluation of the Hankel functions, a suitable
optimization method is used to determine the coefficients
an and bn in Eq. �5� for the partial boundary value prob-
lem �Eq. �4��. The simplest method is the least squares
technique. Because of the underlying partial differential
equation and the particular basis functions used in this
calculation, some numerical techniques are introduced to
improve the condition numbers of the numerical
schemes.

C. Numerical implementation

If the input acoustic data, g1 �acoustic pressure� and g2

�acoustic pressure derivative normal to �1�, are known at M
discrete points �r1 ,�1� , . . . , �rM ,�M� over the boundary �1,
the linear system for the coefficients an and bn is given by the
following 2M equations:

a0H0,Q�krj� + �
n=1

N

�an cos n� j + bn sin n� j�Hn,Q�krj�

= g1�rj,� j�, j = 1, . . . ,M �7�

a0��H0,Q�krj� + �
n=1

N

����an cos n�

+ bn sin n��Hn,Q�kr��rj,�j
= g2�rj,� j�, j = 1, . . . ,M .

�8�

The above system can be expressed in a matrix form as Ax
=B, where

x = �a0, . . . ,aN,b1, . . . ,bN�T, �9�

B = �g1�r1,�1�, . . . ,g1�rM,�M�,g2�r1,�1�, . . . ,g2�rM,�M��T

�10�

and A= �A1 ,A2�T, A1 corresponds to g1 and A2 corresponds to
g2. The vector coefficients x can be determined by minimiz-
ing �Ax−B� directly for a choice of norm � · �. However,
when r1=r2= . . . =rm, i.e., the input acoustic data is pre-
scribed on a circular segment, it is well known that
��Hn,Q�kr�=�rHn,Q�kr�= ikHn,Q�kr�+Q�1 / �kr�� and therefore
the matrix A2� ikA1 for a large r. In many cases, this will
result in a large condition number for the system Ax=B, and
more importantly, this proportionality between A2 and A1

will not allow us to take the full advantage of the additional
input acoustic data g2.

To overcome this difficulty, the original system is first
modified as follows:

 A1

kr�A2 − ikA1�
�x =  g1

kr�g2 − ikg1�
� . �11�

Then, to further improve the condition number for the linear
system, the coefficients vector x is replaced by the vector y
defined as

y = �a0H0,a1H1, . . . ,aNHN,b1H1, . . . ,bNHN�T. �12�

The new linear system for the vector y has much simpler
matrix forms

D1

D2
�y =  g1

kr�g2 − ikg1�
� , �13�

where
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D1 =�
1 cos �1 . . . cos N�1 sin �1 . . . sin N�1

1 cos �2 . . . cos N�2 sin �2 . . . sin N�2

] ] ] ] ] ] ]

1 cos �M . . . cos N�M sin �M . . . sin N�M

� , �14�

D2 =�
E0 E1 cos �1 . . . EN cos N�1 E1 sin �1 . . . EN sin N�1

E0 E1 cos �2 . . . EN cos N�2 E1 sin �2 . . . EN sin N�2

] ] ] ] ] ] ]

E0 E1 cos �M . . . EN cos N�M E1 sin �M . . . EN sin N�M

�kr �15�

and Ej = �Hj��kr� /Hj�kr��− ik, Ej can be obtained easily from
a recurrence relation.15

The least squares method that minimizes the standard L2

norm �Dy−B� is used to determine the vector y, which in
turn gives values of the coefficients an and bn. In the current
numerical study, it is observed that, although some regular-
ization methods may be needed to improve the stability of
the system for large N, they are not necessary for relatively
small N. Based on the analysis given in Sec. II B �N	2kr�,
N is initialized within a given range of 2–12. The recon-
structed solutions of acoustic radiation pressure for various N
are compared with the input acoustic data given on the
boundary �1. The total error at all the input points is then
computed for each N. The optimum N within the given range
is determined from the minimum overall error. The recon-
struction of the acoustic field is then carried out using the
optimum N.

It should be pointed out that without the addition of the
pressure gradient to the input acoustic data the reconstructed
acoustic pressure could not be unique if only P��1

is speci-
fied. For example, let �in be the unit disk centered at the
origin and all the acoustic sources are enclosed by the unit
circle, the acoustic pressure should then satisfy the following
equation:

a0H0�k� + �
n=1

�

�an cos n� + bn sin n��Hn�k� = g���,

� � �0,�� �16�

if the upper half boundary of the unit circle �0	�	�� is
considered as the boundary �1. It is well known that an and
bn are not unique from the Fourier analysis. Especially g���
has always a cosine expansion for �� �0,��, i.e., b1=b2

= . . . =0. It is therefore impossible to predict solutions for �
� �� ,2��.

III. NUMERICAL RESULTS AND DISCUSSIONS

Numerical examples are considered in this section for
the purposes of: �1� verifying the AIBM and indicating the
advantages of the method, �2� discussing the effects of the
signal-to-noise ratio, and �3� demonstrating the potential of
using the AIBM to reconstruct the acoustic radiation field for
engineering applications.

A. Verification and advantages of AIBM

The example used here is formulated by the acoustic
radiation from a combination of one monopole, one dipole,
and two quadrupoles in a two-dimensional domain. The
acoustic pressure generated by a dipole and quadrupole
source can be expressed as a summation of the pressure gen-
erated by a monopole, i.e., P�r ,��=�i=1

L �A0�iH0�kRi�, where
A0 is the strength of the monopole and R is the distance
between a field point and the monopole source. A dipole �L
=2� consists of two monopole sources separated by a small
distance compared with the wavelength of acoustic radiation.
In the frequency domain the strengths of these two mono-
poles are of equal amplitude but opposite sign. A quadrupole
�L=4� is made of two opposite dipoles. The strengths and
locations of these acoustic sources used in this example are
given in Table I. The acoustic sources are enclosed in the
circle of radius r=1 m. The wavenumber of the sources is
considered as k=2 m−1 and the minimum sphere is then cho-
sen as the circle of radius rm=3 m �see discussions on the
size of the minimum sphere in Sec. II�. The label P�r ,��
used in the figures of the paper denotes the real part of the
acoustic pressure in the frequency domain. The units used for
r and � are the meter and the radian, respectively. The recon-
struction of acoustic radiation pressure is carried out on and
outside the minimum sphere. The input acoustic data are
given at two circular �or straight line� segments. The sche-
matic diagram of the acoustic sources and each input seg-
ment’s location is given in Fig. 2. The starting and ending
point coordinates of the two segments are chosen as

TABLE I. The strength and distribution of the acoustic sources.

A0�W /m2� x �m� y �m�

Quadrupole I

1.00 0.30 0.60
−1.00 −0.10 0.60

1.00 −0.10 0.20
−1.00 0.30 0.20

Quadrupole II

−1.20 0.49 −0.12
1.20 0.20 −0.20

−1.20 0.28 −0.49
1.20 0.57 −0.41

Dipole
�0.80 �0.54 �0.16

0.80 �0.78 �0.45
Monopole 0.90 �0.58 0.58
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�6 m,63� /128�, �6 m,65� /128� and �6 m,63� /128+��,
�6 m,65� /128+�� in the polar coordinates. It is noted that
the input data are given over an open surface and the circular
arc length of each segment is only 1/128 of the circumfer-
ence of the circle. Each segment is then discretized uni-
formly into ten grid points where the analytical acoustic
pressure and its derivative normal to the segments are given
as the input acoustic data. The angle � shown in Fig. 2 is a
measure of the dimensionless distance between the two seg-
ments of the input, with �=� being the farthest, i.e., the
segments are at the opposite sides of the minimum sphere.
Different values of � are considered to examine the sensitiv-
ity of the reconstructed acoustic radiation pressure against
various input locations of an open surface.

In order to determine if the addition of the pressure gra-
dient in the input acoustic data would improve the accuracy
and consistency of the inverse method, two sets of the input
acoustic data are considered. The first set of the input con-
sists of the analytical acoustic pressure and its normal deriva-
tive, i.e., the AIBM, and the second set of the input consists
of only the analytical acoustic pressure, which is referred to
as the AIBM_without. Since in this study both the AIBM and
AIBM_without are implemented using the least squares
method, it allows us to examine the sole effect of the addi-
tion of the pressure derivative in the input acoustic data.

The reconstructed acoustic radiation pressure at r=
50 m is compared with the analytical solution for four dif-
ferent values of � in Fig. 3. Since the reconstructed pressure
calculated using the input acoustic data from the two straight
line segments is identical to that using the input from the two
circular segments, only the results based on the input from
the circular segments are shown in Fig. 3. It can be seen
clearly that the reconstructed acoustic pressure obtained from
the AIBM_without deteriorates in some regions as � deviates
from �. On the other hand, the reconstructed acoustic pres-
sure from the AIBM agrees reasonably well with the analyti-
cal solution for �=0.8� and 0.6�. The results demonstrate
that the reconstructed acoustic pressure using the AIBM is
less dependable on the input location of the acoustic data.

The AIBM gives more consistent, reliable and accurate re-
construction of acoustic radiation pressure when the input
acoustic data are available over an open surface. However,
for the case of �=0.4�, the solution of the AIBM starts to
deviate from the analytical solution. As � decreases further,
the effectiveness of the AIBM becomes hindered. As a gen-
eral rule, the more complete the input around an acoustic
source, the more accurate the reconstructed acoustic pressure
solution. If the input is given on a single segment over an
open surface, a considerable extent of the segment is needed
in order to achieve acoustic pressure reconstructions with
acceptable accuracy. If the input is available on multiple seg-
ments over an open surface around an acoustic source, then a
better accuracy of the reconstructed solution will be obtained
when the segments are on the opposite sides of the minimum
sphere, although the exact location of the acoustic source
may not be known.

It is also worth mentioning that for an input given over a
closed surface, the reconstructed acoustic pressure solution is
unique without the addition of the pressure gradient to the
input acoustic data. The advantage of the AIBM over the
AIBM_without diminishes. The formulation used for the
AIBM_without is identical to that of the HELS.8 Therefore,
by including the pressure gradient in the input of the HELS,
the mathematical well posedness of the HELS will be im-
proved and the method will be enhanced.

B. Effect of signal-to-noise ratio „SNR…

Until now the analytical solution has been used as the
input acoustic data for the calculation. In practice, however,
the input data are usually experimentally measured. The
acoustic measurements are unfortunately prone to random
errors. It is therefore desirable to have the reconstructed
acoustic radiation pressure less sensitive to random noises. In
the following, the effect of the signal-to-noise-ratio �SNR� is
investigated in a two-dimensional configuration using an
acoustic source similar to a monopole but with an amplitude
proportional to a sine function. To be precise, we use
P�x ,y�=sin H1�k	�x−0.8�2+ �y−0.6�2�, where  is the
shifted angle and is given by tan = �x−0.8� / �y−0.6�. Like
the previous example, the acoustic source is enclosed in the
circle of r=1 m. The wavenumber and the radius of the
minimum sphere are given as k=2 m−1 and rm=3 m, respec-
tively. The input acoustic data consist of the analytical acous-
tic pressure solution with an added random noise of a given
SNR. The location of the input is chosen as the upper half
circle of radius r=6 m �an open surface�. The SNR is defined
as SNR=	� j=1

200 � P�6,� j��2 /� j=1
200 �RN�6,� j��2, where RN�6,� j�

is the random noise at the point �6,� j� in the polar coordi-
nates, j represents uniformly distributed 200 grid points over
the upper half circle, and the random noise has zero mean
and the identity covariance matrix. The reconstructed acous-
tic radiation pressure from the AIBM and AIBM_without is
compared with the analytical solution in Fig. 4 for different
SNRs. The results demonstrate that the accuracy of the re-
constructed acoustic pressure with the SNR up to 10 is over-
all acceptable for the AIBM. However, without the addition
of the acoustic pressure gradient in the input acoustic data,

FIG. 2. Schematic diagram of acoustic sources and each input segment’s
location.
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the reconstructed acoustic pressure from the AIBM_without
is unacceptable even for the SNR as large as 100. In order to
have an overview of the reconstructed acoustic radiation
field, the acoustic pressure contours of the analytical solution
and the reconstructed solutions from the two inverse meth-
ods are given in Fig. 5. Since the input acoustic data are
given over the upper half circle, as expected the recon-
structed acoustic pressure for the upper half domain is very
accurate using both inverse methods. The contour plots also
show that the reconstructed pressure contours in the lower
half domain of the AIBM_without are completely different
from the analytical solution even with SNR=100. On the
other hand, the accuracy of the reconstructed acoustic pres-
sure in the lower half domain of the AIBM is very good for
the same SNR. The results indicate that by including the
pressure gradient in the input acoustic data, the AIBM can
handle random noises much more effectively. As is shown in
Fig. 4, with up to 10% random noises �SNR=10�, the recon-
structed acoustic radiation pressure using the AIBM agrees
with the analytical solution reasonably well.

C. Application to multi-frequency acoustic radiation
problem

The acoustic radiation from 2D vortex filament moving
around the edge of a semi-infinite plane is a simplified model
for the radiation of flow-airfoil interaction problem in rela-
tion to the air frame noise study. Ffowcs Williams and Hall17

initially developed the general theory of the scattering of
aerodynamic noise by flow-surface interaction. Shortly after,
Crighton18 developed the simplified 2D vortex model and
derived the analytical acoustic solution in the form of the
potential function using the singular perturbation method.
Since then, the model has been used19 to verify the effective-
ness of the numerical methods of solving the Ffowcs Will-
iams and Hawkings integral equation.

In the current study, the vortex model is used to show
the capability and potential of applying the AIBM for multi-
frequency acoustic radiation problems in general.

A schematic diagram of a 2D vortex moving around a
semi-infinite half plane is shown in Fig. 6. The origin of the
polar �or Cartesian� coordinates is located at the edge of the
semi-infinite plane. Based on the analysis given by

(a)

(b)

(c)

(d)

FIG. 3. Comparisons of reconstructed acoustic radiation pressure with analytical solution at r=50 m for different �. �a� �=1.0�; �b� �=0.8�; �c� �=0.6�;
�d� �=0.4�.
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Crighton,18 the first term in the asymptotic expansion of the
analytical potential function as U→0 is given by

��r,�,t� =
43/4Ud2

�Ma
2�r − tc�2 + 4�1/4

sin 1
2�

r1/2 , � � �− �,�� , �17�

where c is the speed of sound, d is the shortest distance
between the vortex and the edge �see Fig. 6�, U is the maxi-
mum speed of vortex motion, and the Mach number Ma is
denned as Ma−U /c. These variables are considered as c
=344 m /s, d=1 m and Ma=0.01 in the current numerical
investigation. It can be easily shown that the acoustic pres-
sure derived from the above potential function satisfies the
wave equation and the solid wall boundary condition,
�p /�y=0 at the top and bottom surfaces of the plane. Since
the acoustic radiation of the vortex model problem is not in a
free space, the general approximated solution �Eq. �5�� for
the Helmholtz equation needs to be modified to satisfy the
solid wall boundary condition and can be written as

P�r,��=�
n=0

N 
an cos n�Hn�kr�+bn sinn+
1

2
��Hn+ 1

2
�kr�� . �18�

As can be seen from Eq. �17�, the acoustic radiation of the
vortex model problem is not a single frequency problem. The
fast Fourier transform �FFT� of the acoustic pressure time
history at a field point with the polar coordinates

(a)

(b)

FIG. 4. Effect of SNRs on reconstructed acoustic radiation pressure at r=
10 m. �a� AIBM; �b� AIBM_without.

(a)

(b)

(c)

FIG. 5. Comparisons of reconstructed acoustic radiation pressure P�r ,��
contours for SNR=100 with analytical solution. �a� Analytical solution; �b�
AIBM; �c� AIBM_without.
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�75 m,� /4� is shown in Fig. 7. The continuum spectrum
demonstrates the multi-frequency nature of the acoustic ra-
diation. It can also be shown mathematically that the pres-
sure time history of any given point in the field has the same

frequency spectrum although the amplitude may vary. Since
the AIBM is a frequency domain method, the reconstructed
acoustic pressure field for each frequency component needs
to be calculated. A superposition of the contribution from
each frequency gives the total acoustic pressure field in the
frequency domain. The reconstructed acoustic pressure field
in the time domain can then be obtained by an inverse FFT.
In order to accurately reconstruct the acoustic pressure, all
the dominant frequency components need to be included in
the calculation. The input acoustic data for the AIBM con-
sists of the analytical acoustic pressure at four uniformly
distributed points on each of the two circular segments �r=
50 m� as shown in Fig. 6.

The reconstructed acoustic pressure time history at a
field point with the polar coordinates �100 m,� /5� and the
directivity pattern at the radius of r=100 m are calculated by
the AIBM and compared to the respective analytical solu-
tions in Figs. 8–10 for three selected ranges of the frequency
components. The poor agreement between the analytical and

(a)

(b)

FIG. 7. Spectrum of acoustic radiation pressure time history of 2D vortex
model at r=75 m, �=� /4, Ma=0.01 and d=1 m. �a� Acoustic pressure time
history; �b� frequency spectrum.

(a)

(b)

FIG. 8. Acoustic radiation pressure and directivity calculated from the input
data with frequency range of 0.05–0.2 Hz. �a� Acoustic pressure time his-
tory �r=100 m,�=� /5�; �b� directivity �r=100 m�.

FIG. 6. Schematic diagram of 2D vortex filament moving around the edge
of a semi-infinite plane with input acoustic data points on specified seg-
ments.
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the reconstructed acoustic pressure shown in Fig. 8 is ex-
pected since the input acoustic data include only a small
portion �0.05–0.2 Hz� of the dominant frequency compo-
nents. As the frequency range widens to include more domi-
nant frequency components �0.05–0.45 Hz�, the accuracy of
the reconstructed acoustic solutions using the AIBM im-
proves significantly �see Fig. 9�. Finally, an excellent agree-
ment is achieved between the analytical and the AIBM solu-
tions if the frequency range widens further to include all
frequency components from 0.05 to 1.45 Hz in the input
acoustic data �see Fig. 10�.

After the verification of the AIBM for the reconstruction
of acoustic radiation pressure generated by the multi-
frequency model problem, it is important to examine the sen-
sitivity of the reconstructed acoustic pressure to the SNR to
ensure the potential of the AIBM for engineering applica-
tions. Since the acoustic radiation of the vortex model prob-
lem involves multi-frequency components, a random noise is
added to the input acoustic data in the time domain. For a
given set of the input acoustic data, the SNR is defined as

SNR = ��
i=1

M

�
j=1

N

p2�tj,xi�

M · N · �
�

1/2

, �19�

where M and N are the numbers of the input locations
�points� and the time discretization over a period of measure-
ment time �or data collection time�, � is the variance of the
random noise. The mean of the random noise is zero. It is
noted from Eq. �19� that the SNR is defined based on the
average of the input acoustic data in the time domain. Since
the magnitude of the input data varies, the SNR could be
larger or smaller than defined for an input at a specific loca-
tion.

Using the input locations shown in Fig. 6, the effect of
the SNR on the acoustic radiation pressure time history at a
given point in the field is shown in Fig. 11 for different
SNRs. As it is shown, a very good agreement between the
reconstructed solution and the analytical solution is obtained
for the case of SNR=10. As the SNR decreases to 5, the
error of the reconstructed acoustic pressure increases as ex-
pected, particularly in the region where the amplitude of the

(a)

(b)

FIG. 9. Acoustic radiation pressure and directivity calculated from the input
data with frequency range of 0.05–0.45 Hz. �a� Acoustic pressure time his-
tory �r=100 m,�=� /5�; �b� directivity �r=100 m�.

(a)

(b)

FIG. 10. Acoustic radiation pressure and directivity calculated from the
input data with frequency range of 0.05–1.45 Hz. �a� Acoustic pressure time
history �r=100 m,�=� /5�; �b� directivity �r=100 m�.
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analytical pressure is small as expected. Nevertheless, the
results demonstrate that the AIBM can effectively handle the
input acoustic data with up to 20% random noise.

IV. CONCLUSIONS

An acoustic intensity-based method �AIBM� is proposed
and verified in a two-dimensional configuration. The pro-
posed method includes the acoustic pressure gradient as an
input in addition to its simultaneous, co-located acoustic
pressure. Compared to the traditional inverse methods, when
the input acoustic data are only provided over an open sur-
face, the AIBM improves the accuracy, reliability and con-
sistency of reconstructed acoustic radiation pressure. The im-
provement, however, becomes less significant when the input
segments are clustered. The AIBM is especially effective
when random noises are added in the input acoustic data.
The results indicate that without the addition of the pressure
gradient to the input acoustic data, the reconstructed acoustic
radiation pressure starts to deteriorate even with 1% of ran-

dom noise in the input from an open surface. The AIBM, on
the other hand, can give reasonably accurate reconstructed
acoustic pressure from the input acoustic data with up to
20% random noise. Furthermore, the accuracy and efficiency
of the AIBM are demonstrated through a multi-frequency
acoustic radiation model problem. The overall effectiveness
of the method indicates that the AIBM has the capability and
potential for the reconstruction of acoustic radiations en-
countered in engineering applications.
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Nonlinear source–filter coupling has been demonstrated in computer simulations, in excised larynx
experiments, and in physical models, but not in a consistent and unequivocal way in natural human
phonations. Eighteen subjects �nine adult males and nine adult females� performed three vocal
exercises that represented a combination of various fundamental frequency and formant glides. The
goal of this study was to pinpoint the proportion of source instabilities that are due to nonlinear
source–tract coupling. It was hypothesized that vocal fold vibration is maximally destabilized when
F0 crosses F1, where the acoustic load changes dramatically. A companion paper provides the
theoretical underpinnings. Expected manifestations of a source–filter interaction were sudden
frequency jumps, subharmonic generation, or chaotic vocal fold vibrations that coincide with F0–F1

crossovers. Results indicated that the bifurcations occur more often in phonations with F0–F1

crossovers, suggesting that nonlinear source–filter coupling is partly responsible for source
instabilities. Furthermore it was observed that male subjects show more bifurcations in phonations
with F0–F1 crossovers, presumably because in normal speech they are less likely to encounter these
crossovers as much as females and hence have less practice in suppressing unwanted instabilities.
© 2008 Acoustical Society of America. �DOI: 10.1121/1.2832339�

PACS number�s�: 43.25.Ts, 43.70.Aj, 43.70.Gr, 43.80.Ka �BHS� Pages: 1902–1915

I. INTRODUCTION

A hypothesis is being pursued that humans can engage
their sound source in the larynx and their vocal tract airways
�the filter� in two fundamentally different ways. The first is
linear source–filter coupling, where the source frequencies
are produced independently of the acoustic pressures in the
airways. The glottal airflow in the larynx is produced aero-
dynamically, with a quasisteady transglottal pressure and a
flow pulse that mirrors the time-varying glottal area. The
second is nonlinear coupling, where the acoustic airway
pressures contribute to the production of frequencies at the
source. In the nonlinear case, the transglottal pressure in-
cludes a strong acoustic component, much like in woodwind
instruments where the airflow through the reed is driven by
acoustic pressures of the instrument bore, or in brass instru-
ment playing, where the lip flow is driven by the acoustic
pressures in the brass tube �Fletcher, 1979�. The major pa-
rameter in nonlinear coupling for voiced speech appears to
be related to the diameter of the epilaryngeal tube �also
known as laryngeal vestibule�, which serves to either match
or mismatch the output impedance of the glottis to the input
impedance of the vocal tract. Weak coupling is obtained
when the glottal impedance is high and the epilarynx tube

input impedance is low, whereas strong coupling �nonlinear
interaction� is obtained when the impedances are compa-
rable.

Some evidence of nonlinear source–filter coupling
comes from earlier voice source analysis �Rothenberg, 1981;
Fant, 1986�, excised larynx experiments �Alipour et al.,
2001�, and physical model experiments �Chan and Titze,
2006; Zhang et al., 2006�. A more extensive discussion and
bibliography is given in the companion paper �Titze, 2008�.
The investigations demonstrated that the addition of a vocal
tract filter to the isolated larynx or a vocal fold model lowers
phonation threshold pressure and thereby eases the onset of
phonation. Analytical calculations and computational simu-
lations are a second source of evidence �Ishizaka and Flana-
gan, 1972; Titze, 1988; Titze and Story, 1995; Titze, 2004;
Chan and Titze, 2006; Zañartu et al., 2007�. Those simula-
tions showed that an acoustically inertive supraglottal tract
facilitates vocal fold vibration and lowers F0. By contrast, an
acoustically compliant supraglottal tract hinders vocal fold
oscillation �sometimes squelching it entirely� and raises F0

�Titze, 2006a, Chap. 7�. A third source of evidence is experi-
ments in which human subjects phonate into tubes, artifi-
cially elongating the vocal tract �e.g., Story et al., 2000;
Hatzikirou et al., 2006�. In those experiments it was shown
that instabilities are more likely to occur when F0 and F1

cross. What is currently missing is an investigation with aa�Electronic mail: ingo-titze@uiowa.edu
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sufficient sample of real human voice production on a variety
of vowels. In this current investigation we demonstrate that
F0–F1 crossovers can occur naturally in the human voice and
that instabilities are more likely to occur near such cross-
overs.

But why this duality of source–filter coupling? The ad-
vantage of linear coupling appears to be greater source sta-
bility when vowel and F0 need perceptual clarity. Modes of
vibration of the vocal fold tissues are not disturbed by articu-
latory adjustments, an obvious advantage for speech. Self-
sustained oscillation is then based on a mucosal wave that
propagates on the vocal fold surface and aerodynamic pres-
sures in the glottis that are in synchrony with the tissue ve-
locity of the vocal folds �Titze, 1988�. The vocalist needs
only to control the laryngeal configuration and lung pressure
to produce the sound �Sundberg et al., 1993; Sundberg and
Hogset, 2001; Henrich et al., 2005�. Articulation is then
merely a modulation of the source harmonic amplitudes.
This has been the fundamental assumption in the linear
source–filter theory of vowel and voiced consonant produc-
tion �e.g., Fant, 1960; Stevens, 1998; Schutte and Miller,
1993�.

The advantage of nonlinear coupling may be that more
output power can be produced because stored energy in the
vocal tract is fed back to the source to increase the glottal
flow energy. But this may be at the expense of less stability
at the source. In some forms of vocal communication, this
may not matter. Lower stability leads to a greater variety of
source qualities, including cultivated frequency jumps as in a
yodel, subharmonics, low frequency modulations at the
source, and chaotic vibration. Some of these instabilities may
be advantageous in an artistic context �Neubauer et al.,
2004�, or for survival as in an infant cry �Mende et al.,
1990�, but they may be considered pathological in a speech
context �Hirano, 1981�. Source instability due to nonlinear
source–filter coupling may be greatly exaggerated when
there is a vocal pathology. Asymmetry in the larynx, nodules
and polyps, paralysis, and other voice disorders affect the
normal modes of vibration of the tissue, which can easily be
desynchronized by additional nonlinear coupling to the vocal
tract.

Historically, clinicians have used a battery of test utter-
ances for assessment of voice disorders that progress from
vowels to isolated syllables or words and then to complete
sentences or paragraphs. Test utterances are also useful for
monitoring the effectiveness of vocal training. Almost every-
one agrees that the tasks must reveal control of fundamental
frequency, loudness, and some aspect of vocal quality. But,
the interactions among respiratory, phonatory, and articula-
tory components of speech have not been specifically tar-
geted as important components of assessment. Although a
collection of vowels and voiced consonants may be part of
the test material, there is generally no hypothesis about
whether the voice disorder is more affected by one vowel
shape versus another.

It is generally thought that steady vowels alone are in-
sufficient to provide a diagnostic “treadmill” for vocaliza-
tion. They test the stability �or steadiness� of a vocal and
articulatory posture, but allow little to be said about interac-

tivity. Such interactivity becomes evident when either source
or filter is dynamically changing. Dynamic testing has been
proposed by Kent et al. �1987� for speech articulation and by
Freund and Büdingen �1978� and Schmidt and Lee �1989�
for limb movement, but little has been implemented for
voice diagnostics.

To maximize the diagnostic value of test utterances for
vocal control, it is suggested here that source–filter interac-
tion exercises may become part of a diagnostic battery. A
variety of voice disorders may manifest themselves in the
lack of voice control when source harmonics and formant
frequencies are forced to interfere with each other. In particu-
lar, sudden frequency jumps occur when specific formants
and harmonics cross �see the companion paper for theoretical
explanation�. Often, bifurcations in the vibratory patterns of
the vocal folds occur involuntarily at these locations.

The purpose of this study was to test three F0–F1 cross-
over exercises, �1� a fundamental frequency glide at a con-
stant vowel, �2� a vowel glide at a constant fundamental
frequency, and �3� a combination fundamental frequency–
vowel glide. Fundamental frequency and vowels were cho-
sen such that maximum interaction would likely take place.

II. METHODS

A. Subjects

Eighteen volunteers participated in the study, nine fe-
males �ranging in age from 25 to 50 with an average of 31�
and nine males �ranging in age from 25 to 44 with an aver-
age of 31.6�. All subjects reported no vocal pathologies. Sev-
eral claimed that they sing as amateurs, but none had exten-
sive vocal training. Two certified speech-language
pathologists assessed their voices as normal, not containing
any dysphonia. Experiments were in compliance with guide-
lines of the NIH and were reviewed and approved by the
institutional review boards.

B. Three vocal exercises

As a first exercise, subjects were asked to produce fun-
damental frequency �F0� glides. The pattern was high to low,
then low to high, with an intermediate vocal fry. This exer-
cise was produced on four vowels �/�/, /æ/, /i/, /u/�, with two
different starting fundamental frequencies per vowel and two
different vocal efforts �soft and loud�. Table I lists all three
exercises and Fig. 1 shows the F0 glides in musical notation.
The vocal fry utterance was elicited between the fundamental
frequency glides to estimate the formant frequencies and
bandwidths of the vowels, since both measures are most re-
liably extracted from low F0 phonations.

Females phonated the two higher fundamental frequency
glides and males the two lower fundamental frequency
glides, such that the middle glide was common to both gen-
ders. Subjects were prompted with computer simulated sig-
nals that had no source–filter coupling �see the companion
paper, Titze, 2008, for the computer model�. A spectrogram
of the prompts is shown in Fig. 2, with Fig. 2�A� represent-
ing the prompt for the first exercise. The first formant fre-
quency location is represented by the gray dots in Fig. 2 and
the sloping lines are the harmonics.
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The second exercise consisted of two vowel glides and
their returns �from /i/ to /æ/ and back to /i/; and from /u/ to
/�/ and back to /u/�. These vowel glides were phonated in
succession on two constant fundamental frequencies �C5 and
C6 for females and C5 and C4 for males�. Returning to the
musical notation of Fig. 1, this would be one sustained note
�e.g., C5, second note from the top� while vowel formant
frequencies are changing upward as shown on the right side
of the graph. Two vocal efforts were used �soft and loud� for
all exercises. Figure 2�B� illustrates a spectrographic version
of a computer simulation that served to prompt a subject.
Note that the harmonics remain constant while F1 follows a
low-high-low trajectory.

The third exercise consisted of simultaneous vowel and
fundamental frequency changes. In Fig. 1, the fundamental
frequency glides �glissandi� were again used, but this time
with the simultaneous vowel changes as shown to the right.
The spectrographic version of the prompt is shown in Fig.
2�C�. F0 and F1 were moved in opposite directions and were
forced to cross. Subjects were instructed to start with an /i/
vowel �F1�300 Hz� and change to an /æ/ vowel �F1

�800 Hz� while gliding fundamental frequency downward,
as in Exercise 1, then change back to an /i/ vowel while
gliding fundamental frequency upward. Intermediate vocal
fry was also elicited. Starting fundamental frequencies were
C5 �523 Hz� and C6 �1047 Hz� for females and C5 �523 Hz�
and C4 �262 Hz� for males. This exercise was repeated for
the /u/-/�/-/u/ vowel transition. Each phonation was pro-
duced at two different vocal efforts �soft and loud�.

For each of the exercises described, subjects were asked
to produce three tokens for statistical power; however, some
subjects were only able to produce one or two tokens. Actual
sample size is given in Table II.

C. Recordings

Recordings were conducted in a single-wall IAC sound
isolation booth. Subjects wore a head-mounted microphone
�Countryman Associates omnidirectional B3 Lavalier; CSL
Model 4400 pre-amp� mounted on a wire boom attached to a
plastic frame, worn like a pair of eyeglasses. The micro-
phone element was about 5 cm from the mouth and slightly
to the side, out of the airstream.

The microphone signal was recorded with CUBASE SE

software �version 3.0.3� on a PC. The recording level was
adjusted to achieve the maximum signal strength and to
avoid clipping. All phonations were digitized at a 44.1 kHz
sampling rate and 16 bit quantization.

A Brüel & Kjaer 2238 sound level meter, set to linear
frequency weighting, was positioned at the distance of 30 cm
from the mouth. The sound level meter was used to visually
obtain a sound pressure level reading at the outset of the
recording session, while the subject phonated on /�/ at a high
and low fundamental frequency and loud and soft intensity,
for the purpose of calibrating the microphone signal to SPL
at 30 cm. �SPL levels are not discussed in this paper, how-
ever.�

The modeled vocalizations �Fig. 2� were generated with
the SPEAK program �Titze, 2006a, Chap. 5� and were played
back over a loudspeaker in the booth prior to the subjects

TABLE I. Three vocal exercises.

Exercise 1. Pitch glides and reversals �at least two octaves with
vocal fry included�
1. C5 to F3, vocal fry, F3 to C5 with steady vowels /i/, /u/, /�/,
and /æ/, soft and loud, males and females
2. Repeat with C6 to F4 for females, C4 to F2 for males, all else
the same
Exercise 2. Vowel glides and reversals
1. C5, /i/-/æ/-/i/ and /u/-/�/-/u/, soft and loud, males and females
2. Repeat with C6 for females, C4 for males, all else the same
Exercise 3. Simultaneous vowel and pitch glides
1. C5 to F3, vocal fry, F3 to C5 while vowels change in the
sequence /i/-/æ/-/i/ and /u/-/�/-/u/, soft and loud, males and females
2. Repeat with C6 to F4 for females, C4 to F2 for males, all else
the same

FIG. 1. Musical notation of F0 glides used in Exercises 1 and 3, and vowel changes �far right� drawn at an approximate height so that F1 corresponds to
fundamental frequency on the left.

FIG. 2. Spectrograms of computer generated stimuli that were used to
prompt the subjects. �A� Exercise 1, �B� Exercise 2, and �C� Exercise 3. First
formant �F1� is indicated by gray dots.
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performing each task, as a first auditory cue for the desired
smoothness of fundamental and formant frequency change.
In addition, the investigator was present in the sound booth
during the vocal tasks to help the subject find the proper
vowels and starting and ending fundamental frequency, if
necessary. The vowels /i/, /æ/, /�/, and /u/ were announced
�speech-like� by the investigator prior to each task. An elec-
tronic keyboard �Casio® Casiotone MT-35� was used to give
the starting fundamental frequency as often as necessary for
repeat tokens. The actual starting fundamental frequency did
vary within and between subjects for particular exercises. No
subject was specifically forced to phonate at the instructed
starting fundamental frequency. The instructions were given
only before the start of each token of the exercises. No cor-
rections were attempted during the exercise.

D. Data analysis

Three bifurcations of vocal fold vibration were consid-
ered in this work, namely frequency jumps, subharmonics,
and deterministic chaos �Fig. 3 shows stylistic sketches for
two harmonics in a spectrogram�. Biphonation, a fourth non-
linear phenomenon, was not found in any phonations. Each
phonation was examined for the occurrence of those phe-

nomena through visual inspection of narrow-band spectro-
grams �512-point Hanning window� and associated Fourier
frequency spectra. Frequency jumps are sudden F0 changes
in which vibration rate moves up or down abruptly and dis-
continuously, and is qualitatively different from continuous,
smooth F0 change �Fig. 3, example I�. Subharmonics are
additional spectral components that can suddenly appear at
integer fractional values of an identifiable F0 �e.g., F0/2, F0/3,
and so on� and as harmonics of these values. The result is
that energy can appear at evenly spaced intervals below F0

and between adjacent harmonics throughout the frequency
spectrum �Fig. 3, example II�. While the vibration pattern of
the vocal folds is still regular in these cases, it is character-
ized by periods that are multiples of the F0 period.

Deterministic chaos refers to episodes of nonrandom
noise. This chaotic noise is technically distinguishable from
random noise by the number of dimensions needed to de-
scribe it �Tokuda et al., 2002�. An alternative to decide
whether a noisy segment can be considered deterministic
chaos is to evaluate characteristics visible in narrow-band
spectrograms �Herzel, 1998�, including sudden on- and off-
set, preceding or following subharmonics and harmonic
“windows” occurring in otherwise noisy segments �Fig. 3,
example III�.

The following parameters were measured in each pho-
nation: maximum and minimum fundamental frequency at
the beginning, the middle, and end of the phonation; first and
second formant frequency. The measurement of those param-
eters allowed the decision whether or not there was a F0–F1

crossover present �Fig. 4�. Formant bandwidth was measured
in the middle of the phonations of Exercise 1 �the vocal fry
portion�. Because energy loss to the subglottal system is
minimum for vocal fry �a long glottal closure�, we expected
the measured formant bandwidths to be underestimated for
the glides.

Additionally, we measured the higher and lower funda-
mental frequencies of a frequency jump; the fundamental
frequency before the onset of a subharmonic; the onset of a
chaotic segment; and we noted the type of subharmonic
event �F0 /2, F0 /3, and so on�.

All measurements were performed using sound analysis
software PRAAT �Boersma & Weenick, 2007�. Linear predic-
tive coding �autocorrelation procedure� was used to track for-
mants. Formant bandwidth is the difference in frequency be-
tween the points on either side of the peak �frequency with

TABLE II. Information and sample sizes for each subject for Exercises E1,
E2, E3.

Subject Sex E1 E2 E3

1 M 48 24 24
2 M 47 24 24
3 M 32 15 17
4 F 36 14 16
5 F 27 13 17
6 F 32 16 18
7 M 48 24 24
8 F 31 16 16
9 F 32 24 24
10 F 48 24 24
11 M 48 24 24
12 F 48 24 24
13 F 48 24 24
14 M 48 24 24
15 M 47 24 24
16 F 48 24 24
17 M 48 24 24
18 M 34 16 18

FIG. 3. Sketches of narrow-band spectrogram of the three bifurcations con-
sidered in this study. In each example two harmonics �F0 and 2F0� are
indicated. I: Two subsequent frequency jumps. II: Subharmonics. III: Deter-
ministic chaos.

FIG. 4. Schematics of fundamental frequency contours around a steady
formant. Three relationships between F0 and F1 were found in phonations of
Exercise 1. �A� F0 and F1 crossed, �B� F0 and F1 came within 100 Hz of
each other at some point during the phonation, �C� F0 and F1 were never less
than 101 Hz apart at any point during the phonation. Only �A� and �B�
counted as “crossover present.”
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peak amplitude� which have amplitude A / ��2� �correspond-
ing to 3 dB down from the peak�.

E. Statistics

Source instabilities during a fundamental frequency or
vowel glide can occur either as a result of mode of vibration
changes in the sound source �e.g., a register change induced
by changes in muscle activation�, or as a result of nonlinear
source–tract coupling. In a nonlinear source–filter system,
source instabilities are expected when F0 and F1 cross, and
therefore source instabilities can serve as indicators of non-
linear source–tract coupling. To sort out the instabilities that
result from nonlinear source–tract coupling, we statistically
compared the occurrences of instabilities in phonations with-
out F0–F1 crossovers to those with F0–F1 crossovers. If in-
stabilities were to result only from a source-specific mode
change, we would expect no differences between the two
samples. However if instabilities do result from a nonlinear
source–filter interaction, we would expect more source insta-
bilities in phonations with F0–F1 crossovers. Nonparametric
tests were used for comparison of averages of matched �Wil-
coxon test� or unmatched �Mann–Whitney test� samples.

III. RESULTS

A. Exercise 1: Fundamental frequency glide on
steady vowels

Frequency jumps were the most commonly observed bi-
furcation type. They were found in 21% of all phonations
across all individuals �s.d.=14%; range: 0–42%; N=18 sub-
jects�. The majority of frequency jumps were downward on
the descending F0 glide and upward on the ascending F0

glide �161 cases out of 167�. Examples are seen in Figs. 5�A�
and 5�C� at the first and third arrows. Frequency jumps from
all 18 subjects showed a mean frequency change of 31 Hz
�s.d.=20 Hz; range: 0–79 Hz�, or about 2 semitones, for the
descending fundamental frequency. Subharmonics were
found in 14% of all phonations across individuals �s.d.
=9%; range: 2%–35%; N=18 subjects�. Examples are seen
at the second arrow in Fig. 5�A� and at the second arrow in
Fig. 5�B�. Chaotic segments were found in 3% of all phona-
tions across individuals �s.d.=5%; range: 0–15%; N=18 sub-
jects�.

Crossovers occurred predominantly with /i/ and /u/ vow-
els because they had lower F1 and were more likely to be in
the path of the gliding F0. The proportion of crossovers for
all vowels in N=9 women were: /� / :11.0�2.5%;
/æ / :9.6�5.6%; /i / :24.7�1%; /u / :24.9�1%. For N=9
men they were: /� / :1.7�2.9%, /æ / :2.0�4.2%;
/i / :20.0�3%; /u / :18.3�4%; mean �s.d.�. The smaller
percentage of crossovers in men comes from the fact that
men started half of the F0 glides an octave lower �C4;
262 Hz� while females started half of the glides an octave
higher �C5; 523 Hz�. All glides ended in vocal fry, which is
below all formants. Hence, there was a greater likelihood
that females always crossed F1, while many males did not
have fundamental frequencies above or near F1 for the high-
F1 vowels /�/ and /æ/. In women, F0–F1 crossovers occurred

in 70% of all phonations �s.d.=7%; range: 58%–78%; N=9�.
In men, F0–F1 crossovers occurred in only 42% of all pho-
nations �s.d.=10%; range: 31%–66%; N=9�.

Independent of loudness, the overall mean proportion of
instabilities in phonations with F0–F1 crossover was 54%
across male subjects �s.d.=17; range: 23%–78%; N=9�,
whereas without F0–F1 crossover it was 35% �s.d.=15;
range: 7%–59%; N=9�. This difference was statistically sig-
nificant �Wilcoxon; Z=2.19; P�0.05; N=9�. Across fe-
males, on the other hand, the overall mean proportion of
source instabilities in phonations with F0–F1 crossover was
27% �s.d.=14; range: 11%–52%; N=9�, whereas without
F0–F1 crossover it was 24% �s.d.=30; range: 0%–90%; N
=9�. This difference is not significant �Wilcoxon; Z=0.59;
P=0.55; N=9�. The male–female difference in instabilities
with F0–F1 crossover �54% vs 27%� was significant �Mann–
Whitney; U=9; P�0.01; NF, NM =9�.

1. Effect of loudness

A sufficient sample �N=75� of crossover and noncross-
over phonations within the two categories “loud” and “soft”
was available in male high glide and female low glide pho-
nations. The overall mean proportion of source instabilities
in loud phonations with F0–F1 crossover was 77% in males
�s.d.=28; range: 25%–100%; N=9�, whereas without F0–F1

crossover it was 65% �s.d.=41; range: 0%–100%; N=9�.
This difference was not statistically significant �Wilcoxon;
Z=1.12; P=0.13; N=9�. The overall mean proportion of
source instabilities in soft phonations with F0–F1 crossover
was 64% �s.d.=23; range: 37%–100%; N=9�, whereas with-
out F0–F1 crossover it was 38% �s.d.=36; range: 0%–100%;
N=9�. This difference in males for soft phonation was sig-
nificant �Wilcoxon; Z=1.84; P�0.05; N=9�.

For females, the overall mean proportion of source in-
stabilities in loud phonations with F0–F1 crossover was 35%
�s.d.=29; range: 0%–100%; N=9�, whereas without F0–F1

crossover it was 23% �s.d.=25; range: 0%–75%; N=9�. This
difference was not significant �Wilcoxon; Z=0.59 P=0.23;
N=9�. The overall mean proportion of instabilities in soft
phonations with F0–F1 crossover was 29% �s.d.=28; range:
0%–80%; N=9�, whereas without F0–F1 crossover it was
20% �s.d.=33; range: 0%–100%; N=9�, again not signifi-
cantly different �Wilcoxon; Z=1.19 P=0.11; N=9�. Results
did not change when considering frequency jumps only, in-
stead of summarizing all three observed instabilities �fre-
quency jumps, subharmonics, and deterministic chaos�.

2. F0–F1 vicinity

In 31 of 167 cases of frequency jumps �18%�, the first
formant frequency was in a 50 Hz vicinity of the fundamen-
tal frequency. In 21 additional cases, F1 was in a 100 Hz
vicinity of F0. In 23 additional cases, F1 was in a 200 Hz
vicinity of F0. In the remaining 92 cases, F1 was more than
200 Hz away from F0. For an average formant bandwidth of
about 100 Hz in vocal fry �which is likely to be an underes-
timate for the glide phonations� it appears that at least 30%
of instabilities occurred inside a formant bandwidth. But
even if they occurred outside the bandwidth, the inertive re-
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actance of the vocal tract may still have been large enough to
trigger an F0 change �see the companion paper, Titze, 2008�.

B. Discussion of Exercise 1

Exercise 1 delivered at least three new findings. First,
source instabilities occur more often in phonations in which
F0–F1 crossovers are present. This is significant for male
phonations. Second, instabilities occur more often in soft
voice than loud voice, again primarily among males. Third,
when F0 jumps occur, they are mostly downward on a
downgliding F0 and upward on an upgliding F0.

Consider the following explanations. When an instabil-
ity in F0 occurs near F1, we expect the proximity of F0 and
F1 to be on the order of the formant bandwidth, because most

of the vocal tract acoustic reactance change occurs in this
frequency interval. Figure 6 shows an impedance calculation
for a vocal tract in the shape of the vowel /u/. The top panel
shows an outline of the vocal tract radius across length, and
the bottom panel shows the supraglottal impedance curves in
the vicinity of formants F1 and F2. �For a detailed discussion
of the impedance curves, see the companion paper.� The
thick solid curve is the supraglottal reactance, the thin solid
line is the resistance, and the dashed curve is the magnitude
of the impedance. The formant frequency is where the resis-
tance has its maximum. This is where the reactance is mid-
way between its positive and its negative peak, which is
above the zero line because the laryngeal vestibule �epilar-
ynx tube� adds a linear component with a positive slope to

FIG. 5. Examples of bifurcations in Exercise 1. Time axes are slightly variable. Location of the first formant �F1� is indicated by a horizontal line overlaid on
the spectrograms. �A� Phonation of a male subject. Two frequency jumps are noted �arrows 1 and 3�. A short subharmonic regime starts at arrow 2. �B�
Phonation of an additional male subject. Source instabilities are not frequency jumps but only a slight perturbation of the descending F0 trajectory �arrow�. �C�,
�D� Phonations of two female subjects. Instabilities are indicated by arrows.
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the reactance. Reactance above zero is inertive and reactance
below zero is compliant. Only the 400–500 and
800–1000 Hz regions have compliant reactance.

The bandwidth of the formant is roughly the frequency
distance between the peak and the trough in the reactance
curve. But note that reactance can still be high �both positive
and negative� a considerable distance outside the bandwidth.
In our first data set, 31% of the frequency jumps we found
occurred when F0 was in the 100 Hz vicinity of F1. Esti-
mates of bandwidth values for vowels from this study, and
two other studies, are given in Table III. The wide range in
bandwidths across these studies stems from the differences in
the methods by which they were obtained. The Fujimura and
Lindqvist-Gauffin �1971� values were obtained from a vocal
tract transfer function measured with a sweep tone from a
transducer applied to the surface of the neck, with the glottis
tightly closed, which leads to less energy loss to the subglot-
tic system and thus would account for the lower bandwidth
values. The Childers and Wu �1991� values were obtained
from a weighted recursive least-squares computation of the
vocal tract filter function from the acoustic speech signal,
similar to the method of linear prediction coefficients, which

could include glottal leakage. Our measurements lie between
the values from these two other studies because they were
obtained during the vocal fry portion of the phonation. Vocal
fry has a relative long closed phase, but the glottis is not
completely closed. On the F0 glides, bandwidths are ex-
pected to be higher because less glottal closure occurs at high
F0, where the phonation register is often falsetto-like. Thus,
the assumption of an average 100–200 Hz bandwidth for
both males and females at a wide range of F0 is reasonable.
This means that most of the frequency jumps were likely to
be triggered by reactance changes.

Further evidence for this assertion comes from the direc-
tions of the frequency change. Inertive reactance lowers F0

because it effectively adds mass to the oscillating system
�vocal folds plus a moving air column�. The companion pa-
per, Titze, 2008, gives calculations of this F0 drop of about
50 Hz. Compliant reactance raises F0 because it effectively
adds stiffness to the oscillating system. As F0 moves through
the formant in a downward glide, one might first see a small
increase in F0 �due to a small amount of compliant reactance�
followed by a sudden much larger decrease in F0 because
there is a dominance of inertive reactance.

As a second point of discussion, males experience more
source instabilities than females in Exercise 1. Anatomically,
the most important difference in the vocal system of males is
a 60% greater vibrating vocal fold length, but only a 10%–
20% greater vocal tract length. This leads to an overall
greater difference between fundamental frequencies and
lower formant frequencies in male phonations. Hence F0–F1

crossovers are generally less likely to occur in male normal
speech. We hypothesize that this lower probability in male
phonation may have led to fewer adaptive mechanisms to the
destabilizing effects of F0–F1 crossovers.

A second factor is registration. Males phonate predomi-
nantly in modal register, whereas females have cultivated a
more mixed register phonation. The second harmonic is of
primary importance in modal register �male phonation� but
less so in mixed register. It characterizes the closed portion
of the glottal flow waveform �Titze, 2000, Chap. 5, Fig. 5.4�,
which is more important in male phonation than female pho-
nation. Disturbance of the second harmonic by an additional

FIG. 6. �Color online� Calculation of reactance, resistance, and impedance
magnitude �bottom� for a vocal tract shape resembling a /u/ vowel �top�.

TABLE III. First formant frequencies �F1� and bandwidths �B1� from phonations of Exercise 1 of our study and
from three other studies �PB: Peterson and Barney, 1952; CW: Childers and Wu, 1991; FL: Fujimura and
Lindqvist-Gauffin, 1971�.

Average F1 �Hz� Average B1 �Hz�

Vowel Measured PB CW Measured FL CW

�—female 839 850 838 138 50 272
�—male 657 730 673 96 41 154

æ—female 840 860 842 128 50 221
æ—male 688 660 645 81 40 145

i—female 407 310 379 79 76 144
i—male 343 270 303 66 59 134

u—female 428 370 410 77 64 132
u—male 374 300 342 91 54 134
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loading effect �for instance during F1–2F0 crossovers� is
more likely in males than in females because of the lower F0.
This can lead to larger source instabilities in males.

C. Exercise 2: Vowel transition on steady fundamental
frequency

In this exercise, frequency jumps were found in 15% of
all phonations across all subjects �s.d.=13%; range: 0%–
41%; N=18�. Six individuals showed no frequency jumps.
Frequency jumps showed a mean frequency change of 20 Hz
�s.d.=9.9 Hz; range: 10–42 Hz, N=12�, which amounts to
1–2 semitones. Subharmonics were found in 21% of all pho-

nations across 18 subjects �s.d.=15%; range: 0%–53%; N
=18�. Chaotic segments were found in 5% of all phonations
across all subjects �s.d.=7%; range: 0%–25%; N=18�.
F0–F1 crossovers occurred in 89% of all phonations across
all subjects �s.d.=16%; range 50%–100%; N=18�.

Figures 7�A�–7�C� are examples of F0–F1 crossovers. In
Fig. 7�A� there is an aphonic segment, in Fig. 7�B� a lower-
ing of F0 in the middle vowel portion combined with a cha-
otic segment, and in Fig. 7�C� an F0 lowering combined with
a period 2 and a period 3 subharmonic segment. In Fig. 7�D�,
F1 crossed the second harmonic �2F0�, which revealed a

FIG. 7. Waveform and spectrogram examples of source instabilities in Exercise 2. Time and frequency axes are slightly variable across the four spectrograms.
Trajectory of the first formant �F1� is indicated by a thin solid line overlaid on the spectrograms. �A� Phonation of a female subject. Near the upgliding formant
transition there is a short break �arrow 1� and a frequency perturbation �arrow 2�. �B� Phonations of a female subject. There is a break near the upgliding
formant transition and a frequency jump near the downgliding formant transition. Note that the harmonics become more faint, in the background of some
chaotic noise in the high formant vowel. �C� Phonation of a male subject. F0/2 subharmonics start at arrow 1 and F0/3 subharmonics start at arrow 2. �D�
Phonation of a male subject. A short subharmonic regime starts at arrow 1. This location is the same as the downgliding formant transition. Arrows 2 and 3
in the waveform envelope above point to sudden amplitude increase near the formant transition, a pattern common in many subjects.
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small period 2 subharmonic segment near the end of the
return crossover. 2F0–F1 crossovers represented 11% of the
cases.

Independent of loudness, the overall mean proportion of
source instabilities in phonations with F0–F1 crossover was
54% across male subjects �s.d.=28; range: 3%–89%; N=9�.
Five male subjects had five or more phonations without
crossover that served for comparison. Without F0–F1 cross-
overs, the overall mean proportion of source instabilities in
phonations was 23% �s.d.=23; range: 0%–43%; N=5�. The
difference was statistically significant �Wilcoxon; Z=2.02;
P�0.05; N=5�. For females, the overall mean proportion of
source instabilities in phonations with F0–F1 crossover was
34% �s.d.=18; range: 8%–61%; N=9�. Unfortunately, the
female subject did not produce enough phonations without
crossover for statistical comparison. Nevertheless, the result
is that the proportion of source instabilities in phonations
with F0–F1 crossover is significantly less in women �34%�
than in men �54%� �Mann–Whitney; U=21.5; P�0.05; NF,
NM =9�.

1. Effect of loudness

A sufficient sample of noncrossover phonations within
the two categories “loud” and “soft” was not available. When
F0–F1 crossover occurred, however, the overall mean pro-
portion of source instabilities in loud phonations was 59% in
all males �s.d.=25; range: 9%–100%; N=9�, whereas in soft
phonations with F0–F1 crossover it was 65% �s.d.=22;
range: 33%–100%; N=9�. This difference was statistically
not significant �Wilcoxon; Z=0.77; P=0.77; N=9�. In fe-
males, the overall mean proportion of source instabilities in
loud phonations with F0–F1 crossover was 23% across all
subjects �s.d.=15; range: 11%–73%; N=9�, whereas in soft
phonations with F0–F1 crossover it was 43% �s.d.=25;
range: 0%–100%; N=9�. This difference was statistically
significant �Wilcoxon; Z=−2.01; P�0.05; N=9�, indicating
that soft phonations are more prone to instability than loud
phonations.

The location of the instability relative to the position of
the crossover was investigated. Exercise 2 was designed to
provoke two points of crossovers at the transitions from the
first vowel to the second vowel, and back to the first vowels.
Figure 8 indicates that instabilities were much more common
near the two F0–F1 crossovers �“near” means within a
500 ms vicinity from the midpoint of the F0–F1 crossover�
than in the steady portions of the exercise.

2. F0 Symmetry at the F0–F1 crossover

Near the F0–F1 crossovers we often observed F0 pertur-
bations that were not sudden fundamental frequency jumps
or voice breaks, but rather a dip with a recovery �Fig. 9�. A
similar phenomenon was part of an earlier figure for Exercise
1, Figs. 5�B� and 5�D� at arrow 1. These dips and recoveries
often showed either symmetric or antisymmetric patterns at
the two formant transition of Exercise 2. For example, note
the zoomed-in contours in the lowest panels of Fig. 9�A�.
The two arrows indicate symmetric or antisymmetric funda-
mental frequency perturbations. Figure 9�B� shows upward

�symmetric� perturbations at the transitions, opposite to what
was seen in Fig. 9�A�. In addition, F0 lowered in the middle
portion as reactance changed �Figs. 9�A�, 9�B�, and 9�D��.
Figure 9�C� shows a reduction in vibrato at the vowel tran-
sitions. Figure 9�D� shows a general fundamental frequency
lowering in the middle vowel, with a period 2 subharmonic.

D. Discussion of Exercise 2

Exercise 2 delivered at least three findings, which con-
firmed findings from Exercise 1. First, source instabilities
occur more often in phonations in which F0–F1 crossovers
are present. Second, source instabilities occur more often in
male phonations than in female phonations when there are
F0–F1 crossovers. Third, there are more source instabilities
in soft phonations than in loud phonations when there are
F0–F1 crossovers. The effect of loudness is not clear. In Ex-
ercise 1 males phonating softly were troubled profoundly by
F0–F1 crossovers, but in Exercise 2 females produced more
irregularities in soft utterances with F0–F1 crossovers.

Although the exercise was designed to keep fundamental
frequency constant, many subjects failed to do so. In F0–F1

crossover utterances, F0 often decreased by up to 50 Hz,
when F0 was on the reactive side of F1, suggesting a direct
effect on F0 during strong nonlinear coupling.

We have little explanation to offer for the sometimes
opposite behavior of F0 perturbation in the middle part �dur-
ing onset and offset of the second vowel� between subjects
�Figs. 9�A� and 9�B��, except that possibly there exists
individual-specific patterns in the correction pattern in reac-
tion to the disturbance when F0 and F1 cross. Whether such
individual specificity relates to vocal fold morphology or
motor pattern of intrinsic laryngeal muscles remains specu-
lation at this stage.

E. Exercise 3: Simultaneous vowel and fundamental
frequency transitions

Frequency jumps were found in 15% of all phonations
of Exercise 3 across 18 subjects �s.d.=15%; range: 0%–46%;
N=18�. Examples are shown in Figs. 10�A� and 10�D�. By
contrast, Fig. 10�B� shows an example of no frequency
jumps when F0 crosses F1. Three individuals showed no fre-

FIG. 8. Relative occurrences of frequency jumps at five locations in Exer-
cise 2 across 18 individuals. We tested if the instability occurred either in the
steady segments or in a 500 ms vicinity of the gliding formant transitions.
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quency jumps, or only a F0 perturbation without bifurcation,
as in Fig. 10�C�. Frequency jumps from 15 subjects show a
mean frequency change of 61 Hz �s.d.=38 Hz; range:
11–127 Hz, N=15�, which amounts to about 2–3 semitones.
Subharmonics were found in 20% of all phonations across 18
subjects �s.d.=15%; range: 0%–53%; N=18�. Chaotic seg-
ments were found in 5% of all phonations across 18 subjects
�s.d.=7%; range: 0%–25%; N=18�. F0–F1 crossovers oc-
curred in 89% of all phonations �s.d.=16%; range: 50%–
100%, N=18 subjects�, in women more often �99%� than in
men �78%� �Mann–Whitney; U=5.5; P�0.01; NF, NM =9�,
for reasons given earlier.

Independent of loudness, the overall mean proportion of
source instabilities in phonations with F0–F1 crossover was
62% across the male subjects �s.d.=20; range: 26%–89%;

N=9�. Five male subjects had five or more phonations with-
out crossover that served for comparison. Without F0–F1

crossover, the overall mean proportion of source instabilities
was 21% across individuals �s.d.=24; range: 0%–50%; N
=5�. The difference in the proportion of source instabilities
in phonations with and without F0–F1 crossovers was statis-
tically significant �Wilcoxon; Z=2.02; P�0.05; N=5�. For
females, the overall mean proportion of source instabilities in
phonations with F0–F1 crossover was 30% �s.d.=16; range:
8%–59%; N=9�. Female subjects did not produce enough
phonations without crossover to make a statistical compari-
son. The proportion of source instabilities in phonations with
F0–F1 crossover was significantly less in women �30%� than
men �62%� �Mann–Whitney; U=8.5; P�0.01; NF, NM =9�.

FIG. 9. Waveforms, spectrograms, and F0 contours for Exercise 2. Trajectory of the first formant �F1� is indicated by a thin solid line overlaid on the
spectrograms. �A� Phonation of a male. Note that F0 contours show a symmetry and an antisymmetry pattern near the formant transitions �arrows�. �B� Female
phonation. Note the increase of F0 near both vowel transitions, with a phonation break near the second vowel transition. The F0 increase near both vowel
transitions is associated with sudden and short amplitude increases �see wave envelope above spectrum�. However, both sustained vowels are similar in
amplitude. �C� Male phonation. Note the strong vibrato during sustained vowel phonation, its offset during the vowel transition, as well as the onset of
subharmonics at the second vowel transition �arrow�. �D� Male phonation. Note the subharmonic onset and offset near the formant transitions �arrows� and the
overall F0 drop throughout the high F1 �/æ/� vowel �between the two arrows�.
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1. Effect of loudness

A sufficient sample of noncrossover phonations within
the two categories “loud” and “soft” was not available. For
crossovers, males showed an overall mean proportion of
source instabilities in loud phonations of 59% �s.d.=25;
range: 9%–100%; N=9�, whereas in soft phonations it was
63% �s.d.=21; range: 33%–100%; N=9�. The difference was
statistically not significant �Wilcoxon; Z=−0.47; P=0.63;
N=9�. For females the overall mean proportion of source
instabilities in loud phonations with F0–F1 crossover was
23% �s.d.=16; range: 0%–50%; N=9�, whereas in soft pho-
nations it was 45% �s.d.=27; range: 0%–77%; N=9�. This
difference was statistically significant �Wilcoxon; Z=2.25;
P�0.05; N=9�.

F. Discussion of Exercise 3, and comparative data

The design of the exercise did not allow the comparison
between crossover and noncrossover phonations. However,
results of Exercise 3 suggest that males seem more suscep-
tible to produce source instabilities in crossover phonation,
confirming findings from Exercises 1 and 2. Exercise 3 also
confirmed that soft phonations are more susceptible to insta-
bilities than loud phonations when F0 and F1 cross.

Frequency jumps, which were the most frequent insta-
bility, were larger in Exercise 3 than in either Exercise 1 or
Exercise 2. Specifically, the frequency jumps of 2–3 semi-
tones were more than twice as large as those of Exercise 2,
where vowel changes alone were targeted. Exercise 2 was
presumably produced with constant laryngeal muscle activa-

FIG. 10. Waveforms and spectrogram examples of source instabilities in Exercise 3. Trajectory of the first formant �F1� is indicated by a horizontal line
overlaid on the spectrograms. Time and frequency axes are scaled variably. �A� Phonation of a male subject. A frequency jump is indicated at arrow 1. �B�
Phonation of a female subject. In the upgliding F0 and downgliding formant transition, a subharmonic segment starts when F1 and F0 cross. �C� Phonations
of a male subject. There is fundamental frequency perturbation without a jump or a break �arrow 1�. �D� Phonation of a female subject. Frequency jumps are
present at arrow 1 and arrow 2.
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tions to keep F0 constant, thereby resisting F0 changes. The
larger frequency jumps in Exercise 3 may be attributable to
two motor patterns �intrinsic laryngeal muscles and vocal
tract configuration� changing simultaneously. At the F0–F1

crossing, the intrinsic laryngeal muscles are programmed to
continuously change F0, but the vocal tract impedance is
disturbing the normal vocal fold vibrations. Somato-sensory
feedback in the vocal fold muscles has not been consistently
found �Loucks et al., 2005�. Whether or not a feedback
mechanism is responsible for differences in the size of fre-
quency jumps �via mucosal mechanoreceptors�, as opposed
to a passive biomechanical mechanism, remains to be inves-
tigated.

G. General discussion

The exercises were designed to control for either vocal
tract changes �Exercise 1� or for source changes �Exercise 2�,
or both �Exercise 3�. With human subjects, however, the
source and vocal tract changes never occur completely in
isolation because supraglottal tissues and laryngeal tissues
are connected and often influence one another, even if the
attempt is to keep one or the other unchanged. For example,
fundamental frequency changes can be associated with
tongue-hyoid movement or with larynx height �Shipp et al.,
1984; Maurer et al., 1991�. Articulations �vowel transitions�
are associated with F0 changes �Whalen and Levitt, 1995;
Whalen et al., 1998�. These interdependencies must be taken
into account because they may contribute to a higher inci-
dence of F0 instabilities. Biomechanical changes associated
with articulation may cause less control over vocal fold ad-
duction and thereby predispose the vocal folds vibration pat-
terns to bifurcate. Nevertheless, the higher incidence of
source instabilities with F0–F1 crossover supports the hy-
pothesis that nonlinear source filter coupling is at work, in-
dependent of whether or not the vibrating source is predis-
posed to instabilities for additional reasons. In the
companion paper �Titze, 2008�, where a purely theoretical
analysis was performed with single parameter variations,
similar bifurcations were observed by contrasting nonlinear
versus linear coupling.

By way of an unexpected and untargeted result, we ob-
served sudden dramatic amplitude increases near the F0–F1

crossovers �Fig. 11�. Across individuals, the amplitude
surges could be up to 15 dB �for example, Fig. 11�D��. This
phenomenon was mostly observed in Exercise 2 but did also
occur in Exercises 1 and 3, although to a much lesser
amount. These sudden and very short-term amplitude in-
creases were synchronized with F0–F1 crossovers and never
occurred in phonations without crossovers.

The sudden amplitude surges could be explained by lin-
ear source-filter theory in terms of rapid vocal tract, pressure
changes in a dynamically changing vocal tract especially
when vocal tract constrictions are suddenly made or released.
Alternatively, nonlinear source–tract coupling could cause a
sudden change in the vocal fold vibration amplitude that re-
sults in an increase of the power output of the source signal.
Glottal source power output varies with open quotient and
maximum flow declination rate �Titze, 2006b; companion

paper, Titze 2008�. There is the distinct possibility that when
F0 first traverses the compliant reactance range of F1 and
then suddenly enters the inertive reactance range �or vice
versa�, the maximum flow declination rate can fluctuate
greatly.

In future studies, Exercises 2 and 3 might be individual
specific in design so that more noncrossover phonations are
produced, for comparative purposes. A subject’s first formant
range for /�/ and /æ/ vowels might determine the starting F0

and the range of /i/ and /u/ might decide the ending F0 for the
respective exercise. Although Exercise 3 shows the most dra-
matic effects, it may not be ideal for diagnostic purposes
because of the difficulty of pinpointing the crossover point.
Measurement of F0 and F1 is more difficult and contains a
number of possible errors �more than for Exercises 1 and 2�.
Keeping either source frequency �F0� or vocal tract fre-
quency �F1� constant allows a relatively reliable measure-
ment, even in high F0 phonations �if they are combined with
vocal fry phonation�.

There may be an exercise-specific bias for certain non-
linear phenomena. For instance, the greatest number of fre-
quency jumps occurred in Exercise 1. One might test the
generality of this in future studies with computational mod-
els.

There is also an individual-specific pattern of nonlinear
phenomena occurring in crossover phonations. In our data
set, two males and one female subject showed dramatic dif-
ferences in the ratio of source instabilities between phona-
tions with and without F0–F1 crossover �100% in phonations
with and 0% in phonations without crossovers�. Some sub-
jects seem to show a bias in their productions toward one or
another nonlinear phenomenon. An account for an
individual-specific patterning of nonlinear phenomena has
been given in several nonhumans �Riede et al., 1997, 2000,
2007�. This brings us back to the original hypothesis that
humans �and perhaps other species� have some flexibility in
operating their source–filter combination with either linear or
nonlinear coupling. With human subject experiments, the
nonlinear coupling parameter �the diameter of the epilarynx
tube� was not controlled. Greater detail, with specific param-
eters identified and controlled for this nonlinear coupling, is
given in the companion paper.

It is perhaps a little premature to make specific recom-
mendations for clinical or pedagogical use of the exercises
investigated here. Voice disorders resulting from lesions
�nodules or polyps� create mode-of-vibration instabilities.
Bilateral asymmetries cause difficulties with synchronization
between left and right vocal fold movement. A rapidly
changing acoustic load, as proposed in these exercises, may
exacerbate these instabilities, thereby lowering the threshold
for detection of a disorder. It is our belief that in the near
future the traditional reliance on comfortable fundamental
frequency and loudness vowel utterances will be replaced
with exercises that are a bit more out of the comfort zone.
These exercises designed here were not easy for some sub-
jects. Much like running and jumping may be more telling
about problems with locomotion than easy walking, vocal
fold disorders may be more detectable when the vibrations
are destabilized with more challenging acoustic loads. Sing-
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ers who want to avoid these instabilities could possibly ben-
efit from structured practice in the instability region, with the
intent of developing muscle patterns that counteract the in-
stabilities.
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The problem of a single acoustically driven bubble translating unsteadily in a fluid is considered.
The investigation of the translation equation identifies the inverse Reynolds number as a small
perturbation parameter. The objective is to obtain a closed-form, leading order solution for the
translation of the bubble, assuming nonlinear radial oscillations and a pressure field as the forcing
term. In a second part, the periodic attractor of the Rayleigh–Plesset equation serves as basis for an
optimal acoustic forcing designed to achieve maximized bubble translation over one dimensionless
period. At near-resonant or super-resonant driving frequencies, it seems one cannot improve much
on sinusoidal forcing. However at moderate acoustic intensity and sub-resonant frequencies,
acoustic wave forms that enhance bubble collapse lead to displacement many times larger than the
case of purely sinusoidal forcing. The survey covers a wide spectrum of driving ratios and bubble
diameters including those relevant to biomedical applications. Shape stability issues are considered.
Together, these results suggest new ways to predict some of the direct and indirect effects of the
acoustic radiation force in applications such as targeted drug delivery, selective bubble driving, and
accumulation. © 2008 Acoustical Society of America. �DOI: 10.1121/1.2887413�
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I. INTRODUCTION

The present analysis deals with translating bubbles in a
viscous fluid. Under the action of an acoustic pressure wave
�either traveling or standing�, the bubble undergoes volume
oscillations. The pressure gradient creates a “Bjerknes force”
that induces a net translation that allows the bubble to move
along the direction of the wave,1 as it undergoes shape oscil-
lations that affect the overall translation.2,3 The coupled
equations that govern the radial and translational oscillations
cannot be solved analytically in a straightforward fashion.
Among other methods, that of decoupling and averaging the
two motions has proved successful at providing an estimate
of the steady translation velocity.4–6 The radial oscillations
are assumed sinusoidal and the perturbations around the
equilibrium radius, small. In other words, this method re-
quires the acoustic forcing and bubble volume oscillations to
be weak.

The first part of the present work is an extension of the
theory to handle transients in the translation dynamics and
fully nonlinear radial oscillations. It is based on a previous
analysis, originally applied to the dissolution of spherically
oscillating bubbles, by Fyrillas and Szeri.7,8 The goal is to
provide a good approximation for the bubble displacement,
so as to understand a bubble under the action of an external
acoustic driving. This work represents a preliminary step to-
ward understanding bubble translation in more complex set-
tings, such as in computationally demanding9 bubble
cloud10,11 simulations, for instance. Because the translation
equation used here does not contain the secondary Bjerknes
force, the approximation is only valid within disperse clouds,
where the attracting or repelling force between two neighbor-

ing bubbles is negligible and the acoustic scattering is low
enough to not significantly distort the incident acoustic forc-
ing. First, the equations of motion are presented in their di-
mensionless form. Then, a preliminary numerical investiga-
tion provides insight into the bubble behavior in response to
a traveling acoustic wave. A formal study based on the
method of splitting is performed upon the translation
equation.2,4,10,12,13 This is motivated by the oscillatory nature
of the velocity history. The method consists in recasting the
bubble velocity as the sum of two components. An appropri-
ate time-averaging scheme in conjunction with the method of
multiple scales allows one to develop an approximation of
the two components of the velocity, which are finally added
and compared to the actual numerical solution. The outcome
of the analysis is a better understanding of bubble displace-
ment, which serves as basis for an optimization problem.

The second part focuses on optimizing bubble displace-
ment. This study proceeds along similar lines to prior work
on enhanced acoustic scattering.14,15 Such a theoretical in-
vestigation is potentially of interest for a better understand-
ing of bubble management in microgravity using an acoustic
wave, or in various medical applications. A number of au-
thors have described the ability of sound fields to displace
micron-sized bubbles—or more recently, lipospheres—
sometimes over significant distances and velocities, up to
half a meter per second.16,17 For instance, gas-filled lipo-
spheres pushed by an external acoustic field are being ac-
tively investigated as potential drug delivery vehicles;18

when used as contrast agents, the controlled displacement—
under the action of the Bjerknes force—of ligand-coated,
micron-sized spheres can facilitate ultrasonic imaging19–21 by
way of enhanced binding to the targeted sites. For specific
examples we choose bubble radii and frequencies that are
relevant to experiments, such as enhanced targeted delivery
of contrast microbubbles.22

a�Author to whom correspondence should be addressed. Electronic mail:
aszeri@me.berkeley.edu

1916 J. Acoust. Soc. Am. 123 �4�, April 2008 © 2008 Acoustical Society of America0001-4966/2008/123�4�/1916/15/$23.00



This work presents an indirect way to solve for an opti-
mum displacement. We show that by promoting a stronger
collapse, the bubble should experience a more significant
lurch forward, eventually accompanied by a larger net dis-
placement. This technique is implemented using subresonant
frequencies, where bubble has a longer time to grow in re-
sponse to the rarefaction—leading to a stronger collapse. A
combination of small bubbles and high frequencies is studied
in order to fit within the biomedical context of greatest inter-
est. First, we lay out the theoretical background necessary to
establish the optimization strategy. Then, the Euler–Lagrange
equations are solved using a successive continuation method.
Numerical results follow, later expanded upon so as to study
the influence of the forcing depending on the intensity of the
signal, bubble size, and driving frequencies.

II. EQUATIONS OF MOTION

In the following section we set up the theoretical back-
ground used to solve for the leading order bubble velocity
and, in a second part, to optimize bubble translation.

A. Bubble motion

Under the action of an acoustic wave, a microbubble
undergoes motion. This motion is governed, in the present
situation, by the translation equation, which appears in a
number of publications2,4,10,12,13 and reads:

2�

3
�

d

dt
�R3�Ẋ − Ua�� = − 12��R�Ẋ − Ua� −

4�

3
R3 � P�.

�1�

R is the bubble radius, Ua is the velocity of the surrounding
liquid, moving under the action of the external pressure gra-

dient �P�, while X and Ẋ refer to the bubble translation
displacement and velocity, respectively. There are a number
of ways to accommodate the translation equation to addi-
tional physical constraints, e.g., wall effects, shell behavior,
etc. For example, Dayton et al.16 use a translation equation
relying on experimental data to calculate lipid-membrane mi-
crospheres under the action of an ultrasonic inducer. For sim-
plicity, we shall use Eq. �1�. Using a Lagrangian formalism
applied to a single bubble subject to an external pressure
field allows for retrieving the same equation, along with an

gradient term proportional to ��Ẋ−Ua�, as described by Ilin-
skii et al.23

The translation equation is made dimensionless. To that
end, the following characteristic scales and dimensionless
parameters are used: X=R0x, Ua= fdR0ua, t=� / fd, P�= P0p�,
and R=R0r. X is the bubble translation with respect to a fixed
frame, fd is the driving frequency, and R0 is the equilibrium
radius of the bubble. p� represents the dimensionless acous-
tic wave originating from the transducer. Here, for illustra-
tive purposes, the form of the acoustic wave is considered as
traveling:

p� = 1 + Pa sin�2�R0/�x − 2��� . �2�

In order to decouple the equation for radial oscillations from
the translation equation, it is assumed that the bubble trans-

lation per period is negligible compared to the wavelength �
of the pressure wave, that is, the pressure gradient is simply
a function of time. Alternatively, one can argue that the wave
pressure is passing by relatively quickly, with the conse-
quence that the minute bubble translation per period does not
introduce any significant phase lag, thereby reducing to a
simpler form for use in Eq. �6�:

p� = 1 − Pa sin�2��� . �3�

This is a useful step that allows one to solve for the radial
oscillations, independent of the velocity. By use of these
variables, the dimensionless form of the translation equation
reads

d

d�
�r3�ẋ − ua�� = −

18

Re
r�ẋ − ua� − Cpr3dp�

dx
. �4�

Dimensionless coefficients Cp and Re are defined in detail in
Appendix D. This is a first-order, variable coefficient ordi-
nary differential equation in ẋ=u, provided that all other pa-
rameters are known. From the application of a balance of
linear momentum in the acoustic limit, it is found that, in-
stantaneously,

�U̇a = − �P�, �5�

Integrating Eq. �5� allows for obtaining a closed-form ex-
pression for Ua���, under the action of the external forcing
P����, as derived for example in Reddy and Szeri.13

B. Bubble dynamics

Whereas the study of translation transients does not rely
directly on the Rayleigh–Plesset equation �RPE�, the optimi-
zation problem explicitly requires its use in the set of Euler–
Lagrange equations. RPE governs the evolution of the
bubble radius R�t� subject to some external forcing P� and is
recalled in its simplified form:1

RR̈ +
3

2
Ṙ2 =

1

�
�Pl − P�� . �6�

The exact form of Eq. �6� can be chosen to accommodate a
large array of situations including, for instance, pulse driving
at large amplitudes,13,14,24 viscous damping effects,25 com-
pressibility terms, among others. In this particular case, we

have not included the term proportional to Ẋ2 discussed by
Doinikov:10 It is most important for higher-intensity driving
of translating bubbles, where the acoustic coefficient Pa is
well over 1.0 times the ambient pressure. The dimensionless
pressure at the bubble wall pl= Pl / P0, where P0=1.01325
�105 N m−2 is the static pressure, reads

pl = pg + pv
* −

1

We r
−

4ṙ

Re Eu r
. �7�

All dimensionless groups, including the Reynolds �Re�, Eu-
ler �Eu�, and Weber �We� numbers are given in Appendix D.
The gas pressure pg depends on the dimensionless, normal-
ized internal gas pressure p

g0
* =1− p

v
*+� / �P0R0� and is given

by
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pg = p
g0
* r−3k �8�

and k stands for the polytropic exponent. Therefore, we rely
on the method laid out in Leighton1 to determine an appro-
priate value for the polytropic exponent �see Appendix D for
details�. Additionally, the RPE often includes terms taking
into account compressibility effects. Here we simply neglect
compressibility effects as is suitable for mild or moderate
forcing within the RPE. Therefore, recast in its
well-known1,26,27 dimensionless form, it becomes

rr̈ +
3ṙ2

2
= Eu�pl − p�� . �9�

In the present context it is proposed to optimize bubble trans-
lation based on the periodic attractor of its radial oscillations:
We thus restrict the problem to continuous forcing of small
bubbles and periodic radial oscillations.

III. APPROXIMATION FOR THE SMOOTH BUBBLE
VELOCITY

A. Motivation for splitting

1. Overall objective and method

The analysis starts with the Rayleigh–Plesset equation,
as recast in its decoupled form �obtained by combining Eqs.
�6� and �3��, which does not depend on the bubble position
x�t�. Therefore, obtaining r�t� over a given time interval is
straightforward. Then, the translation equation �1� is inte-
grated so as to obtain the velocity of the bubble, subject to
the pressure field and using the known function r�t�.

Numerical investigations suggest that the translation
may be understood as being the sum of two distinct compo-
nents, namely a smooth part and an oscillatory part: These
features are particularly striking when one examines the ve-
locity of the bubble. The form of the oscillatory problem
suggests an appropriate time-averaging scheme that serves to
define the splitting method.

The scheme relies on the stable periodic radial attractor
to build the velocity approximation. The transient radial dy-
namics do not significantly alter the slowly evolving, smooth
bubble velocity.

2. Slow time scale

Using a pressure field in the form of a traveling wave,
several numerical tests are performed; here we focus on
Re1=280 and Re2=28. Then the velocity u�t� is plotted
against a stretched time axis. A common time scale for the
slow transient is then deduced from this analysis, propor-
tional to the inverse of the Reynolds number. Hence,

	 =
1

Re
� = 
� , �10�

where � now refers to the fast time. Figure 1 summarizes
these results.

3. Splitting method

A close look at the translation equation justifies the idea
to view the velocity as possessing two components. One

would be purely oscillatory, that is, with no net contribution
on the translation over time in a periodic acoustic field, after
the decay of transients in the radial dynamics. This compo-
nent is driven by the oscillating part of the pressure forcing
and also by the oscillating liquid itself moving under the
influence of the pressure field. The other part, referred to as
the “smooth” part, is, on the contrary, responsible for the
bubble’s net displacement per period. Because bubble trans-
lation is the result of a balance between the drag force and
the Bjerknes force, and because the drag force is on the order
of 
, as seen earlier, it is expected that the smooth solution
will show a slow transient before a more uniform behavior
�in a plane wave�. This is a well-known consequence of a
small-order damping term that eventually affects the leading-
order solution of a driven oscillator. These observations sug-
gest the following splitting:

u = usm + uosc �11�

B. Application of splitting

We begin by introducing a new, nonuniformly evolving
time

�̂��� = �
0

� d�

r3 . �12�

Alternatives for the nonlinear time such as �̂���=�0
�d�r−2 are

possible. Nonetheless, that of Eq. �12� is a particularly con-
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FIG. 1. An illustrative comparison of bubble translation velocity vs rescaled
time at different Re: �a� u��� plotted against � for Re=280 and �b� u���
against 10� and Re=28. The slow transients appear to expire around the
same dimensionless time �0�60–70, which suggests 	�
� where 

=1 /Re.
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venient choice: The derivative on the left-hand side of Eq.
�4� is much simplified in the transformed ordinary differen-
tial equation �ODE�. Indeed, by use of the chain rule, Eq. �4�
is recast as

d

d�̂
�û − ûa� + 18
r�û − ûa� = − Cpr6dp�

dx
, �13�

where it is understood that

r3ua = r3 d

d�
xa = xa�̂,

r3u = ¯ = x�̂, �14�

and that, by convention, the terms x�̂�̂= û�̂ and x�̂= û. The
liquid displacement with respect to a fixed frame xa��� is
found by integrating ua��� with respect to �. Finally, the fol-
lowing nonlinear time average is defined:

	f��̂�
�̂ �
1

�0
Td�̂

�
0

�̂�T�

f��̂�d�̂ . �15�

Here T is the period of the acoustic field and bubble radial
oscillation. Note that

	�·�
�̂ =
	r−3�·�
�

	r−3
�

, �16�

where

	�·�
� �
1

T
�

0

T

�·�d� . �17�

1. Application of the decomposition

First, we note that u=ua is obviously a solution of the
following inhomogeneous ODE:

d

d�̂
�û − ûa� + 18
r�û − ûa� = 0, �18�

therefore, the term ua will be conveniently removed from the
problem and replaced at the end.

Substitution of Eqs. �11� and �12� in Eq. �13� yields

d

d�̂
�ûsm + ûosc� + 18
r�ûsm + ûosc� = − f��� . �19�

The function f��� represents the pressure forcing. The forc-
ing is itself split into two parts using the time average, so that

d

d�̂
ûosc + 18
rûosc = − f̃��� , �20�

where

f̃��� � f��� − 	f���
�̂, �21�

the solution of the oscillatory problem is set not to grow
without bound over time. Conversely, the smooth problem
should be excited by an appropriate forcing, so as to guaran-
tee that the split problem is identical to its original form:

d

d�̂
ûsm + 18
rûsm = − 	f
�̂. �22�

Importantly, Eqs. �20� and �22� are such that their linear
combination yields the original problem to solve. Prior to
proceeding to perturbation approximation, the two compo-
nents of the velocity are solved for numerically, as shown in
Fig. 2.

2. Perturbation solution of the smooth problem

As argued earlier, it is expected that the smooth solution
ûsm is primarily a function of a slow time scale. That is, the
small viscous drag manages to influence the motion to lead-
ing order. Thus, the method of multiple scales in time is
employed, so that

ûsm��̂;
� = û0
sm + 
û1

sm + 
2û2
sm + ¯ , �23�

where ûi
sm= �ûi

sm��̂ , 	̂��i=0,1,2 and 	̂=
�̂ is used as a slow time
scale to capture explicitly the slow drifting behavior. Thus
Eq. �22� becomes

d

d�̂
�û0

sm + 
û1
sm + ¯ � + 


d

d	̂
�û0

sm + 
û1
sm + ¯ �

+ 18
r�û0
sm + 
û1

sm + ¯ � = − 	f
�̂. �24�

The forcing itself is assumed to be on the order of 
.
Indeed, physically, the drag force and the pressure forcing—
coupled with radial oscillations—should be balanced. Now,
if the forcing is assumed to be on the order of 
0, then the
smooth solution would grow without bound, which is not
physical. Therefore it is proposed to rewrite 	f
�̂ so as to
extract a new pressure coefficient, such that

− 	f
�̂ = − Cp�r6dp�

dx


�̂

= − J
�r6dp�

dx


�̂

, �25�

where J represents a new scaling for the pressure forcing.
Explicitly,
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FIG. 2. The grey line represents the bubble velocity as obtained by integrat-
ing �4� and using the periodic attractor for r�t�. The “net” velocity compo-
nent, represented by the continuous black line, usm has been calculated from
the smooth problem �22�. In this case the average forcing and averaged
solutions are very close.
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J = Cp Re =
2P0

fd�
, �26�

which, for the weak pressure driving case, is such that J
=O�102�. Furthermore, based on physical reasoning, it is as-
sumed that

J�r6dp�

dx


�̂

� O�1� , �27�

i.e., the averaged forcing excites the first component of ûsm

on the slow time scale. Therefore it is expected that the forc-
ing term is on the same order as the drag force, directly
proportional to 
. Hence, to leading order, from Eq. �22�

û0,�̂
sm = 0 ⇔ û0

sm = C�	̂� . �28�

To solve for the constant C�	̂�, a second equation is
sought from the 
1 terms in Eq. �24�:

û1,�̂
sm = − û

0,	̂

sm
− 18rû0

sm − J�r6dp�

dx


�̂

. �29�

The right-hand side must be constrained so as to prevent the
asymptotic expansion �23� from behaving in a secular man-

ner. Therefore, an additional condition on C�	̂� is established,
so that

	RHS�29�
�̂ = 0. �30�

Now, combining the fact that the leading order approxima-
tion of ûsm is not a function of the fast time scale, but only

dependent on 	̂ and that the forcing term is a constant, Eq.
�30� is recast as

C� + 18	r
�̂C�	̂� = − J�r6dp�

dx


�̂

. �31�

Along with û0
sm�0�=C�0�=0, to leading order, the smooth

component of the bubble velocity reads

û0
sm = J

�r6dp�

dx


�̂

18	r
�̂

�exp�− 18	r
�̂	̂� − 1� . �32�

The next higher order term is computed in the Appendix. It
employs the same strategy, that is, a method combining mul-
tiple scales with the same appropriate averaging.

3. The oscillatory problem

The issue is to solve the following ODE:

û�̂
osc + 18
rûosc = − Cp� r6dp�

dx
− �r6dp�

dx


�̂
� . �33�

Obviously, the oscillatory term is expected to evolve with the
fast time scale. Importantly, the right-hand side of Eq. �33�
has no net average when computed over a nonlinear period.
Physically, the oscillatory part of the pressure term r3dp� /dx
forces the bubble to oscillate back and forth in a rapid fash-
ion, without being significantly affected by the viscous term.
Mathematically, we can write

Cp� r6dp�

dx
− �r6dp�

dx
� � O�
0� , �34�

i.e., the oscillatory component of the pressure field excites
the zeroth-order term of uosc, recast as a regular perturbation
expansion, such that

ûosc��̂� = û0
osc + 
û1

osc + 
2û2
osc + ¯ . �35�

The leading order terms of Eq. �20� provide

û0,�̂
osc = − Cp� r6dp�

dx
− �r6dp�

dx
� , �36�

which, given the initial condition û0
osc�0�=0, yields

û0
osc = − Cp��

0

�̂ r6dp�

dx
d� − �r6dp�

dx
�̂� . �37�

A comment is in order. It is clear that the arguments we have
advanced for the splitting—which lead to Eqs. �32� and
�37�—are still valid even in the case where the time averages

are slowly evolving �on the time scale 	̂�. This occurs, for
example, when the amplitude or wave form are spatially in-
homogeneous and the bubble slowly translates through dif-
ferent areas.

4. Composite leading-order approximation

Thus far a solution has been derived using the nonuni-
form time, �̂. Conversion of the solution to a function of the
“true” time is straightforward. The steps described in Eq.
�14� are taken in a reverse order, thereby obtaining for the
smooth problem

u0
sm =

Cp Re

18r3

�r3dp�

dx


�

	r−2
�

��exp�−
18	r−2
�

Re	r−3
�
�

0

� d�

r3 � − 1� . �38�

As shown in Fig. 3�a� the leading order solution rapidly and
uniformly converges toward the numerical result. The solu-
tion for the bubble velocity of Eq. �38� obtained by the
method of splitting provides a better rendering of the tran-
sients and a more faithful approximation for the net velocity
than a simpler average-equation solution. Time averaging
Eq. �4� allows for deriving the constant, asymptotic velocity

	u
�→�
Classical = −

Cp Re

18

�r3dp�

dx


�

	r
�

, �39�

which contrasts sharply with the time-dependent u0
sm���.

Likewise, the leading order oscillatory component is
transformed and is augmented by the liquid velocity ua, so as
to read

u0
osc � ua −

Cp

r3 ũ0
osc, �40�

where
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ũ0
osc = �

0

�

r3dp�

dx
d� −

�r3dp�

dx


�

	r−3
�
�

0

� d�

r3 . �41�

When combined together, these two expressions make a
good approximation of the numerical solution. It should be
noted that proceeding similarly with the 
1 terms for the
smooth and oscillating components provides a very slight
improvement in the composite solution: We have chosen not
to report them in this work.

The argument used in Eq. �27� might be seen as an in-
herent limitation of the proposed method. It is necessary to
test the validity of the model for stronger collapses, such as
those featured in Fig. 4�b�. For that case, the bubble velocity
features rapid accelerations each time the radius collapses:
Every time this happens, the bubble lurches forward, for rea-
sons explained in Reddy and Szeri.13 In this case, it is more
subtle to interpret the velocity in terms of smooth and oscil-
lating terms, as plotted in Fig. 4�a�. Once again the approxi-
mate smooth solution �32� is checked against the numerical
solution of Eq. �22�, obtained by using r��� in the translation
equation. It captures the mean behavior well. Because the
value of the smooth velocity significantly departs from the
average over a period of the bubble translation velocity—as
is the case in Fig. 3�a�—Fig. 4�a� illustrates the fact that the

velocity resulting from the averaged forcing is not the aver-
aged velocity, as is the case for weaker acoustic forcing: This
observation confirms the conclusions obtained from previous
studies.4,13 Indeed, for small radial oscillations, the average
of the velocity is approximately the same as the velocity that
one would obtain from the average of the forcing.4 However,
for stronger forcing, it is not true. For example, this error can
be quantified by the root mean square of the difference be-
tween the averaged-forcing solution of Eq. �22�, usm, and the
averaged numerical solution of Eq. �4�, ūnum:

�2 = ��
0+d

1+d

�usm − ūnum�2d�� � ��
0+d

1+d

�usm�2d��−1

,

�42�

where d0. Both solutions are taken when the translation
has reached its asymptotic form. In the case of the example
in Fig. 2, �=2.887 74�10−2. For stronger cases such as that
of Fig. 4�a�, �=80.1154�10−2.

C. Displacement predictions and shape stability
issues

We may now obtain a simple solution for the distance
traveled by a bubble subject to a uniform, acoustic pressure
field. To do so, the asymptotic value for the leading-order

0 10 20 30 40 50
Τ

1.6�10�5

3.2�10�5

4.8�10�5

6.4�10�5
u

(a)

0.5 1 1.5 2 2.5
Τ

0.99

0.992

0.994

0.996

0.998

1

r

(b)

FIG. 3. �a� The leading-order, smooth approximation �38� �solid curve� suc-
cessfully renders the transients and rapidly converges to its asymptotic so-
lution, very close to the numerical solution of �22� �dashed curve; obscured
by solid curve�. �b� The bubble undergoes small perturbations around its
equilibrium radius. These curves were obtained using the following param-
eters: Pa=0.01, R0=1.0�10−5 m, �=1.0�10−4 N s m−2, and fd=28
�104 Hz. Re=280.
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FIG. 4. �a� Same as Fig. 3 but for stronger collapses and Re=3.2. The
smooth velocity is dominated by some sizable excursions due to the violent
radial collapses experienced by the bubble, as illustrated in �b�. Neverthe-
less, it is properly regarded as being responsible for such net translation as
occurs over the period. These solutions were obtained using using stronger
driving amplitude, Pa=1.0, R0=2.0�10−6 m, �=1.0�10−3 N s m−2, and
fd=80�104 Hz. Due to the lower Reynolds number, the transients expire.
Thus, after two periods only a close match is achieved between the approxi-
mate solution �38� and its numerical counterpart obtained by integration of
�22�.
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approximation for the smooth bubble velocity is integrated
over one period of driving, so as to yield the asymptotic,
one-period, leading-order, dimensionless, smooth bubble dis-
placement, referred to as �x0,�

sm . We can also assess any sta-
bility issues arising from the unsteadily translating, spheri-
cally oscillating bubble. To do so, the numerical procedure of
Reddy and Szeri24 is employed and overlaid onto the dis-
placement predictions, as illustrated in Fig. 5.

Subsequently, it is possible to estimate the efficiency of
the driving, as a function of some mechanical parameters,
namely the acoustic wave pressure coefficient Pa and the
driving frequency ratio, fr= fd / fn, where fn is the natural
frequency of the bubble of nominal radius R0. A series of
experiments is run with R0= �2,10,100��10−6 m. The re-
sults are presented in the form of contour plots. The dark
regions represent areas of greater displacement, whereas
whiter regions show less bubble travel per period. For these
tests, the parameter range has been restricted in order to fo-
cus on a more stable region.

A bubble tends to reach its maximum net displacement

per period when the driving frequency reaches the natural
frequency of the oscillator. For smaller bubbles—R0�2
�10−6 m—instabilities arise above a threshold for overpres-
sure coefficients of Pa=0.4 and above. However, for larger
bubbles, shape instabilities arise at lower amplitudes, as seen
in Fig. 5�b�. These results can be further extended to an even
broader range of pressure coefficients and frequencies, al-
lowing for a comprehensive mapping of bubble displacement
in various applications of ultrasonic driving.

D. Summary of the perturbation approach

The method of splitting has been successfully applied to
approximate the rapid and slow transients in the velocity of
an acoustically driven bubble. A scaling was first performed
to identify the slow transient time scale, after which two
components were distinguished and determined. This method
relies on the fact that the radial oscillations—and pressure
field—are asymptotically periodic in time. There is no addi-
tional requirement on the nature of the radial dynamics: As
such, the method is reliable even in the case of stronger
collapses. The main contribution of this technique is its abil-
ity to combine usefulness and simplicity. It is useful because
it explicitly captures the slow drifting motion. It is simple to
implement numerically because it only requires knowledge
of radial periodic attractor. More generally, we have devel-
oped a technique to approximate the response of a periodi-
cally driven, linear oscillator with nonconstant coefficients.
Finally, because the bubble displacement can be written
down as a simple, closed-form expression, with only a lim-
ited set of parameters, it opens the way for new investiga-
tions such as optimizing bubble travel by using an appropri-
ate forcing. It is the subject of Sec. IV.

IV. OPTIMAL FORCING PROBLEM

A. Acoustic forcing

Regardless of the method chosen to reach a larger dis-
placement, the objective is to design an optimal acoustic
forcing, F, in the form of a traveling wave, of period 1. To
evaluate the performance of the optimized forcing, an addi-
tional reference forcing is defined. It has the form of pure,
ideal sine wave of identical fundamental frequency. Thus:

p�
Conv = 1 + Pa sin�2�

xR0

�
− 2��� � 1 − Pa sin�2��� ,

�43�

p�
Opt = 1 + F�2�

xR0

�
− 2��� � 1 + F̂��� . �44�

The dimensionless time �= t /T; the period T=1 / fd. ML

=R0 / �clT�=R0 /� is the local Mach number. It is taken as
infinity inside the argument of F, which remains valid as
long as the quantity R0 /��1, as is the case here, which

allows for a useful simplification, turning F�x ,�� into F̂���
only. However, it is assumed finite when taken as a multipli-
cative factor, because the net force on the bubble is due to
the spatial variation of the pressure field. Thus, spatial and
time derivatives are related:
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FIG. 5. Contour plots showing the smooth, leading-order, dimensionless,
steady displacement of a bubble of equilibrium radius R0, over one period of
driving. The white patches atop the contour plots indicate the regions of
shape instability. Displacement predictions were computed for three bubble
sizes: �a� R0=2�10−6 m, �b� R0=10�10−6 m, and �c� R0=100�10−6 m.
The horizontal axis corresponds to to the driving ratio fr= fd / fn, where fd is
the driving frequency and fn the natural frequency, indicated for each equi-
librium radius.
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dp�
Opt

dx
= −

R0fd

cL

dF̂

d�
= − ML

dF̂

d�
. �45�

The pressure gradient of p�
Conv is computed in a similar way.

Periodic conditions are enforced in the boundary problem.
Here, for purposes of comparison, we want to synchronize
the optimized wave form to that of an ideal sine wave of
dimensionless period of unity, as is the case in Eq. �43�. In
what follows, the conventional forcing of Eq. �43� will be
used to compare the performance of the optimal forcing of
�44�. The acoustic coefficient Pa will be adjusted to achieve
equal acoustic energy, computed from the L2 norm of the
forcing. To that end, an adjusted coefficient Pa

e is computed,
such that:

�
0

1

�Pa
e sin 2���2d� = �

0

1

F̂2d� ⇔ Pa
e = �2�

0

1

F̂2d��1/2

.

�46�

The focus of this work is on continuous wave driving.
Pulse driving was the subject of another recent paper.15

Though not dealing with translation, an optimal acoustic
forcing was calculated to maximize the processed signal
emitted by a bubble. We note that bubble translation in re-
sponse to pulse driving can be tackled using the approxima-
tion of Sec. III for the oscillating component of the velocity.
Assuming that the acoustic wave being pulsed is fast enough,
its contribution on the slow time scale is essentially zero.
Therefore, the dynamics of the bubble are limited to that of
the fast time scale. However, this is beyond the scope of this
paper. Here we focus on net bubble displacement asymptoti-
cally due to continuous forcing.

B. Optimal problem

In what follows, a cost function is constructed with a
goal to maximize bubble displacement over a dimensionless
period, while three constraints complete the problem.

1. Objective, rationale, and strategy

The most straightforward method to try to maximize
bubble displacement is to maximize the following integral:

Z = �
0

1

u0
smd� , �47�

which serves as basis for an optimization problem. Two
cases are conveniently distinguished, namely, superresonant
�fr�1.0� and subresonant forcing �fr�1.0�.

At superresonant frequencies, this particular method
yields slight improvement to the bubble displacement com-
pared to sinusoidal forcing of the same frequency. The solu-
tion for the optimal problem is thus very similar to a sine
wave, adjusted in phase. In turn, the averaged Bjerknes
force,

�
0

1

r3dp�

dx
d� , �48�

is maximized. Consequently, u0
sm becomes larger: In the spe-

cific case of a 15 �m bubble forced at 1.25 times its natural
frequency, a 6% increase in the overall smooth velocity is
experienced for optimized relative to sinusoidal forcing. Re-
call that at superresonant frequencies, the bubble can only
undergo smaller oscillations. As the superresonant case is
straightforward we shall not go into further detail here.

Still, the above-mentioned cost function is unsuccessful
within the subresonant frequency domain: The solution for
the optimized displacement appears to be trapped in a local
minimum. Such a displacement-minimizing solution serves a
purpose, however. By computing the radial variance �2, it
appears that larger displacements �using a regular sine wave�
correspond to smaller values of �2. While it remains neces-
sary to seek another way to achieve larger displacement for
these specific subresonant frequencies, this observation
brings new light on the problem. In what follows, an alter-
native cost function, based on minimized radial variance,
allows one to maximize displacement indirectly by enhanc-
ing bubble contraction.

Recall that bubble behavior at subresonant forcing is
very much different than that observed at superresonant fre-
quencies. For instance, the very nonlinear sonoluminescence
phenomenon might be obtained using very low frequencies
�fr=0.035, R0=4.5 �m� and high intensities �Pa=1.25�. Un-
der these conditions, a bubble sees its radius expand up to
ten times its nominal size, before collapsing violently. At this
time the rising temperature due primarily to compression
heating ionizes the gas inside the bubble, forming a plasma;
the recombination of ions and electrons eventually produces
light emission.28,29

While replicating these extreme conditions and phenom-
ena is not the subject of this work, it is of interest to favor
these nonlinearities to induce a larger displacement. As
shown by Reddy and Szeri,13 at subresonant frequencies, dis-
placement mostly occurs when the bubble undergoes a col-
lapse: Conservation of linear momentum allows the bubble
to lurch forward when its volume reaches its smallest value.

This physical reasoning concurs with the numerical ob-
servations mentioned earlier regarding radial variance. It
supports the idea that, at low subresonant frequencies, a
larger displacement can be achieved when the radial variance
is minimized. Small radial variance means that the bubble
has more time to grow to a large radius and features a sharp
and short contraction, itself accompanied by a significant
lurch forward. Because subresonant forcing favors such ra-
dial contractions, computations are carried out at driving fre-
quencies that are well below unity, on the order of fd

=0.2fn. Therefore, the new cost function provides an indirect
way of achieving larger displacement, compared to that ob-
tained in the case of a pure, sine wave with equal intensity
and driving frequency. Admittedly, this particular cost func-
tion remains only one possibility among other potentially
successful ones. Their existence is beyond the scope of this
study.
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2. Cost function and constraints in the subresonant
case

The new cost function is

Z = �
0

1

�r − r̄�2d� . �49�

r̄ is the time average of the radius over a dimensionless pe-
riod. Its value is not necessarily close to unity, though it
might be the case at low-intensity forcing. The first differen-
tial constraint is in the form of RPE multiplied by a time-
dependent Lagrange multiplier ����:

�
0

1

�����RPE�d� . �50�

The second �integral� constraint is straightforward: It is re-

quired that the L2 norm of F̂ be limited to a constant, referred
to as c. Recall that the dimensional power E of an incoming
acoustic wave is proportional to its square divided by �cL.
From a technical point of view, constraining this sets a rea-
sonable level of driving intensity. Mathematically, introduc-
ing a power threshold allows for restricting the problem to
shape-stable bubble behavior. Therefore, it is imposed that,
for the dimensionless acoustic wave of Eq. �44�,

�
0

1

F̂2���d� = c . �51�

The third �integral� constraint enforces that the acoustic forc-
ing has no average, lest the problem involve a net displace-
ment of the surrounding fluid over one dimensionless period.
Indeed, the pressure gradient and the velocity Ua are related
through the balance of linear momentum in the acoustic limit
by

�U̇a = −
dP�

dx
⇔ �U̇a = − MLF̂�. �52�

The complete dimensionless expression for ua is given in Eq.

�C2�, and is shown to depend directly on the forcing F̂.
Therefore, integrating Eq. �52� once with respect to time,
while holding the bubble displacement X�t� to some constant
X0—a valid assumption given the pressure driving amplitude
and size of the bubble—and imposing no net displacement of
the surrounding liquid translates to

�
0

1

F̂���d� = 0. �53�

Because the constraints on the norm and average of the con-
tinuous forcing are integral—as opposed to the differential
constraint of Eq. �50�—and not a function of �, the two
Lagrange multipliers associated with these are scalars. Com-
bining Eqs. �49�–�53� allows for writing the final cost func-
tion, incorporating the constraints:

Z = �
0

1

�r − r̄�2d� + �
0

1

���F̂2��� − c� + �����RPE�

+ �F̂����d� . �54�

The derivation of the Euler–Lagrange equations associated
with minimization of the cost function are relegated to Ap-
pendix A.

C. Results

Here we report the displacement gain realized by mini-
mizing the radial variance at subresonant frequencies. Re-
sults focus on three bubble sizes, R0=5, 15, and 25 �m. One
particular set of driving frequency fr=0.2 and radius R0

=15 �m is examined to illustrate the close relation existing
between minimized radial variance and larger displacement.
Some plots focus on the resulting bubble radial response and
smooth velocity, when driven by the optimized acoustic forc-
ing. Additional figures emphasize the correlation between
minimized variance and larger displacement under various
forcing frequency and bubble radius conditions. Figure 11
summarizes these results by providing an overview of opti-
mal acoustic forcing depending on the bubble size and driv-
ing frequency.

1. Solution of the optimization problem

Equations �6� and �A5�, �A3� and �A4�, �51� and �53�
define the optimal subresonant forcing problem, i.e., the so-
lution of these equations will minimize variance, which in
turn we show will increase overall displacement of the
bubble when fr is less than 1. The software AUTO is chosen
to handle these calculations.30–32 It uses the pseudoarclength
continuation method to continue a branch of solution to a
given system, given one so-called free parameter and a set of
initial solutions on the branch. We use it to enforce succes-
sively the various integral constraints and periodic condi-
tions. For simplicity, the mathematical details of the prob-
lem, including the implementation steps of the successive
continuation method, have been relegated to Appendix B.

The average dimensionless bubble displacement over
one dimensionless cycle, ALim, is the result of the integration
of the asymptotic value for the velocity approximation over
one dimensionless period:

�
0

1

u0
smd� = ALim = JML

	r3F̂�
�	r−3
�

18	r−2
�

. �55�

Thus, to recover a dimensional displacement over one sec-
ond, ALim should be multiplied by R0fd.

2. Optimal and sinusoidal forcing

The solution to the system of Euler–Lagrange equations

provides a particular acoustic forcing F̂: one that minimizes
variance at subresonant frequencies. A smaller variance �49�
is achieved in conjunction with a larger displacement �55�
when employing the optimized forcing. The results reported
here were obtained by letting fr=0.2, c=0.01, and R0=5, 15,

and 25 �m. For each bubble size, the optimized forcing F̂R0
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is used to compute the corresponding displacement and ra-
dial variance. Regardless of the size, a smaller variance
strongly correlates with a larger displacement at this subreso-
nant frequency. These results are shown later in Fig. 9.

An illustrative example is intended to show the effect of
minimized variance upon radial collapse and subsequent
lurching for a 15 �m bubble forced at fd=0.2fn. This com-
bination �15 �m, 0.2� is highly representative of the method
employed in the present work. For completeness, an addi-
tional continuation step was performed so as to compute an
optimal forcing for three levels of intensity c
=0.01,0.02,0.05.33 At each level, the optimized forcing fea-
tures a sharp compression after a longer period of rarefac-
tion. With increasing intensity come wiggles due to the
stronger nonlinear behavior of the bubble �Fig. 6�. The re-
sulting larger velocity and radial oscillations are shown in
Fig. 7. When compared to the case of an ideal, pure sine
wave of identical frequency and intensity, the bubble under-
goes stronger collapse around �=0.75. In turn, the smooth
velocity shows large spikes: This is an expected consequence
from the analysis of the driving term in Eq. �38�. In this
particular example, the dimensionless radial variance has
been reduced by 9%, resulting in a translation velocity that is

71% larger than the case employing a pure, ideal sine wave.
To ensure the shape stability of the solution, c=0.01. Be-
cause the methodology itself is not significantly affected by
the intensity level �this issue is discussed in a later section�,
we shall focus our attention on this particular value for c.
Moreover, the method implemented to check the stability of
the periodic attractor is discussed in Sec. IV D.

A third continuation step, using R0 as a free parameter, is

performed to calculate a series of optimal solutions F̂R0
. Each

of these solutions minimizes the radial variance of a given
bubble radius, R0, at fr=0.2. Figure 8 shows how these so-
lutions evolve with bubble size. As the bubble grows larger,
the solution for the optimal wave forcing does not evolve
any further. The existence of this aggregate solution for the
optimal acoustic suggests the following question: By how
much is the bubble displacement affected when driven by
that particular solution? A numerical test is conducted. Each
bubble R0=5, 15, and 25 �m is acoustically driven three

times using F̂5 �m, F̂15 �m, and F̂25 �m using an intensity

level of c=0.01. The latter optimal forcing �F̂25 �m� we refer

to as the optimal limit forcing �OLF�. It turns out that F̂25 �m

is the forcing that provides the best displacement possible
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FIG. 6. �a� Three levels of acoustic energy �color coded from light gray to black�, where c= �0.01,0.02,0.05�, affect the shape of the optimal forcing F���
designed to minimize radial variance of 15 �m bubble with fd=0.2fr. At larger intensities some wiggles appear. �b� The Bjerknes force is proportional to
dF /d�, plotted for the three same values of c.
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FIG. 7. �a� The radial oscillation is shown for c=0.01. The dotted curve represents the optimized dynamics. The radial response to a sinusoidal wave with
Pa=�2c �continuous curve� features a collapse around �=0.75; this is intensified with optimal forcing. �b� The bubble velocity as approximated by �38� is
larger when subject to the optimal forcing. On average, the velocity is in this case 71% larger.
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over this range of bubble sizes, given this particular method.
While it does not yield the smallest radial variance at 5 and
15 �m, it still outperforms the pure sine wave which features
a larger radial variance and a smaller displacement �see Fig.
9�. From here on, at subresonant frequencies we shall use
this OLF scaled appropriately, regardless of bubble sizes, for
reasons explained in the following.

We now proceed to the practical identification of the

area of parameter space where it is more favorable to force
bubbles with the OLF. The results are shown in Fig. 11. For
a fixed radius, as the driving ratio is increased from low
values �Fig. 10�, the displacement in response to OLF re-
mains larger than the case of purely sinusoidal forcing for
fr� f

r
*=0.665. For fr� f

r
*, the situation is fully reversed. As

an illustration of displacement gains, Fig. 10 shows how the
optimized dimensionless displacement experienced by a
2 �m bubble can be up to 12 times larger with the OLF at
fr=0.5.
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FIG. 9. �a� The top figure shows the asymptotic smooth displacement A over one dimensionless period vs the dimensionless radial variance �2 of a 5 �m
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�=1.0�10−3 N s m−2.

1926 J. Acoust. Soc. Am., Vol. 123, No. 4, April 2008 Toilliez and Szeri: Optimized translation of acoustically driven microbubbles



In other words at any driving frequency ratio above
0.665, a pure sine wave is preferable to the OLF for overall
translation. In fact, close to resonance, forcing the bubble at
its natural frequency promotes a more significant response
than that experienced when subject to a blend of frequencies.
Thus optimizing the variance to achieve larger displacement
does not work at subresonant frequencies where fr�0.665.

These data are assembled in Fig. 11 which is intended to
be a design diagram, whose purpose is to choose at-a-glance
an appropriate forcing that maximizes displacement, given a
driving frequency and a bubble rest radius. Note that a simi-
lar diagram can be constructed for higher intensities.

D. Discussion

Because the solution to the problem �Z=0 is obtained
using a continuation method, one must ensure that the solu-
tion for RPE is realizable. First, it has to be stable and sec-
ond, it has to be reachable from the particular initial condi-
tion r�0�=1.0 and ṙ�0�=0 �quiescent bubble�. To guarantee
these criteria, all the solutions for the volume oscillations are
integrated through the transients, and convergence is ob-
served for all the cases investigated. We therefore conclude
that all optimal solutions deriving from the method presented
here are stable. Besides, the use of results such as those
plotted in Fig. 5 allow us to predict the intensity levels �c
= Pa

2 /2� that are likely to create shape instability. Note that
for the bubble sizes we have studied so far �R0�10 �m�,

c=0.01125 is a limit value �Pa=0.15�, which, for frequencies
next to resonance, is likely to induce shape instabilities.

For completion we have repeated the numerical tests for
a range of acoustic intensities c
= �0.0075,0.0125,0.015,0.0175,0.02� in addition to the c
=0.01 results. Of significant interest is the fact that the form
for the OLF is very similar in its overall shape as c increases.
Also, we have identified a slight dependence between the
cutoff frequency f

r
* and c, which is plotted in Fig. 12.

E. Summary of the optimization problem

In this work we have set up a method to optimize acous-
tic forcing in order to induce a larger bubble displacement
within the subresonant and superresonant frequency range.
At superresonant frequencies, one can directly optimize the
distance traveled over a period to find the optimal wave form
is quite similar to a sinusoidal wave form. Near resonance, a
sinusoidal wave form is the best. For subresonant frequen-
cies, the method used to maximize displacement is indirect,
i.e., to minimize radial variance and thus promote stronger
collapse. The correlation between minimized variance and
larger displacement is limited to a particular frequency band.
To develop a practical result, a single, OLF has been com-
puted. This forcing is able, in terms of bubble displacement,
to outperform a regular sine wave for all subresonant fre-
quencies up to a cutoff frequency ratio f

r
*=0.665, for the

case c=0.01.
To conclude, if the bubble is driven at a superresonant

frequency, a direct method, as explained earlier, is success-
ful. However, the improvement is rather modest. Near reso-
nance, sinusoidal forcing is best. For fr�0.665 the OLF is a
straightforward way to deliver larger overall displacements
than a pure sine wave. In some cases, the latter improvement
is spectacular.
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APPENDIX A: DERIVATION OF THE
EULER–LAGRANGE EQUATIONS

Here, we develop the differential equations and integral
constraints that are equivalent to the statement of the optimi-
zation problem. To do so, it is assumed that an optimal so-
lution exists, and we perturb away from it. The change in the
cost function Z should be zero, to first order in the departure
from the optimal solution. To this end, each variable is recast
as the sum of the optimal solution—denoted by an
asterisk—in addition to some small variation 
�f i, where f i

refers to any of the system variables. Hence r���=r*���
+
�r���, etc. The cost function Z becomes Z*+��Z, where
we have used integration by parts to simplify the equation in
the usual manner:

�Z = ��r� 2�

9 Re r
+ 2�ṙ − r�̇��

0

1

+ ��ṙr��0
1 + ���

0

1

�F2

− c�d� + ���
0

1

Fd� + �
0

1

�F�� + 2�F + Eu ��d�

+ �
0

1

�r�2�r − r̄� −
4�̇

Re r
− ṙ�̇ + r�̈ + ��3 Eu P

g0
* k

r1+3k

−
Eu

We r2 − r̈�� + �
0

1

���RPE�d� . �A1�

The RPE �6� is forced by an external pressure wave form p�

now featuring the function to optimized F and an additional
“homotopic part,” forcing we use for convenience; its use is
discussed in Appendix B:

p� = 1 + F + � sin�2��� . �A2�

The objective is to solve for the forcing F��� so that �Z of
Eq. �A1� is zero.

Because we focus our attention on asymptotic dynamics
subject to periodic forcing, the radial boundary conditions
are straightforward:

r�0� = r�1�, ṙ�0� = ṙ�1� . �A3�

The inspection of Eq. �A1� combined with these boundary
conditions suggests a convenient choice of similar conditions
for the time-dependent Lagrange multiplier and the acoustic
forcing F:

F�0� = F�1�, ��0� = ��1�, �̇�0� = �̇�1� . �A4�

These results simplify the variation of the cost function in
Eq. �A1�. Recalling the fact that the variations �r and �� are
arbitrary and independent for all �, we require that the inte-
grands associated with these variations be zero at all times.
Hence, in addition to the forced RPE, the differential equa-
tion for the Lagrange multiplier is

�̈ = − 2 − 3
Eu kP

g0
*

r2+3k
� +

Eu �

We r3 +
4�̇

Re r2 + �2r̄ +
d�ṙ

d�
�r−1.

�A5�

A similar argument yields a new condition for the �F factor
in the integrand, hence

� + 2�F + Eu � = 0. �A6�

On the other hand, because � and � are scalar, the two inte-
gral conditions remain. However, the zero-average constraint
is easily enforced by adjustment of �, tuned in such a way
that

� = − �
0

1

Eu �d� . �A7�

Therefore, a closed form for the forcing F is obtained by
combining Eqs. �A6� and �A7�, so as to read

F = −
Eu � + �

2�
. �A8�

The final set of Euler–Lagrange now consists of the two
differential equations �6� and �A5� along with boundary con-
ditions �A3� and �A4� and the integral condition �51�. The
forcing F and the constant � are then fully determined from
the other components of the solution.

APPENDIX B: DETAILS OF SOLUTION USING AUTO

To explore the optimal forcing we use the pseudoarc-
length continuation software AUTO. In what follows, the ob-
jective is the following: obtain the optimal solution for the
acoustic forcing so as to maximize bubble translation over a
period, while enforcing the integral constraint �51�. The pro-
cess is realized in several steps, based on the continuation
strategy of Doedel �31,32�.

In the first continuation the solution of the system starts
at a quiescent solution, i.e., r�t�=1.0, ��t�=0, and r0=1.0.
All the other variables are set to zero while � is set to an
arbitrary value. �, c, and � are free to float. The homotopic
forcing amplitude � is increased from zero to a finite value.
Because Eq. �51� is relaxed, F becomes nonzero due to the
Lagrange multiplier, itself forced through Eqs. �6� and �A5�.
Note that allowing � to float is necessary so as to enforce
automatically the integral constraint �53�. For the second
continuation run, c is held at some finite value, thus enforc-
ing integral constraint �51�. Physically, this prevents F from
going to zero as the homotopic forcing is slowly turned
down. The homotopic amplitude is then turned off com-
pletely, while � and � are allowed to float. This yields the
first optimal solution for the forcing F, with some finite en-
ergy c. The third continuation run involves varying the c
parameter, so as to explore a broader spectrum of intensities
for the acoustic forcing. Again, the two scalar Lagrange mul-
tipliers � and � are free to float. In the fourth continuation,
starting from a given energy level, the radius serves as free
parameter while the driving frequency is adjusted to a fixed
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ratio of the corresponding natural frequency. Similarly, the
two scalar Lagrange multipliers � and � are free to float so
as to yield optimal solutions.

APPENDIX C: LIQUID VELOCITY

Let the external dimensional pressure field P�= P0�1
+ PaF�2�X /�−2�fdt�� where X and t are dimensional. In the
acoustic limit �24� the balance of linear momentum reads, in
dimensional terms:

�U̇a = −
dP�

dX
. �C1�

With an appropriate set of dimensionless variables �Ua

=R0fdua, P�= P0p�, X=R0x, and t=� / fd� and holding the
bubble displacement x constant, one obtains the expression
of the dimensionless liquid velocity under the action of the
external pressure field as

ua �
P0

�fd
2�R0

F̂��� . �C2�

APPENDIX D: DIMENSIONLESS COEFFICIENTS AND
PARAMETER VALUES

The Mach number Ml in the fluid surrounding the
bubble Ml=R0 /cLT, where R0 is the equilibrium radius of the
bubble, cL is the sound velocity in water—set to
1484.70 m s−1 in this context—and T is the time scale equal
to the inverse of the driving frequency fd. The Reynolds
number Re is defined from the translation equation �1� as

Re =
�R0

2

�T
, �D1�

where �=998.0 kg m−2 is the fluid density and �=1.0
�10−3 N s m−2 its dynamic viscosity. The Euler number Eu
scales the atmospheric pressure P0=1.013 25�105 by some
characteristic kinetic energy, so as to read

Eu =
P0T2

�R0
2 . �D2�

The Weber number We relates surface tension �
=0.0728 N m−1 to the pressure at equilibrium, so that

We =
P0R0

2�
. �D3�

The equilibrium gas pressure P
g0
* is defined as

P
g0
* = 1 +

2�

P0R0
− Pv

*, �D4�

where P
v
* stands for the ratio of the vapor pressure and static

pressure P0. The pressure coefficients Cp and J are calcu-
lated from the translation equation:

Cp =
P0

1/2��fdR0�2 , �D5�

From the product of Cp and Re, the dimensionless number J
was defined earlier as

J = Re Cp. �D6�

The equilibrium radius R0=2.0�10−6 m corresponds to a
natural frequency �fn� of 1.69 MHz; R0=4.5�10−6 m im-
plies fn=0.68 MHz. The natural frequency is calculated by
recasting RPE in a linear form, letting r���=r0+
r̃���. It is
then straightforward to show that, for the Rayleigh-Plesset
equation as stated in Eq. �6�,

fn =
1

2��R0
2
��4�2 − �R0�3P0R0 + 4��� . �D7�

In this document, the driving frequency is referred to as a
fraction of fn, thereby defining the frequency ratio fr= fd / fn.
Finally the choice of the polytropic exponent is calculated
from Leighton1 and Prosperetti34 using the ratio of the
bubble radius to the thermal penetration depth and the ratio
of the conduction layer thickness to the acoustic wavelength
in the gas. Since the first ratio

G2 =
fdR0

2

Dg
� 10−1 �D8�

at a 100 kHz range, micron-sized bubbles with a thermal
diffusivity of Dg�10−4, the polytropic exponent is thus set
to unity �isothermal model�.
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Measurements of the phase velocity and attenuation of sound in concentrated samples of bubbly gels
are presented. Hair gel was used as a matrix material to obtain well characterized distributions of
bubbles. Ultrasonic measurements were conducted over a large range of frequencies, including the
resonance frequencies of the bubbles. Surprisingly good agreement with Foldy’s prediction was
found, even for monodisperse samples at resonance frequencies, up to volume fraction of 1%.
Beyond this concentration, the effects of high-order multiple scattering were observed. These results
support the feasability of ultrasonic techniques to investigate the size distribution of bubbles in a
weak gel or liquid. © 2008 Acoustical Society of America. �DOI: 10.1121/1.2875420�
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I. INTRODUCTION

It is well known that the presence of bubbles in a liquid
has a tremendous impact on its acoustic properties. For ex-
ample, the injection of air in water with a volume fraction of
�=0.4% is enough to reduce the velocity of sound at low
frequencies to roughly 0.2 mm /�s, a value which is even
lower than the velocity of sound in the air that comprises the
bubbles. This property, strange as it may seem, is well
established1 and has been thoroughly checked
experimentally.2–4 On the other hand, the behavior of ultra-
sonic velocity and attenuation at higher frequencies is still
not fully understood. According to Foldy’s model,5 the effec-
tive wave vector k for a monodisperse population of bubbles
is given by

k2 = ��

v
+ i

�

2
�2

=
�2

v0
2 + 4�nf��,r� , �1�

where v0 is the velocity of sound in the pure medium, n the
number of bubbles per unit volume, and f�� ,r� the scattering
function at angular frequency � for a bubble of radius r.
Figure 1 shows the attenuation � and phase velocity v in
water for a 0.4% volume fraction of 100 �m radius bubbles,
as calculated by Eq. �1�. As the frequency gets close to the
resonance frequency of the bubbles ��30 kHz in this case�,
the dispersion and the attenuation dramatically increase. Few
experiments have been done to check the validity of Foldy’s
expression around the resonances of bubbles. In 1957,
Silberman6 acquired data by measuring standing waves in
pipes filled with bubbly water. Unfortunately, the method
was not very accurate for high attenuation regimes, because
the requisite standing waves could not develop. Only a rough
estimation of the attenuation was possible and results exhib-
ited a strong discrepancy with the model in the presence of
resonant effects, even at volume fractions as low as a few

hundredths of 1%, as pointed out by Commander and
Prosperetti.7 More recently, Wilson et al. reported significant
progress4 by developing an impedance tube specifically de-
signed for exploring the high attenuation regime in bubbly
liquids. 8 They found good agreement with Foldy’s model,
but their bubbly liquids were very dilute �0.054% at most�
and the exact distribution of the bubble radii was not known.

In contrast to the lack of experimental investigations on
this subject, the number of theoretical discussions of Foldy’s
model is striking.9–13 In 1961, Waterman and Truell9 pub-
lished a criterion for the validity of Foldy’s equation, dem-
onstrating that an improvement of the model was needed
when resonant effects were to be considered. The failure of
Foldy’s model is usually attributed to its inability to take into
account the coupling between bubbles. Indeed, in Eq. �1�, the
scattering function f is that of an individual bubble. When
the response of the bubbles to the acoustic energy input is so
strong that interactions between them cannot be neglected, f
should be replaced by a “collective” scattering function F.
Several authors, using different approaches to the problem,
proposed expressions for this new scattering function.10–13

But none of these corrections14 to Foldy’s model has been
able to fit Silberman’s historical data better than Foldy’s
original model.

The aim of the present paper is to fill the gap in reliable
experimental data on the propagation of sound in a bubbly
medium at frequencies close to the resonance frequency of
the bubbles. Wilson’s work4 represented a significant ad-
vance on Silberman’s experiments, but results for higher
concentrations of bubbles ���0.1% � and for accurately
known size distributions are critically needed. In Sec. II, we
present the experimental setup we developed to produce
well-characterized bubbly media, and to investigate their
acoustic properties. Section III briefly introduces Foldy’s
model, and the correction proposed by Henyey.12 Section IV
is devoted to the results for four different samples, with vol-
ume fractions of bubbles ranging from 0.15% to 5%. Thesea�Electronic mail: valeroy77@yahoo.fr
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new results will be compared with Foldy’s prediction, as
well as with Henyey’s model. Finally, Sec. V examines the
conclusions that can be drawn from our analysis of these
experiments.

It is worth noting that this question of knowing how
sound propagates in a bubbly liquid when resonant effects
are strong is not only of academic interest. From a practical
point of view, acoustic methods are a very promising tool for
investigating the size distribution of bubbles in a
medium.15,16 Since such methods rely precisely on the reso-
nances of bubbles, a reliable model, valid for resonance fre-
quencies, is necessary.

II. EXPERIMENTAL SETUP

To bring something new to the subject matter, experi-
ments on propagation of sound in bubbly liquids have to
satisfy three criteria: �1� Media with a range of bubble con-
centrations, going from very dilute to volume fractions of
several percent, should be investigated; �2� the population of
bubbles should be well characterized; and �3� the range of
frequencies should include the resonance frequencies of the
bubbles. With these stipulations, several experimental diffi-
culties are apparent.

Standard techniques to measure the acoustic properties
of a material involve propagating an acoustic pulse of short
duration through a sample of the material. The time taken for
each monochromatic wave component of the pulse to
traverse the sample gives the phase velocity of sound in the
material v��� �more precisely, v��� is the speed at which a
surface of constant phase propagates at each frequency�, and

the change in the wave amplitude gives the attenuation. In
practice, a precise analysis with Fourier transforms is used,
and comparison with propagation in a reference medium
�usually water� is necessary. Such an experiment gives accu-
rate measurements provided that the wavelength of the
acoustic wave is small compared with two length scales: the
lateral dimension of the sample, and the distance between the
sample and the sound source. If this condition is not re-
spected, diffraction and multiple reflections jeopardize the
success of the technique. For bubbly liquids, this restriction
has been a major impediment to experimental success. In-
deed, the resonance of a bubble occurs at a very low fre-
quency. As a rule of the thumb, a 1-mm-radius air bubble
resonates in water at 3 kHz, which corresponds to a wave-
length of 50 cm. Wilson et al. by-passed this difficulty by
using the confined geometry of an impedance tube.8 This
solution necessitated the use of very thick stiff walls for the
tube, so that the waves propagating in the tube were well
approximated as plane waves. But the approximation is cor-
rect only for a narrow range of frequencies �specially de-
signed to include the resonances of the bubbles in Wilson’s
case�, and the use of thick walls makes in situ imaging of
bubbles impossible. We used a different approach. As the
resonance frequency of a bubble is inversely proportional to
its radius, smaller bubbles make the experiment easier. In our
samples, the bubble radius was typically 80 �m. The reso-
nance frequency for bubbles of such a radius is 50 kHz, de-
creasing the wavelength to the more manageable scale of
3 cm.

A second experimental difficulty comes from the huge
attenuation of sound in bubbly liquids. The consequence is
that, in a transmission experiment, signals are of very small
amplitude. A potential solution is to use a reflection configu-
ration instead of a transmission one. But when the wave-
length is large, so that it is not totally negligible compared
with the dimensions of the setup, many complications arise
in a reflection setup. Wilson et al. took advantage of their
confined geometry to solve this problem. In our case, we
used very thin samples, to ensure a sufficiently large signal
in transmission despite the huge attenuation.

Finally, the question of obtaining a well-characterized
medium is not a trivial one. Standard techniques of injection
of gas in water, with needles and a pump or with an elec-
trolysis device, are known to be capricious.4,17 The produc-
tion of bubbles is usually not repeatable from one experiment
to the next or even during a single experiment. Moreover, the
experimental sample cell is more difficult to design because
a bubble generator has to be included. Our solution to this
problem was to build stable samples of bubbly media by
trapping bubbles in a gel whose yield stress was large
enough to compensate for the buoyancy of the bubbles. This
approach allowed us to work with samples whose bubble
content was precisely known.

A. Sample preparation

A commercial hair gel,18 diluted with water and de-
gassed, was used as the liquid in which bubbles were in-
jected. The benefit of hair gel for this experiment is that it
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FIG. 1. Prediction of Foldy’s model for the phase velocity and attenuation
of sound in water with a 0.4% volume fraction of 100-�m radius bubbles.
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flows only if the applied stress is larger than a threshold
value �the yield stress�. Hence if bubbles are sufficiently
small, they remain trapped in the gel, at the exact place that
they have been injected. In addition, from the acoustic point
of view, the hair gel is very similar to water, at least for the
frequencies considered in these experiments.

The samples were produced by a method developed in
our laboratory and depicted in Fig. 2. A thin capillary �inner
diameter of 20 �m�, connected to a syringe with air at pres-
sure P, is moved at constant speed V in the gel. With a
well-controlled flow of gas through the capillary, as set by
the pressure P, the movement generated an array of equally
spaced bubbles of the same size. Although a discussion of
the exact mechanisms involved in this process is outside the
scope of this paper, we note that by varying the two param-
eters P and V, different bubble radii and distances between
bubbles could be obtained. For our samples, we used a typi-
cal speed of V=1 cm /s and a pressure of P=1.7 bar, gener-
ating 80 �m bubbles separated by 500 �m. Thanks to a
three-dimensional displacement stage, the vertical and lateral
distance between successive rows of bubbles could be pre-
programmed, depending on the desired total concentration.
Once enough bubbles had been created, a sample of the bub-
bly medium was extracted with a syringe and injected into
the cell designed for the ultrasonic device. Note that this last
stage destroyed the ordered state of the bubbly medium. Fu-
ture work is underway to investigate the acoustic properties
of these crystals of bubbles. However, in the framework of
an experimental test of Foldy’s model, random collections of
bubbles were needed. An important issue is the stability of
the sample: If the degassed gel was undersaturated with air,
bubbles dissolved in a matter of minutes. To prevent this, an
interval of several days was required between the degassing
of the gel and the injection, so that the hair gel was saturated.

Once the cell was filled with the bubbly gel and sealed,
it was placed on a light box and images of the bubbles were
taken with a digital camera connected to a microscope �2�
magnification�. Figure 3 shows examples of images taken for
samples 2 and 3. The quality and contrast of the images were
excellent, allowing an estimation of the diameter of the

bubbles, with a resolution better than 2 pixels, by measuring
the outer diameter of the dark ring appearing in the bubbles.
Given the resolution of the images �438 pixels /mm�, the un-
certainty in the radii measurements was thus 2 �m. A dozen
images, acquired at different positions within the samples,
were analyzed with the “analyze particle” function of NIH
IMAGEJ.19 Furthermore, to check that the size of the bubbles
remained stable during the experiment, images were taken
both before and after the ultrasonic measurements. No sig-
nificant evolution was noted. To avoid biased measurements
of big bubbles, overlayed bubbles �such as the one marked
with arrows in Fig. 3� were excluded from the size analysis.
However, those bubbles were counted for the determination
of the void fraction. Because the depth of field ��3 mm� was
larger than the thickness of the cell �1.01 mm�, the volume
of one image was known and the number of bubbles per unit
volume could be precisely determined �note that the darker
grey marks in the background of the left image in Fig. 3 are
not bubbles but are likely dust or dirt on the back wall of the
cell�. The resulting distributions n�r� of radii r, as shown in
Fig. 4, were well fitted by a lognormal distribution:

n�r� =
ntot

�2��r
exp	−

�ln r/r0�2

2�2 
 , �2�

with a median radius r0, a logarithmic standard deviation �,
and a total number of bubbles per unit volume of ntot. Un-

�

��

FIG. 2. �Color online� Injection of bubbles: A capillary is moved in a pre-
programmed pattern of positions within the gel, delivering rows of equally
sized bubbles. Capillary speed V and pressure in the syringe P are the two
parameters governing the bubble size and the distance between bubbles.

(a)

(b)

FIG. 3. Images of Sample 2 �monodisperse with a median radius of 86 �m�
and Sample 3 �polydisperse�. Arrows indicate clusters of bubbles ignored for
the image analysis of the samples. The scale is the same on both images.
Note that the dark spots in the background are not bubbles but dust on the
back wall of the cell.
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certainty in volume fraction was estimated from the uncer-
tainty in the radius measurement and uncertainty in the thick-
ness of the cell.

The results of the image analysis procedure for the four
samples we are presenting in this paper are given in Table I.
The main parameter we varied was the volume fraction �,
which ranged from 0.15% to almost 5%. Samples 1, 2, and 4
were very monodisperse. Sample 3 was obtained by letting
Sample 2 evolve for 24 h. On this long time scale, there is a
clear evolution of the size distribution: Larger bubbles grew
at the expense of the smaller ones due to their different
Laplace pressures, a process called Ostwald ripening.20 The
distribution of bubbles became polydisperse, as is evident
from Fig. 3. Interestingly, the total volume fraction of air
remained almost constant, indicating that the main mecha-
nism of radius evolution was indeed ripening. Note that test-
ing Foldy’s model on a polydisperse sample is crucial for the
goal of developing an acoustic bubble counting and sizing
technique.

B. Ultrasonic measurements

The acoustic properties of the samples were measured
with the setup of Fig. 5. In a large tank �60�60

�120 cm3� filled with reverse osmosis water, a piezoelectric
transducer generated a pulse that propagated through water,
traversed the sample, and reached the hydrophone. The am-
plitude of the acoustic signal was small enough ��103 Pa� to
prevent nonlinear response of the bubbles. Because the at-
tenuation in the sample was large, and because the diver-
gence of the beam was not negligible �especially at low fre-
quencies�, the use of a screen �a plastic ring wrapped with
Teflon™ tape� was essential for reducing spurious signals.
The aperture, D, of the screen had to be larger than the wave-
length of the pulse, to limit diffraction effects, but smaller
than the diameter of the cell. In our experiments, D was
6 cm, the cell diameter was 7 cm, and the maximum wave-
length was 5 cm �for the lowest frequency of 30 kHz�.

Gaussian pulses, with central frequencies ranging from
30 to 400 kHz, were generated by an Arbitrary Wave Gen-
erator, and two different transducers, having central frequen-
cies of 100 and 250 kHz, were used to cover the range of
frequencies. The pulses were recorded, with a hydrophone,
in two different cases: when the cell was mounted on the
screen �s1�t��, and when the cell was absent �s2�t��. The sig-
nals were averaged over 100 acquisitions when the attenua-
tion was low �for reference measurements, for example�, and
up to 5000 acquisitions for highly attenuated signals. Signals
s1�t� and s2�t� were then Fourier transformed into S1��� and
S1���, respectively, and x���, the ratio of the transmission
with and without the cell in the path of the acoustic beam at
a given angular frequency, was calculated.

The data processing was complicated by the multilayer
aspect of the cell. Indeed, the pulse did not propagate only
through the bubbly medium but through five media �see Fig.
5�: water �1�, plastic �2�, sample �3�, plastic �4�, and water
again �5�. Following Brekhovskikh,21 when a plane mono-
chromatic wave exp�ikx−i�t� propagates through the multi-
layered cell, it results in a transmitted plane wave
T exp�ikx−i�t�, where the complex transmission T is given
by
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FIG. 4. Measured radius distributions for Samples 2 �top� and 3 �bottom�
and best-fitted lognormal distributions.

TABLE I. Measured parameters of the bubble size distributions for each
sample. The number N of bubbles counted for the size analysis is indicated.

Sample N � r0 �

1 50 0.15	0.01% 81	2 �m 0.05	0.01
2 288 0.94	0.06% 86	2 �m 0.07	0.01
3 186 0.91	0.05% 100	2 �m 0.2	0.02
4 141 4.9	0.3% 80	2 �m 0.08	0.01

�

�� ��

�� ��

FIG. 5. �Color online� Sketch of the setup for ultrasonic measurements. A
piezoelectric transducer emits an acoustic pulse that traverses the cell con-
taining the bubbly medium.
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T = T54T43T32T21

=
Z4

in + Z4

Z4
in + Z5

eik4d4
Z3

in + Z3

Z3
in + Z4

eik3d3
Z2

in + Z2

Z2
in + Z3

eik2d2
2Z1

Z1 + Z2
, �3�

where di is the thickness of layer i, Zi=
i� /ki, ki stands for
the impedance and the wave vector in medium i respectively,
and Zi

in is the input impedance, which is given by

Zi
in =

Zi−1
in − iZi tan�kidi�

Zi − iZi−1
in tan�kidi�

Zi for i � 1. �4�

The unknown quantity in Eq. �3� is k3. In the following,
index 3 will be omitted: d=d3, k=k3. The ratio x��� is re-
lated to T by

x = T�k�e−ik5�d4+d+d2�. �5�

As T�k� is a complicated function, inversion of Eq. �5� to
extract k is not analytically possible. Note that the complica-
tion not only arises from the multiple reflections existing
within the system, but also from the huge attenuation of
sound in the bubbly medium. Indeed, as � and v are large,
the wave vector in the sample k=� /v+i� /2 has a non-
negligible imaginary part. It follows that the phase shift of
the pulse traversing the sample is not only due to propaga-
tion �as in standard cases� but also to the crossing of the
interfaces 4-3 and 3-2. In other words, one cannot consider
that the phase of the pulse is only dictated by the velocity in
the sample, and that the amplitude of the pulse is only related
to attenuation, which is a good approximation only when the
term exp�ikd� dominates in Eq. �3�. To address this issue, an

iterative method can be set up. Let us define T̃ such that T

= T̃ eikd. Equation �5� can then be expressed as

eikd = xeik5�d4+d+d2�/T̃�k� , �6�

and with Eq. �6� we can define the iteration:

k�j+1� = −
i

d
ln�xeik5�d4+d+d2�/T̃�k�j��� . �7�

The iteration can be initialized with k�0�=� /v0. It was tested
with other initial values of k�0� and found to converge to the
same final values of k even when the starting values were
quite far from the final ones, indicating the robustness of the
iteration procedure. Parameters of the cell are given in Table
II. The uncertainty of the calculated wave vector k was
evaluated by taking into account the uncertainty in the pa-
rameters �see Table II�. It is worth noting that our experimen-
tal setup is adapted only for measurements in hugely attenu-
ating materials. Filling the cell with water to measure the
velocity of sound in water, for example, does not yield very

accurate results �namely, the precision is 0.5 mm /�s�. The
reason for this is that fully developed multiple reflections, as
they exist when the cell is thin compared with the wave-
length, make the inversion technique very sensitive to the
exact parameters of the walls �density, velocity of sound,
thickness�. But when attenuation is large, the influence of
multiple reflection within the cell is less pronounced, and
reliable results can be obtained using a sufficiently thin
sample that the transmitted pulse is of measurable amplitude.

III. THEORY

In this section we give a brief description of the two
models that are compared with our experimental results.
Equation �1� of Foldy’s original model needs to be general-
ized to the polydisperse case:

k2 =
�2

v0
2 +� 4�n�r�drf��,r� . �8�

The scattering function at angular frequency � for a bubble
of radius r is given by

f��,r� =
r

��0/��2 − 1 + i��the + �vis + �rad�
, �9�

where �0 is the resonance frequency of the bubbles and the
three � terms are the damping constants due to thermal, vis-
cous, and radiative losses, respectively. A detailed model of
the thermodynamic behavior of the oscillating bubble is due
to Prosperetti.23 A complex polytropic index can be defined
as a function of the radius and the frequency:

���,r� =


1 − 3� − 1�i
Dth

�r2B
, �10a�

with

B = 1 − �− ir� �

Dth
coth��− ir� �

Dth
� , �10b�

where  is the ratio of specific heat capacities for air, Dth the
thermal diffusivity of air, and where �−i stands for ei�3�/4�.
Moreover, because our bubbles are in a gel, we also include
the effect of the shear modulus, following Alekseev and
Rybak.24 The resonance angular frequency and the damping
constants are then:

�0
2 =

3 Re����P0 + 2A/r� + 4��


r2 −
2A


r3 , �10c�

�rad = rk0, �the =
3 Im���P0


r2�2 , �vis =
4��


r2�2 , �10d�

where k0=� /v0 is the wave vector in the gel, �=��+i�� the
shear modulus of the gel, A its surface tension, 
 its density,
and P0 the ambient pressure. Values of the physical param-
eters we used for evaluating the equations are given in Table
III. For the surface tension of the gel, we assumed it to be the
same value as for water, which is probably an overestima-
tion. In any case, surface tension effects are almost negli-
gible for the bubble size considered in our experiments. Es-

TABLE II. Characteristics of the cell containing the bubbly medium. The
walls were made of clear polycarbonate: Our measured values for density
and phase velocity of sound are in agreement with values in the literature
�Ref. 22�.

d=d3=1.01	0.05 mm
d2=d4=1.63	0.01 mm
Velocity in walls: 2.28	0.01 mm /�s
Density of walls: 1.19	0.05g /cm3

J. Acoust. Soc. Am., Vol. 123, No. 4, April 2008 Leroy et al.: Velocity and attenuation in bubbly gels 1935



timation of the shear modulus was obtained via standard
measurements with a rheometer, which gave the frequency
dependence of � up to 100 Hz. Extrapolation of this fre-
quency dependence to 400 kHz is certainly a crude approxi-
mation. However, as �� remains small compared with atmo-
spheric pressure, its influence on the resonance frequencies
of bubbles is weak �see Eq. �10c��, a fact that we experimen-
tally checked by measuring the resonance frequency of indi-
vidual bubbles in gel. Moreover, because thermal and radia-
tive losses dominate, the effect of �� is not crucial: It
changes, by 20% at most, the maximum of the attenuation of
sound in the bubbly medium. As a result, the acoustic behav-
ior of the bubbly gel is expected to be almost identical to
what it would be for bubbly water.

In 1999, Henyey proposed a diagrammatic approach for
the problem of propagation in a bubbly medium.12 His result
has a simple interpretation: It amounts to considering that the
bubble does not radiate in the pure liquid, but in the effective
medium. As a consequence, the radiative damping term in
Eq. �10d� has to be modified, namely, k0 in the formula of
�rad has to be substituted by the effective wave vector k. We
calculated Henyey’s predictions by an iterative process, with
20 iterations. Note that Kargl, in 2002, obtained the same
expression as Henyey, but with a different approach to the
problem.13

IV. EXPERIMENTAL RESULTS

We present the experimental measurements of the at-
tenuation and the phase velocity in four different samples of
bubbly gels, with the parameters that characterize the bubble
size distributions being given in Table I. For each sample, a
comparison with Foldy’s and Henyey’s predictions is per-
formed.

A. Low volume fraction

The first sample we investigated had a volume fraction
of 0.15% with a monodisperse distribution of bubbles. Fig-
ure 6 compares an example of the pulse transmitted through
the sample with the reference pulse through water, for a
Gaussian pulse centered at 50 kHz. To measure the phase
velocity and attenuation as a function of frequency, the Fou-
rier transforms of the signals were computed. Figure 7 shows
the magnitude of the Fourier transforms �top plot� and the
difference between the phase of the reference signal and the
phase of the sample signal �bottom plot�, as functions of
frequency. The dispersive character of the bubbly medium is
clearly visible: Both the magnitude and the phase changed

significantly with frequency, particularly around 40 kHz,
which is the resonance frequency of the bubbles.

From these calculations, the ratio x defined in Sec. II B
was calculated and the attenuation and phase velocity were
then determined using the procedure that was also described
in this section �Sec. II B�. Figure 8 displays the attenuation
and velocity as a function of frequency for Sample 1. It is
worth emphasizing that the entire regime of high attenuation
is covered. For comparison, Wilson et al.4 measured only the
first part of the peak, and this was done for samples with a
smaller concentration of bubbles. The error bars in the plots
were calculated from the uncertainties in the different param-

TABLE III. Values of the physical parameters used for the model. The phase
velocity of sound in the gel was measured by propagating an acoustic pulse
through a known thickness of gel. Shear moduli were obtained by standard
rheological techniques. Density was measured with a specific gravity bottle.

v0=1.49 mm /�s Dth=2�10−5 m2 /s
=1.4 P0=105 Pa
A=70 mJ /m2 
=1 g /cm3

��=60 Pa�� /2�Hz�0.1

��=13 Pa�� /2�Hz�0.5
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FIG. 6. Top: The reference pulse for a central frequency of 0.05 MHz.
Bottom: The corresponding pulse transmitted through Sample 1.
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FIG. 7. Top: Magnitude of the Fourier transform of the reference signal of
Fig. 6 �solid line� and of the sample signal of Fig. 6 �dashed line�. Bottom:
The phase of the Fourier transform of the reference signal minus the phase
of the Fourier transform of the sample signal.
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eters needed for the inversion procedure �see Table II�. Error
bars are bigger when the phase velocity is large, because
high values of velocity required measurement of small phase
shifts. Note that the overlap in frequency between the differ-
ent runs of data �with different Gaussian pulses� is satisfac-
tory: One obtains more or less smooth curves. When differ-
ences are visible, they give indications about the uncertainty
of the measurement.

Figure 8 also gives the predictions of Foldy’s and
Henyey’s models for the bubble size distribution that was
measured in the sample. In other words, there are no adjust-
able parameters in this treatment. For attenuation, there is
good agreement with Foldy’s model. A huge sharp peak of
attenuation, due to resonance of the bubbles, is followed by a
high attenuation regime �up to 200 kHz�. The Henyey result
�in dashed line� is not very different from Foldy’s predictions
for this sample, in which the concentration of bubbles is low.
Nevertheless, the position of the attenuation peak is distinct
from one model to the other, and Foldy’s peak position is in
better agreement with the measurements. Measurements of
the velocity are more difficult to interpret. If only the rising
and the decrease of the peak of velocity are examined, the
agreement between Foldy’s prediction and the experimental
values is excellent. On the other hand, measurements from
100 to 200kHz display a large discrepancy with Foldy’s
model �note the logarithmic scale�.

This discrepancy in the velocity may be a consequence
of performing the experiments on well-characterized samples
with fixed distributions of bubbles. Indeed, because our
bubbles are trapped in the gel matrix—allowing us to take
good and reliable images of them—our measurements are

made with a particular realization, whereas the models cal-
culate the properties of an average medium. In practice, it
means that the signal acquired after passage through Sample
1 might be different from that measured through another
sample with the same concentration of bubbles of the same
size, but with bubbles in different positions. The signal ob-
tained by averaging over the different configurations of the
sample is usually called the coherent signal. The other part,
which is related to a particular configuration, is called the
incoherent signal. In our experiments, the incoherent part is
expected to be very small, because the acoustic wavelength
is so large compared with the typical distance between
bubbles. It is therefore usually considered that the exact po-
sitions of the scatterers are not of crucial importance. How-
ever, a slight difference can exist and become non-negligible
when one has to measure high values of � and v. Indeed, the
relative magnitude of the incoherent part will increase as the
coherent part is attenuated.25 Furthermore, high velocities
necessitate the measurement of small phase shifts, which
may become blurred by the incoherent signal. This effect
may explain the discrepancy between the models and our
measurements of velocities larger than 10 mm /�s.

B. Intermediate volume fraction

The volume fraction of bubbles in Sample 2 was almost
1%. As displayed in Fig. 9, the measured attenuation shows a
similar frequency dependence to that of Sample 1. The sharp
peak of large attenuation is still at the same position �as
expected, since the bubbles had the same radius�, but of sig-
nificantly larger magnitude. It is also apparent that the re-
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=81 �m, �=0.05�. Predictions from the Foldy �continuous lines� and
Henyey �dashed lines� models are shown.
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FIG. 9. Attenuation and velocity measured in Sample 2 ��=0.94%, r0

=86 �m, �=0.07�. Predictions from the Foldy �continuous lines� and
Henyey �dashed lines� models are shown.
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gime of large attenuation is broader: � is still larger than
2 mm−1 at 0.4 MHz. The comparison with Foldy’s prediction
is not as good as for Sample 1. Although the magnitude of
the sharp peak is well depicted, its position is not perfect.
Furthermore, Foldy predicts an attenuation on the plateau
which is 10% higher than what is measured. Henyey’s model
is in even worse agreement with the measurements. As for
the velocity, its initial low frequency rise is well depicted by
Foldy’s model. On the other hand, above 100 kHz, agree-
ment deteriorates, and Foldy’s model predicts a larger veloc-
ity of sound than is found in the experiment. Velocity pre-
dictions from Henyey’s model are in worse agreement.

C. Effect of polydispersity

Sample 3 had almost the same concentration of bubbles
as Sample 2, but with a much more polydisperse distribution
�see Fig. 4�. Such well-defined samples provide a good op-
portunity to test the accuracy of ultrasonic measurements for
obtaining details about the size distribution of bubbles in a
sample. Comparison of Figs. 9 and 10 shows that a polydis-
perse sample can clearly be distinguished from a monodis-
perse one: The sharp peak in attenuation is shifted to a lower
frequency and the general level of attenuation is substantially
lower. The effect on velocity is less dramatic, the only clear
difference being a less pronounced slope around bubble reso-
nance for the polydisperse sample. All these features are well
depicted by Foldy’s model, which is again in better agree-
ment with the experimental data than Henyey’s model.

D. High concentration

With the high concentration �almost 5%� of monodis-
perse bubbles in Sample 4, we observed high-order multiple
scattering. Figure 11 gives an example of the signal transmit-
ted through Sample 4 �bottom plot� for a pulse of central
frequency 0.25 MHz. For comparison, the pulses at the same
frequency propagating through only water, as well as through
Sample 1, are presented in Fig. 11 �top plot, and middle plot,
respectively�. It is clear from the top and bottom pulses in
Fig. 11 that Sample 4 highly attenuates sound �by a factor
500�, and also gives rise to high-order multiple scattering
that is manifest as a tail of oscillations that follow the initial
arrival of the signal.25 By contrast, the pulses through the
other samples, which have lower bubble concentrations,
show no measurable signs of high-order multiple scattering
�e.g., see the middle plot in Fig. 11�. To check that this mul-
tiply scattered signal is due to the bubbly sample—and not to
reflections in the water tank or around the screen—we also
measured the transmitted signal when the aperture of the
screen was closed �grey curve in Fig. 11�. The pulse that has
traveled through the bubbly medium is clearly much larger
than this background signal, confirming the presence of high-
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order multiple scattering and revealing that incoherent scat-
tering is competing with the coherent field at this high con-
centration of bubbles.

For low frequencies, the presence of high-order multiple
scattering was much less clear. Indeed, because the screen is
less opaque to low frequency ultrasound, and because
Sample 4 strongly attenuates the incident pulse, only the
very first part of the acquired signal was different when the
pulse was going through the sample or through the screen.
We found that 0.15 MHz was the lowest frequency at which
the existence of high-order multiple scattering could be
clearly seen.

With a signal such as the one of Fig. 11, the analysis
described in Sec. II B cannot be used because the coherent
pulse cannot be clearly distinguished from the total measured
field. However, a crude estimation of the attenuation can be
performed by taking only the three first cycles of the signal,
which likely consist mostly of the coherent component of the
field, and by considering that the loss in transmission in Eq.
�3� is dominated by exp�−�d /2�. The result of such a proce-
dure is given in Fig. 12. The order of magnitude of the result
is comparable to that of the theoretical models. But, due to
the crudeness of the measurements, it is not possible to dis-
cern which model is better at predicting experimental results
for samples with such high concentrations of bubbles.

V. CONCLUSIONS

We have measured the phase velocity and the attenua-
tion in monodisperse bubbly media over a large range of
frequencies that include the resonance frequency of the
bubbles. For concentrations of 0.15% and 1%, we find that
Foldy’s model gives an imperfect but satisfactory description
of the attenuation and phase velocity in our samples. In par-
ticular, the attenuation is well predicted by Foldy’s model,
but the phase velocity is overestimated for frequencies cor-
responding to the higher frequency part of the large attenua-
tion regime. It is important to note that this range of frequen-
cies over which the agreement between theory and
experiment deteriorates did not include the resonant frequen-
cies of the bubbles. This is a surprising result, as there is a
general consensus in the literature about the inability of
Foldy’s model to describe the propagation of sound in a bub-
bly liquid in the presence of resonant effects. In that sense,
our results confirm what Wilson et al.4 obtained, but with

better characterized samples that contain higher concentra-
tions of bubbles.

However, the question of knowing whether Foldy’s
model needs corrections or not, and what this correction
should be, is still open. Indeed, our measurements with a
small number of quenched samples did not allow us to un-
ambiguously separate the coherent part of the signal from the
incoherent scattering, even though each sample contained a
large number of bubbles; thus, for this range of bubble con-
centrations, a definitive comparison of experimental data
with theories for ensemble average properties, such as
Foldy’s or Henyey’s models, must await additional experi-
ments with a larger number of well-characterized samples.
Also, our samples were thin, and, even though the samples
were sufficiently dilute that significant short range correla-
tions in the positions of the bubbles due the sample bound-
aries are unlikely, most of the bubbles were still near a
boundary, and therefore may not have experienced the same
effective field as in the idealized infinite sample assumed in
the models. In future work, this question will be addressed
through measurements on samples of different thickness, as
has been done for other strongly scattering media, where the
ability of effective medium theories to accurately describe
velocity and attenuation data in thin samples has been
demonstrated.26,27 Despite the limited number of samples in-
vestigated in the current experiments, it is still interesting to
note that better agreement with the data was found with
Foldy’s model than with Henyey’s model.

Nevertheless, from a practical point of view, the results
reported in this paper are encouraging for achieving the ob-
jective of measuring the bubble size distribution in a medium
using ultrasonic techniques. In many such applications, the
bubble sizes in a particular sample are needed. For concen-
trations of bubbles up to 1%, measuring the position, height,
and shape of the peak of attenuation should give enough
information to determine the distribution of bubble radii us-
ing Foldy’s model. A demonstration of the feasibility of this
approach was made with Samples 2 and 3, whose different
polydispersity could be differentiated using attenuation mea-
surements. Note that for higher volume fractions, when high-
order multiple scattering is directly observable, it becomes
more difficult to measure the velocity and attenuation; how-
ever, in this regime, useful information can still be obtained
with techniques based on diffusing acoustic wave
spectroscopy,28,29 which can be applied to investigate the dy-
namics of the bubbles �e.g., Ostwald ripening� with excellent
sensitivity.
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This paper presents a model of acoustic wave propagation in unconsolidated marine sediment,
including compaction, using a concept of a simplified sediment structure, modeled as a binary
grain-size sphere pack. Compressional- and shear-wave velocities and attenuation follow from a
combination of Biot’s model, used as the general framework, and two viscoelastic extensions
resulting in complex grain and frame moduli, respectively. An effective-grain model accounts for
the viscoelasticity arising from local fluid flow in expandable clay minerals in clay-bearing
sediments. A viscoelastic-contact model describes local fluid flow at the grain contacts. Porosity,
density, and the structural Biot parameters �permeability, pore size, structure factor� as a function of
pressure follow from the binary model, so that the remaining input parameters to the acoustic model
consist solely of the mass fractions and the known mechanical properties of each constituent �e.g.,
carbonates, sand, clay, and expandable clay� of the sediment, effective pressure, or depth, and the
environmental parameters �water depth, salinity, temperature�. Velocity and attenuation as a function
of pressure from the model are in good agreement with data on coarse- and fine-grained
unconsolidated marine sediments. © 2008 Acoustical Society of America.
�DOI: 10.1121/1.2871839�

PACS number�s�: 43.30.Ma �RCG� Pages: 1941–1951

I. INTRODUCTION

The characterization of marine sediments with acoustic
methods is more reliable the better one understands, quanti-
tatively, the nature of unconsolidated water-saturated granu-
lar aggregates in terms of their physical properties, and how
these influence the velocity and attenuation of compressional
and shear waves. The most comprehensive theory that pro-
vides a relationship between physical and acoustic properties
was formulated by Biot1 for a porous solid saturated with
viscous compressible fluid. The stress-induced viscous flow
of the pore fluid relative to the frame is responsible for wave-
energy dissipation, which peaks at a characteristic frequency
determined by the viscosity of the fluid and the spatial
distribution of the pore network, the corresponding attenua-
tion coefficient being proportional to f2 �f�frequency� and
f1/2 toward lower and higher frequencies, respectively.
Buckingham2 took a principally different approach by adding
an intergranular friction term to the wave equation leading to
a variation of the attenuation coefficient close to the first
power of frequency, corresponding to nearly constant spe-
cific dissipation 1 /Q and to low velocity dispersion, arguing
that the viscosity of the pore fluid is not involved in wave
attenuation in marine sediments. �To explain discrepancies
between this approach and, e.g., SAX99

3 data, Buckingham4

has recently introduced a viscoelastic modification to his
original approach by modeling the acoustic response as-

cribed to molecular surface-water layers by a phenomeno-
logical spring/dashpot model.�

Several investigations5–7 appear to confirm Biot’s theory,
in particular the experimental detection8 of the predicted sec-
ond, or slow, dilatational wave. Although the occurrence of
the slow wave has not yet been reported for unconsolidated
granular material, there is no physical reason for its nonex-
istence other than a lack in the necessary sensitivity in the
experimental equipment to detect strongly attenuated signals.
Although Biot generalized9 his theory to accommodate a
number of additional stress-induced relaxation mechanisms
including local fluid flow from cracks in the solid and in the
immediate vicinity of grain contacts, Stoll and Bryan10 were
the first to systematically adapt Biot’s theory to marine sedi-
ments. They postulated global grain-to-grain friction as a sig-
nificant mechanism for acoustic-wave attenuation and intro-
duced a phenomenological model described by constant
complex frame bulk and shear moduli that replace the elastic
ones in Biot’s original formulation, the combined model
known since as the Biot–Stoll model �BSM�. Constant com-
plex frame moduli cause a linear dependence on frequency
of the attenuation coefficient, a pattern suggested by a large
collection of compressional-wave attenuation data.11 Subsets
from individual sediments, however, do not necessarily con-
firm this simple pattern, and more recent field and experi-
mental results12 are in favor of the BSM approach, in which
the frame moduli can be empirically adjusted so that the
combined attenuation due to frame loss and Biot attenuation
mechanism matches the data in coarse-grained marine sedi-
ments. To accommodate the fine-grained sediments, Stoll13a�Electronic mail: klaus.leurer@nuigalway.ie
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introduced a phenomenological model of the Cole–Cole
type14 for the frame moduli to account for additional vis-
coelastic losses in the skeletal frame, adding a frequency-
dependent component to the constant complex frame moduli.
It has been argued15 that such a model cannot account for the
losses observed in near-surface clay-rich sediments, because
the comparatively low frame moduli known for these do not
sufficiently contribute to the overall attenuation.

The concept of a linear dependence on frequency of the
attenuation coefficient has been characterized as physically
problematic16 and so is that of an inelastic frame, because
with the postulate of grain-to-grain friction—an irreversible,
nonlinear process—attenuation becomes strain dependent.17

Despite this objection, the BSM is a comprehensive formal-
ism for modeling unconsolidated marine sediments and has
been widely used for this purpose18,19 or serves as the basis
for extensions and refinements20,21 to remove some of its
phenomenological aspects. Although most of these efforts
consider sands or sandy sediments, the model proposed here
is intended to cover a wider spectrum of marine sediment
and, therefore, has to take into account the varying amounts
of smaller grains such as silt and clay particles that strongly
influence the mechanical response.22 As it is impossible to
specify quantitatively the actual structure of any earth mate-
rial, a geometrical abstraction of the sediment as a binary
grain-size sphere pack is introduced as an attempt to account
for the intricate interrelation among the sediment structural
parameters. Similar binary grain-size approaches22,23 lack the
explicit particulate formulation of the grain-contact mechan-
ics and their consequences for the propagation of acoustic
waves and do not provide a quantitative relationship between
porosity and effective pressure for highly compactable sedi-
ments.

The model presented here further attempts to eliminate
the disadvantage in Biot’s theory and the BSM not to provide
an explicitly formulated relation between bulk and shear
moduli of the grain material on one hand and those of the
sediment frame on the other. Yet the mechanical properties of
the frame strongly depend on the grain-contact stiffness,
which is affected by the grain material. Further, none of the
previous Biot-derived models include an explicit quantitative
consideration of a dependence on pressure or, equivalently,
depth below the ocean bottom of any Biot parameter. In un-
consolidated sediments, however, all of the structural param-
eters are highly sensitive to compaction.

The proposed model describes the acoustic response in
unconsolidated marine sediment as a function of frequency
as well as of—purely mechanical—compaction. Rather than
modifying the BSM, the original Biot formulation is used as
the general framework. Two viscoelastic models are included
that consist of extended formulations of �1� an effective-
grain model15 �EGM� and �2� a viscoelastic-contact model24

�VCM�. Nevertheless, it can still be argued that the model
presented here, apart from the EGM, represents a refinement
of the BSM, because it was the original idea of introducing
an energy-dissipating skeletal frame that made Biot’s theory
applicable to unconsolidated marine sediment.

II. SEDIMENT MODEL CONCEPTION

The reader is referred to Stoll25 for the recapitulation of
Biot’s theory in its application to marine sediment. In sum-
mary, the theory considers the stress-induced global fluid
flow in the pore network as the sole relaxation mechanism
and allows the calculation of velocity and attenuation of
compressional and shear waves of a fluid-filled porous solid
from a set of sediment physical parameters, viz., density, �r,
and bulk modulus, Kr, of the solid phase; density, � f, bulk
modulus, Kf, and viscosity � of the fluid phase; bulk modu-
lus, Kb, and shear modulus, Gb, of the solid frame; perme-
ability, �, pore size, sp, and tortuosity, �.

The structural input parameters to Biot’s theory are in-
tricately dependent on one another and on the degree of com-
paction or, equivalently, effective pressure. The main pur-
pose of considering a simplified model of the sediment
structure is to ensure a quantitative access to the interrelation
of the structural input parameters as a function of both com-
position and depth below the ocean bottom. This, in effect,
reduces the comparatively large set of input parameters to
the previous Biot-derived models.

A. Sediment structure model: Binary grain-size
sphere pack

The structural model presented here considers spherical
grains of two sizes in a macroscopically homogeneous and
isotropic distribution and is assumed to represent the grain-
size distribution in marine sediment. In particular, the
smaller spheres are to represent the clay fraction and the finer
range of the silt fraction. The finer grains are assumed to be
two orders of magnitude smaller than the coarse grains to
guarantee that the individual large- and small-sphere pack-
ings do not significantly influence each other in the rear-
rangement during compaction.

1. Pressure-dependent porosity of the binary
grain-size model

Starting at the high-porosity limit assumed for the loos-
est small-sphere pack, the entire porosity range in uncom-
pacted, surficial seafloor sediments can be visualized by add-
ing increasing amounts large spheres to the binary mixture.
The replacement of high-porosity domains by large spheres
gradually reduces the overall porosity. The loosest random
pack of the large spheres, filled with the loosest-possible
�highest-porosity� small-grain pack, defines the coarse-grain
end member in the present binary model.

Mechanical compaction is associated with a rearrange-
ment of the sediment particles leading to a gradually closer
packing. At the depth of maximum compaction, the lowest
possible effective porosity in a binary mixture is reached
when the interstices of the densest large-sphere pack are oc-
cupied by the densest small-sphere pack. This critical stage is
very important as it separates two distinct domains. Toward
higher or lower small-sphere volume fractions, respectively,
the small spheres or the large ones, respectively, exist in
densest packing, whereas the packing density of the respec-
tive other decreases.
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The effective porosity of an uncompacted binary sphere
pack as a function of the small-sphere volume fraction cs can
be written as

�0�cs� =
�maxcs

1 − �max�1 − cs�
for cs � 1 − �max, �1�

where �max is the high-porosity limit of the small-sphere
pack. At the depth of maximum compaction, minimum ef-
fective porosity is given by

�min = �RD
2 , �2�

where �RD is the porosity of the random dense pack of iden-
tical spheres. This minimum porosity is reached when the
small-sphere volume content cs within the solid phase as-
sumes the critical value

cs,crit =
�RD

1 + �RD
. �3�

For lower small-sphere fractions than cs,crit, the lowest effec-
tive porosity �1 is given by

�1�cs� =
�RD − cs

1 − cs
, 1 − �max � cs 	 cs,crit, �4�

whereas for higher small-sphere fractions

�1�cs� =
�RDcs

1 − �RD�1 − cs�
, cs 
 cs,crit. �5�

The porosity/depth function presented in the following is a
phenomenological derivation using porosity versus depth
data from the near-surface environment and porosity versus
effective pressure data from large-scale compaction, both of
which suggest a logarithmic variation of porosity with depth
from a few centimeters downwards to depths corresponding
to effective pressures of about 20 MPa �Fig. 1�. The porosity
of any given binary mixture can be expressed as a function
of fine-grained content and depth according to

��cs,z� = �0�cs� − ��0�cs� − �1�cs��
ln�z/z0�
ln�z1/z0�

, �6�

where z is depth, z0 and z1 are the depth values that corre-
spond to the end members of effective porosity, and where
the appropriate porosity limit �1�cs� from Eqs. �4� and �5�
has to be substituted. The variation of porosity �s with depth
in the small-sphere pack can be calculated from

�s�cs,z� = �max − ��max −
�1�cs�
�RD

� ln�z/z0�
ln�z1/z0�

,

1 − �max 	 cs 	 cs,crit, �7�

and

�s�z� = �max − ��max − �RD�
ln�z/z0�
ln�z1/z0�

, cs � cs,crit. �8�

The individual porosity �l of the large-sphere pack—
throughout the whole range of volume content cs and of
depth z—is given by

�l =
�

�s
, �9�

where the appropriate expression for �s the sand domain, Eq.
�7�, or clay domain, Eq. �8�, respectively, has to be substi-
tuted.

Considering the subsurface sediment structure as a stack
of sediment layers, the average effective pressure pe in the
nth sediment layer at depth z can be calculated recursively
according to

pe,n = g�� − � f�z + pe,n−1, �10�

where g is the gravitational acceleration, pe,n−1 is the effec-
tive pressure of the layer package above the layer under con-
sideration and �=�� f + �1−���g is the saturated-sediment
density, �g being grain density which is calculated according
to the partial fractions of the constituents present.

2. Permeability, pore-size parameter, and tortuosity

Although porosity and density of the binary sphere pack
can be calculated in a straightforward way from the compo-
sition, permeability requires an assumption of absolute geo-
metrical dimensions of grains and pores. Generalizing the
Kozeny–Carman equation for a binary sphere pack of effec-
tive grain size D yields26

� = B
�3

�1 − ��2D2,
1

D
=

�1 − cs�
dl

+
cs

ds
, �11�

in which a constant B=0.007 is used, as reported for spheri-
cal grams.27 The pore size parameter � is estimated assuming
that the ratio h=� /sp

2 is constant, and that the pore size in a
dense pack of spheres is approximately 1/6 of the grain
size.28 The constant h is then determined using the perme-
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FIG. 1. Comparison of predicted and measured porosity �left� and saturated
density �right� as a function of depth in sample SC �top� and as a function of
effective pressure in sample LC �bottom�. Symbols: data and curves: pre-
dictions.
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ability �Eq. �11�� of a given binary mixture with the porosity
of its densest pack, given by Eq. �4� or �5�, respectively, and
using that value to calculate the pore size for/at lower
compaction/depths from sp�z�=���z� /h. Tortuosity � is esti-
mated using the relation obtained by Berryman7 for spheres,
�=1 /2�1+1 /��.

3. Predicted versus measured porosity, saturated
density, and permeability

Assuming a porosity of �max=0.92 at depth z0=0.1 m in
the pure small-sphere pack and minimum porosity for both
the individual large- and the small-sphere dense packings at
the maximum depth of z1=2000 m considered here of �RD

=0.35, model predictions for porosity and saturated density
are compared to the respective measured values in a near-
surface sediment column29 �SC� and in an individual sample
under large-scale compaction30 �LC�; the composition of the
latter is listed in Table I. Permeability measurements exist for
LC only. The continuous grain-size distributions of the re-
spective sediment materials were converted in such a way
that 84% of the combined clay and silt fraction was consid-
ered the small-grain fraction of the binary sphere pack. The
results are shown in Fig. 1. The comparison for SC shows
that the binary model reflects the general trend in porosity
and density decrease with depth in the near-surface domain.
For LC, calculated porosity and density values fit excellently
the measured ones from the compaction experiment. In both
near-surface and large-scale compaction, porosity and satu-
rated density as the physical parameters most significantly

influencing sound propagation in unconsolidated sediment,
can each be reproduced to a satisfactory degree of accuracy
by the binary model.

For permeability, the most significant difference be-
tween the predicted and observed values is the somewhat
narrower range of variation. Assuming in the model grain
diameters of 0.2 and 0.002 mm for the large and small
spheres, respectively, the model permeabilities span 5 orders
of magnitude beginning at ��10−11 m2 for a binary mixture
with lowest small-sphere fraction �cs=0.08�. Although this
high-permeability limit largely corresponds to typical values
in loose unconsolidated sand,31 permeability values of the
order of 10−18 m2 or less, as often observed in compacted
clay, cannot be explained by the binary sphere-pack model.
Figure 2 clearly shows permeability values increasingly
overpredicted with pressure as compared to the measured
values from the compaction experiment.

B. Acoustic model for the binary grain-size model

Biot’s theory is used as the general framework into
which the viscoelastic extensions EGM and VCM are intro-
duced. The EGM is introduced to accommodate the fine-
grained range of the spectrum of marine sediments, where
the mechanical properties of clay influence the acoustic re-
sponse. The VCM is introduced to account for the unconsoli-
dated granular nature of marine sediment. EGM and VCM
replace the elastic moduli of the grain material and the sedi-
ment frame, respectively, by complex frequency-dependent
ones. In the following, a representative model for a fine-
grained sediment �MFG�, whose composition is listed in
Table I, is considered to demonstrate the general acoustic
response of the EGM, the VCM and the overall Biot–EGM–
VCM formalism. In the following, all effective moduli of
composite materials are calculated as Voight–Reuss–Hill
averages.26

1. Biot-theory extension I—effective-grain model

The EGM is based on the postulate that the description
of the grain material by elastic moduli is not adequate if the
sediment has a significant clay fraction and expandable clay
minerals, represented mainly by montmorillonites, are
present, the latter being the case in virtually all clay-bearing
marine sediments. The EGM is applied to the small-sphere

TABLE I. Sediment compositions and mineral properties of sample LC and
model silty clay, sample MFG, corresponding binary grain-size distribution,
and environmental parameters. The mass fractions denote percentages of
carbonates, percentages of sand, silt, and clay in the silicates, percentage of
montmorillonite in the clay, and percentages of interlayer water in the
montmorillonite.a

Mass fraction
�%�

Constituent MFG LC

Bulk
modulus

�GPa�

Shear
modulus

�GPa�
Density
�kg /m3�

Viscosity
�Pa s�

Carbonates ¯ 14 70 30 2800 ¯

Sand 5 5 36 44 2650 ¯

Silt 45 28 36 44 2650 ¯

Clay 50 67 60 40 2700 ¯

Montmorillonite. 0–25 35 60 40 2700 ¯

Interlayer water 25 25 2 ¯ 975 0.005
Binary grain-size distribution

Large 20 20
Small 80 80
Water parameters

Depth �m� 1 1
Temperature �°C� 4 18
Salinity �ppt� 35 0.03

Carbonates and clay mineral moduli and densities are averages from Ref.
26, p. 307; interlayer-water properties from Ref. 15. The water parameters
are used to calculate �Ref. 46� its density, bulk modulus. and viscosity. Biot
structural parameters follow from the considerations in Sec. II A.
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FIG. 2. Comparison of model predicted permeability �curve� and measured
permeability �symbols� as a function of effective pressure for sample LC.
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pack only, as part of this fraction represents the clay fraction
of a given sediment. The large-sphere fraction is treated as
elastic.

In the EGM, the intracrystalline water layers in the
montmorillonite are considered as oblate ellipsoidal inclu-
sions homogeneously and isotropically distributed through-
out the elastic mineral phase. The relaxation mechanism
thereby introduced is a stress wave-induced flow of intrac-
rystalline water from these low-aspect ratio inclusions into
the free pore space of aspect ratio near unity and its delayed
reentry, thus constituting a “squirt-flow” process.32 Instead of
choosing an average inclusion of a single size, a distribution
of aspect ratios for the intracrystalline water layers is consid-
ered in an attempt to reflect the grain-size distribution of the
montmorillonite. Each size class of aspect ratios �m contains
its respective volume fraction c��m� of the intracrystalline
water.15 The corresponding relaxation process is described

by complex frequency-dependent bulk and shear moduli, K̂g

and Ĝg, respectively, of the two-phase grain material given
by33

K̂g − Kr

3K̂g + 4Gr

=
1

3

K̂ads − Kr

3Kr + 4Gr
	
m

c��m�Tiijj��m� , �12�

for the bulk modulus and

Ĝg − Gr

6Ĝg�Kr + 2Gr� + Gr�9Kr + 8Gr�

=
Ĝads − Gr

25Gr�3Kr + 4Gr�
	
m

c��m��Tijij��m� −
1

3
Tiijj��m��

�13�

for the shear modulus, where Kr and Gr are the bulk and
shear moduli of the mineral phase and where the bulk modu-

lus K̂ads of the intracrystalline water in the montmorillonite

and its response to shear loading, Ĝads, follow as a result
from applying the correspondence principle as

K̂ads�� = R�K̂ads� + i� , �14�

with

� = �Kr =
3�ads

2�2R�K̂ads�
Kr, �15�

where � is the relaxation time of the attenuation mechanism,
and

Ĝads�� = i�ads, �16�

where �ads is the viscosity of the interlayer water. The scalar
quantities Tiijj and Tijij in Eqs. �12� and �13� are elements of
a tensor that relates a uniform strain field at infinity to the
strain field at an ellipsoidal inclusion.34

The pressure-induced expulsion of intracrystalline is ac-
counted for by considering the relationship between swelling
pressure and water content in the montmorillonite. The
swelling pressure counteracts the effective pressure and
therefore determines the amount of water retained in the in-

terlayers. Solving the relationship35 ps=403 exp�−0.178w�
between swelling pressure, ps, and interlayer-water content,
w, for the interlayer-water content and equating ps with pe

yields

w = 0.47 − 0.056 ln
 pe

p0
� . �17�

Assuming that the grain dimensions of the mineral phase of
the clay particles remain constant with pressure, the expul-
sion of interlayer water is equivalent to a decrease of the
inclusions’s aspect ratios, following from the pressure-
induced change of the first aspect ratio class �1 of the distri-
bution, whereas the distribution itself retains its shape. As-
suming a clay-particle equivalent diameter of 0.002 mm and
an initial interlayer thickness of 10 Å, the thinning with in-
creasing effective pressure of the aspect ratios has been
found to follow the heuristic relationship36

�1 = 10−4
9.3 − 1.1 ln
 pe

p0
�� . �18�

The mechanical response of the effective grain material
at low effective pressure is shown in Fig. 3 �top� in terms of
its bulk and shear moduli as a function of frequency for
sample MFG. Increasing the montmorillonite content—
equivalently, the volume concentration of the inclusions—
leads to an increased modulus defect, given by �M = �M�

−M0� /�M� /M0, where subscripts refer to frequency. The
use of a distribution of aspect ratios of the inclusions is con-
sidered rather than a single one; the frequency-dependent
response is a combined effect of the contributions from each
of the individual inclusion classes. The transition from the
relaxed to the unrelaxed state occurs over several frequency
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FIG. 3. Real and imaginary parts of bulk �left� and shear �right� moduli of
the effective grain for sample MFG �Table I� as a function of frequency at a
water depth of 1 m and montmorillonite contents of �0,5 ,10,15,20,25%
of the clay fraction �top�; and at subbottom depths of �1;500;2000 m and
montmorillonite content of 25% of the clay fraction �bottom�.
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decades; accordingly, the relaxation peak is widened to a
plateau-like shape. Figure 3 �bottom� shows the decrease
with pressure in efficiency of the relaxation mechanism in
the EGM, corresponding to a decreasing modulus defect. In
addition, the thinning of the inclusions, i.e., the decrease of
their aspect ratios, leads to longer relaxation times and,
therefore, the transition zone from relaxed to unrelaxed
modulus is shifted to lower frequencies.

2. Biot-theory extension II—viscoelastic-contact
model

The original conception of this model24 assumes the
granular material to consist of identical elastic spheres. Here,
this approach is modified to accommodate the binary sphere
pack and to include the effective-grain model. Interactions
between large and small spheres are not considered at
present.

The traditional Hertz–Mindlin approach to obtain the
bulk and shear moduli of a pack of spheres consists in find-
ing the normal and tangential contact stiffnesses Sn and St,
respectively, of a single two-sphere combination, where stiff-
ness is defined as the ratio of an applied normal or tangential
force to the respective resulting displacement of the spheres’
centers with respect to the contact plane. The normal and
tangential contact stiffnesses Sn and St, respectively, are37

Sn =
4aG

1 − �
, St =

8aG

2 − �
, �19�

wherein G and � are the shear modulus and Poisson’s ratio of
the sphere material, respectively, and a is the radius of the
circular contact plane forming between the compressed
spheres of radius R,38

a =�3 3FHR�1 − ��
8G

, �20�

where FH is the Hertzian normal contact force that can be
calculated from the effective pressure pe acting on a random
pack of identical spheres,

FH =
4�R2pe

N�1 − ��
, �21�

where N is the coordination number.
It has been shown24 that small amounts, viz., a few vol-

ume percent of the pore space, of viscous fluid at the grain
contacts �Fig. 4� may significantly increase the contact stiff-

ness of a two-sphere combination. Upon oscillatory loading,
in a certain frequency range that is determined by the contact
geometry and the mechanical properties of the contact fluid,
local �squirt-� flow develops in a pendular ring around the
direct sphere-to-sphere contact. This frequency range repre-
sents the transition from the low-frequency relaxed state, in
which pressure equilibrium prevails, to the high-frequency
unrelaxed state in which the fluid essentially acts as an elas-
tic solid and significantly stiffens the grain contact. The mag-
nitude of the stiffness-frequency dispersion is determined by
the amount and the mechanical properties of the contact
fluid. The tangential contact stiffness is affected mechani-
cally to a negligible degree by the presence of the contact
fluid. An accurate approximation of the Cole–Cole14 form
can be used instead of the rigorous numerical solution for the
complex normal contact stiffness Sn whose real and imagi-
nary parts can be written as

R�Sn�
2�RKw

= S0 + �S0 − S��
1 + ���� cos���/2�

1 + 2���� cos���/2� + ���2� ,

I�Sn�
2�RKw

= �S� − S0�
���� sin���/2�

1 + 2���� cos���/2� + ���2� ,

�22�

where Kw is the bulk modulus of the contact fluid. The re-
laxation time � and the distribution parameter � are

� = �2.7 − 0.33 ln�pe − p0��
�

Kw�2 ,

� = 0.12 ln�sc� + 0.92, �23�

wherein pe and p0 are effective and atmospheric pressure,
respectively, � is the viscosity of the contact water, and � is
the ratio of outer thickness hc to outer radius b of the space
occupied by the contact water �Fig. 4�. The relaxed and un-
relaxed normal stiffnesses S0 and S�, respectively, with a
being the dry direct sphere-to-sphere radius, are given by

S0 =
Sn

2�RKw
, S� = S0 + Ã

b − a

R
, �24�

with Sn from Eq. �19� and

Ã = B̃ ln�Kw�1 − ��/G� + C̃ ,

B̃ = 0.11 ln�pe/p0� − 2.1,

C̃ = 0.050 ln�pe/p0� − 1.5. �25�

The outer radius b is related to the thickness hc of the
contact-water layer by24

hc�b� =
a2

�R
�
b2

a2 − 2�arctan�b2

a2 − 1 +�b2

a2 − 1� ,

�26�

and the amount sc of the water present in the sediment in
terms of its volume fraction of the total pore space is given
by
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FIG. 4. Schematic �contact geometry exaggerated� of a combination of two
identical elastic spheres of radius R with contact water distributed in a
pendular ring of outer radius b and outer thickness d around the direct
sphere-to-sphere contact of radius a.
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sc =
N��a + b�

R3

1 − �

�
�

a

b

hc�r�dr . �27�

The frame bulk and shear moduli of the binary sphere
pack are calculated using the contact stiffnesses, Sn from Eq.
�22� and St from Eq. �19�, from Walton’s39 expressions,
which are modified here by introducing a heuristic correction
term, L, to overcome the discrepancy24 between the �over-
predicted� theoretical and measured shear-wave velocities,

Kb =
1

L

N�1 − ��
12�R

Sn, Gb =
N�1 − ��

20�R

Sn + L23

2
St� . �28�

Figure 5 shows the frame bulk and shear moduli as a
function of frequency and effective pressure, respectively, for
sample MFG, with L=2 /3. For the calculation, the fraction
of the pore water sc, that is considered as the contact water, is
determined from Eq. �27� assuming a maximum half-
thickness hc=0.01R of the contact-water layer at radius b in
Eq. �26�. The coordination number is estimated for the re-
spective porosity according to the relationship N
�24.1 exp�−2.68�� that follows from Murphy’s40 investiga-
tions. The curves for the frame moduli in the low-pressure
range in the case of purely elastic grains—corresponding to
zero montmorillonite content—exhibit an extremely wide re-
laxation maximum visible in the imaginary parts, associated
with a nearly linear transition zone between relaxed and un-
relaxed moduli over the entire frequency range of interest for
sediment acoustics. This is a result of the dependence of the
distribution parameter � on the geometry of the contact wa-
ter layer Eq. �23�. An increase of the concentration of mont-
morillonite in the clay fraction results in a corresponding
increase of the modulus defect. This is a combined effect of

the relaxation mechanism in the EGM and, to a lesser extent,
the associated increased—and complex—compliance of the
small grains affecting the VCM. The strong overall increase
of the real parts of the frame moduli with pressure is caused
by increasing frame stiffness and a decrease in the compli-
ance of the effective grain material. At the same time, the
modulus defect decreases with increasing pressure. The com-
plex and frequency-dependent frame moduli following from
the VCM replace the corresponding elastic ones in the origi-
nal Biot formulation.

3. Combined Biot–EGM–VCM: attenuation
and velocities

The EGM and the VCM consider two viscoelastic at-
tenuation mechanisms with their respective dependences on
frequency in addition to the attenuation mechanism in Biot
theory. The resultant attenuation—in terms of the specific
dissipation 1 /Q—and the velocities of the compressional and
shear waves are shown as a function of frequency for the
case of the silty clay in Fig. 6 for the low-pressure range
�z=1 m� with varying montmorillonite content. Apart from
the substantial attenuation peak caused by �Biot-� global
fluid flow at higher frequencies �Fig. 6�, the local fluid flow
in the EGM represents a significant contribution at medium
frequencies if montmorillonite is present. The effect of the
local fluid flow in the VCM causes a background attenuation
of relatively small magnitude over the entire frequency range
considered, corresponding to the slight increase in velocity in
the lower frequency range. Figure 7 demonstrates the influ-
ence of increasing effective pressure on the attenuation
mechanisms of EGM and VCM at constant montmorillonite
content. An interesting result is that, over a wide frequency
range, 1 /QP is greater at 500 m depth than it is at both 1 m
and at 2000 m depth. At shallow depths, the strong increase
of the grain fraction is associated with an increase of 1 /QP

with depth. In the depth range of a few hundred meters,
corresponding to about 4 MPa effective pressure, 1 /QP as-
sumes a maximum value, 1 /QS to a much lesser degree. This
is a consequence of the EGM, wherein the strong decrease in
porosity with depth in the shallower depth range leads to an

 

%

!

&

 (
"#
5%

,(
 5
.

 

 &%

 &!

% ! & " ' # " $ )
1!; 0 ,12.

,-
"#
5%

,(
 5
.

 

! 

" 

# 

$ 

 (
"(
5%

,4
 5
.

 
!
"
#

,-
"(
5%

,4
 5
. 

" 
$ 

%! 

%# 

 (
"#
5%

,4
 5
.

 
"
$

%!

,-
"#
5%

,4
 5
.

 
 &"
 &$
%&!
%&#
!

 (
"(
5%

,(
 5
.

 
 &"
 &$
%&!

% ! & " ' # " $ )
1!; 0 ,12.

,-
"(
5%

,(
 5
.

3 3

3 3

244 244

244 244

5444 5444

5444 5444

4 4

4 4

52 52

52 52

FIG. 5. Real and imaginary parts of bulk �left� and shear �right� moduli of
the sediment frame in sample MFG as a function of frequency at water
depth of 1 m and montmorillonite contents of �0,5 ,10,15,20,25% of the
clay fraction �top�; and at subbottom depths of �1;500;2000 m and mont-
morillonite content of 25% of the clay fraction �bottom�.
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increase of the concentration of inclusions in the grain ma-
terialdown to the depth range where expulsion of intracrys-
talline water becomes possible and the EGM attenuation
mechanism gradually loses significance towards greater
depths. The occurrence of a depth-dependent maximum in
compressional-wave attenuation as a possibly general phe-
nomenon in fine-grained marine sediment has first been ad-
dressed by Hamilton.41 In a preview of the comparison of
results from the model with measured data, Fig. 8 shows a
collection of data and attenuation/depth trends41 in fine- and
coarse-grained sediments, together with curves of the model
at a frequency of 3.5 kHz. The comparison is only approxi-
mate, because of Hamilton’s assumption of a linear fre-
quency dependence of the attenuation coefficient, but it can
be seen that the model reproduces the distinctly different
trends in the observed variation with depth of the attenuation
data.

III. COMPARISON OF MODEL RESPONSE WITH DATA

A. Compressional- and shear-wave attenuation
in near-surface sediments

Figure 9 shows predictions from the model for the at-
tenuation coefficient in the near-surface regime of the com-
pressional waves in sample MFG with varying montmorillo-
nite content �solid lines� and in sandy sediment with 8% of
clay �heavy dashed line� as a function of frequency, together
with data ranges from the literature.11,42 and, illucidating the
significance of the model extensions presented here, the cor-
responding curves resulting from the original Biot theory. In
the lower frequency range, it can be clearly seen that the
significance of the VCM consists of creating a background
attenuation proportional close to the first power of frequency.
This is achieved without introducing irreversible, i.e., non-
linear mechanical processes like grain-to-grain friction. The
heavy dashed line, representing coarse-grained sediments,
clearly runs along the upper edge of the Hamilton band
�
1 kHz�, which is defined by attenuation data from sands,
whereas the deep-ocean data band �	1 kHz� “with essen-
tially no sand component” �Mitchell and Focke�42 is matched
by the curves representing fine-grained sediments resulting
from the model proposed here. For the coarse-grained range
of sediments, Fig. 10 shows an excellent fit between our
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FIG. 8. Attenuation �expressed as k in � �dB /m�=kf�kHz�� of compres-
sional waves as a function of depth in the sea floor, taken from Ref. 41, with
model curves for 3.5 kHz; gray: sandy sediment �20% carbonates, 80% of
silicates, of which 92% sand, 8% clay, all grains elastic�; black: clayey
sediment �20% carbonates, 80% of silicates, of which 5% sand, 60% silt,
35% clay, of which 10% montmorillonite�.
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area: deep ocean sediments �Ref. 42�.
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model prediction and experimental data on shear-wave at-
tenuation as a function of frequency in unconsolidated sorted
sand and sorted glass beads from Brunson.43

B. Velocity and specific dissipation versus
effective pressure

The data shown in Figs. 11 and 12 were obtained from
pulse transmission experiments at about 50 kHz �P wave�
and 100 kHz �S wave� on saturated samples of unconsoli-
dated sediments. Examples for coarse- and fine-grained sedi-
ment are shown to demonstrate the ability of the proposed
model to describe a wide range of the possible grain-size
spectrum of marine sediments. The two coarse-grained
samples44 represent the grain fractions of diameter 0.60	d

	0.71 mm and d	0.355 mm, respectively, of a well-
rounded sand �quartz content 
95%�. The fine-grained
sample is sample LC �Table I�.

Compressional- and shear-wave velocities in the two
coarse-grained sediment samples and in sample LC are
shown in Fig. 11. The predictions from the binary sediment
model fit satisfactorily with the experimental data. This fit is
achieved with a correction term L=2 /3 in Eq. �28�. For a
comparison, the uncorrected compressional- and shear-wave
velocities are shown in Fig. 11 as well, exhibiting the signifi-
cant overestimation of the shear-wave velocity. For the fine-
grained sample LC the model appears to slightly underpre-
dict the compressional-wave velocity in the higher-pressure
range and slightly overpredict the shear-wave velocity in the
lower pressure range, however, theoretical and experimental
data show overall satisfactory fits.

The specific dissipation 1 /QP of the compressional
waves in coarse-grained sediments, though following the
trend in the data, is underestimated for the sand45 shown in
Fig. 12, whereas 1 /QS exhibits a good fit in the lower pres-
sure range and an excellent fit in the higher range from about
8 to 20 MPa. In the case of fine-grained sediments �Fig. 12�,
the same excellent fit in 1 /QS at medium to high effective
pressure is observed. There is a better fit in 1 /QP than in the
coarse-grained case, although there is still a discrepancy. The
most important characteristic, however, is that the model pre-
dicts the pressure-dependent maximum in the specific dissi-
pation of the compressional waves. This observation is in
agreement with Hamilton’s41 collection of data shown in Fig.
8 and corroborates his conjecture that this maximum could
be a characteristic property of fine-grained marine sediment.
This attenuation maximum as a function of depth is a conse-
quence of the EGM. A reason for the lack of fit in absolute
values for 1 /QP as compared to 1 /QS might be that the nor-

 

!

"

#

" # $ %

 !" $ %&'(

 !
"
)*
*+
,-

)*
.!
,
%/
0
12

(

FIG. 10. Shear-wave attenuation from Biot–EGM–VCM �gray curve� as a
function of frequency in coarse-grained model sediment in the near-surface
regime in comparison with data from Brunson �Ref. 43�; squares: sorted
sand and filled circles: sorted glass beads.
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FIG. 11. Velocities of compressional-waves at 50 kHz and shear waves at
100 kHz as a function of effective pressure from Biot–EGM–VCM �curves�
in coarse-grained sediment together with data from Ref. 44 �left� and for
fine-grained sample LC from Ref. 30 �right�. Filled circles: sand �0.60	d
	0.71 mm�; open circles: sand �d	0.355 mm�; and filled diamonds:
sample LC. Solid lines: model predictions for binary sphere pack with low-
est small-grain fraction of 8%, all elastic grains �left�; and for sample LC
with parameters from Table I; thin lines: model predictions using original
Hertz–Mindlin/Walton formulation without correction, corresponding to L
=1 in Eq. �28�.
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FIG. 12. Specific dissipation of compressional-waves �top� at 50 kHz and
shear waves �bottom� at 100 kHz as a function of effective pressure from
Biot–EGM–VCM �curves� in coarse-grained sediment together with data
from Ref. 44 �left� on and for fine-grained sample LC from Ref. 30 �right�.
Circles: sand �0.55 mm mean diameter� and squares: sample LC. Solid lines:
model predictions for binary sphere pack with lowest small-grain fraction of
8%, all elastic grains �left�; and for sample LC with parameters from Table
I; thin lines: model predictions using original Hertz–Mmdlm/Walton formu-
lation without correction, corresponding to L=1 in Eq. �28�.
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mal contact stiffness is more sensitive to deviations from the
exact shape and smoothness of the spherical grains than the
tangential one.

C. Compressional-wave velocity versus density
and porosity

For a comparison of theoretical and measured sound
speed as a function of density and porosity, respectively, Fig.
13 shows, along with data and model curves from
Buckingham,2 predictions from the proposed model for 500
realizations of binary grain-size model sediments randomly
generated with varying sand content, 10–90 mass % of the
silicate fraction, clay content, 5–50 mass % of grains smaller
than sand, and montmorillonite content, 0–25 mass % of the
clay fraction for a depth range between 0.1 and 2.5 m below
the sea floor. The model predictions of sound speed as plot-
ted against saturated density as well as against porosity are
distributed over a thin curved band that coincides with the
regions in which the respective data points show the highest
concentration.

IV. CONCLUSIONS

The introduction of EGM and VCM into Biot theory
constitutes a comprehensive model of acoustic wave propa-
gation for a wide spectrum of unconsolidated marine sedi-
ment structurally simplified as a binary grain-size sphere
pack. The combined model determines sediment physical pa-
rameters from its constituents and from depth and derives the
sediment-frame mechanical properties explicitly from those
of the grains and from effective pressure. The model matches
satisfactorily close laboratory data on compressional- and
shear-wave velocities of as different sediment types as sand
and silty clay. The model response shows that the apparent
linear dependence of the attenuation coefficient, correspond-
ing to constant specific dissipation, can be explained by the
superposition of the three considered attenuation mecha-

nisms. The most important conclusion from the results is that
the proposed model can reproduce the significantly different
variation of compressional-wave attenuation observed be-
tween coarse-grained as and fine-grained marine sediment,
i.e., a monotonic decrease with depth in the former and an
increase to a maximum value and a subsequent decrease in
the latter, as a function of effective pressure, thus quantita-
tively corroborating Hamilton’s supposition of a combined
effect of porosity decrease and pressure increase for this phe-
nomenon.

Natural sediments exhibit strong variations in, e.g.,
grain-size distribution, roundness, sphericity, and sorting. A
binary grain-size sphere pack might therefore appear as over-
simplified to retain important mechanical properties that in-
fluence the propagation of compressional- and shear waves.
Despite the limited set of experimental data, the comparison
between predicted and measured mechanical properties indi-
cates, however, that the model may be further developed to
serve as a basis for a standardized characterization of seabed
sediments.
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An experiment to evaluate the inherent spatial averaging of the underwater acoustic signal from
rainfall was conducted in the winter of 2004 in the Ionian Sea southwest of Greece. A mooring with
four passive aquatic listeners �PALs� at 60, 200, 1000, and 2000 m was deployed at 36.85°N,
21.52°E, 17 km west of a dual-polarization X-band coastal radar at Methoni, Greece. The acoustic
signal is classified into wind, rain, shipping, and whale categories. It is similar at all depths and
rainfall is detected at all depths. A signal that is consistent with the clicking of deep-diving beaked
whales is present 2% of the time, although there was no visual confirmation of whale presence.
Co-detection of rainfall with the radar verifies that the acoustic detection of rainfall is excellent.
Once detection is made, the correlation between acoustic and radar rainfall rates is high. Spatial
averaging of the radar rainfall rates in concentric circles over the mooring verifies the larger inherent
spatial averaging of the rainfall signal with recording depth. For the PAL at 2000 m, the maximum
correlation was at 3–4 km, suggesting a listening area for the acoustic rainfall measurement of
roughly 30–50 km2. © 2008 Acoustical Society of America. �DOI: 10.1121/1.2871485�
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I. INTRODUCTION

The ambient sound field in the ocean contains informa-
tion about the physical, biological, and anthropogenic pro-
cesses in the ocean. Interpretation of the ambient sound field
can be used to quantify these processes. In particular, rainfall
on the sea surface generates a loud and distinctive sound
underwater that can be used to detect and quantitatively mea-
sure rain at sea �Ma and Nystuen, 2005�. Further, different
raindrop sizes produce distinctive sound underwater, allow-
ing for the inversion of the sound to measurement drop size
distribution within the rain �Nystuen, 2001; 2005�. This al-
lows the potential for rainfall classification at sea using
sound �Nystuen and Amitai, 2003�. One interesting feature of
the acoustical measurement is that the listening area for a
hydrophone, its effective “catchment basin,” is proportional
to its depth, and yet the signal should be independent of
depth if the sound source is uniformly distributed on the sea
surface. Thus, the acoustical measurement of rainfall has an
inherent spatial averaging that can be compared to the beam
filling assumption of radar or satellite measurements of rain-
fall. By making sound measurements at different depths �60,
200, 1000, and 2000 m� and comparing those measurements
to simultaneous high resolution radar observations, the spa-
tial averaging of the acoustic signal can be explored.

II. EXPERIMENTAL SETUP

In the winter of 2004, an experiment was carried out in
the Ionian Sea off the southwestern coast of Greece �Fig. 1�.
This location offers deep water �over 3 km deep� within the
coverage area of a coastal radar. The mooring configuration
is shown in Fig. 2. Four acoustic sensors were deployed at
60, 200, 1000, and 2000 m depths on a single mooring. The
coastal radar was a mobile high-resolution dual-polarization
X-band radar �XPOL�. The radar was located at Methoni
�Fig. 1�, 17 km east of the mooring. A dense rain gauge
network and a two-dimensional video distrometer were de-
ployed at Finikounda, 10 km east of the radar, but in the
opposite direction from the mooring. The acoustical mea-
surements and rain gauge network measurements were con-
tinuous from mid-January to mid-April, however the radar
needed to have an operator present and so its temporal cov-
erage was not continuous. Six precipitation events were cap-
tured by all three systems. Table I lists the rainfall events that
were detected and recorded during the experiment. It also
gives the rainfall accumulation totals for each system.

Ocean currents will bend the mooring, causing horizon-
tal displacement of the acoustic sensors. In order to deter-
mine this potential displacement, a pressure sensor was
placed on the mooring 2 m below the shallowest acoustic
recorder. During most of the experiment the mooring line
can be assumed to be vertical, but there are a few episodesa�Electronic mail: nystuen@apl.washington.edu
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when the top of the mooring dips and horizontal displace-
ment is assumed to be present. The maximum vertical excur-
sion is 5 m on 5 February, giving the maximum horizontal
displacement of the shallowest acoustic recorder as 170 m.
The displacements of the deeper recorders will be less. The
spatial resolution of the radar �single pixel� is 150 m at the
range of the mooring �17 km� and so the mooring can be
assumed to be within a single radar range cell throughout the
experiment.

The temperature and salinity structure of the ocean af-
fect the sound speed profile, which in turn, will cause a re-
fraction of sound. The temperature, salinity and sound speed
structure of the upper 500 m at the mooring site were mea-
sured during the deployment �14 January� and recovery �14
April� of the mooring. The water is well mixed to 50 m.
There is a layer of warmer and slightly fresher water that is
about 130 m thick in January and about 50 m thick in April.
This produces a weak sound channel centered at about
150 m deep in January and at about 70 m in April. The
sound speed variations associated with these temperatures
and salinity structures are potentially important for low fre-
quency ��2 kHz� sound traveling at near horizontal grazing

angles, but for higher frequency ��5 kHz� sound produced
at the sea surface �vertical dipole� the refraction of the sound
is small and spherical spreading will be assumed.

A sound source at a free surface is an acoustic dipole.
Thus the sound intensity recorded at an omnidirectional hy-
drophone is given by

FIG. 2. Mooring configuration. Four PALs are deployed at 58, 208, 1008,
and 2008 m, respectively �PALs M, N, O, and P�.

FIG. 1. Overview of the experimental site near Methoni, Greece. The X-Pol
radar is at Methoni. Concentric circles at 5 km intervals are shown for the
radar. The mooring location is 17 km west of Methoni. The shaded concen-
tric circles over the mooring show the nominal listening areas for the four
passive aquatic listeners �PALs� �M, N, O, and P�. The dense rain gauge
network is at Finikounda, 10 km east of Methoni.

TABLE I. Rain events during the deployment. Accumulations are given in millimeters.

Date

PALs

XPOL
Rain

gauges
Methoni
stationM N O P

21/22 January 68.5 67.5 61.1 52.4 No No 96.8 mm
12 February 13.7 14.6 14.5 11.0 12.1 22.5 20.1
3 March 9.9 9.1 9.7 10.3 2.8a 1.0 1.4
4 March 4.2 4.2 4.7 3.9 3.6 13.4 13.0
8 March 7.0 8.9 12.8 13.4 4.0 11.9 7.9
9 March 12.7 11.8 10.7 9.4 13.0 14.1 8.3
12 March 29.9 31.2 30.1 23.1 18.1 5.1 5.8
1 April 34.0 36.3 31.1 20.1 No 23.5 25.5

aOn 3 March the XPOL was only operational during part of the rain event.
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I =� I0 cos2 � atten�p�dA , �1�

where I is the sound intensity measured at the hydrophone, I0

is the sound intensity at the surface, cos2 � is the directional
radiation pattern for a surface source �vertically oriented di-
pole�, and atten�p� is the attenuation along the acoustic path
p. The integral is taken over the surface area A. The attenu-
ation is due to geometric spreading, scattering, and absorp-
tion. Scattering is assumed to be negligible. Geometric
spreading is affected by the sound speed profile of the ocean.
Thus, the attenuation from a surface source to an acoustic
recorder is given by

atten�p� =
exp�− �p�

r2 + h2 , �2�

where p2=r2+h2, r is the horizontal range to the sound
source, h is the depth of the recorder, and �=��f ,S ,T� is the
absorption of sound in seawater and is a function of fre-
quency, salinity, and temperature �Medwin and Clay, 1998,
p. 109�. If one makes the assumption that I0 is uniform over
the sea surface, then Eq. �1� can be used to estimate the
effective listening area for each sensor.

Figure 3 shows the fraction of the total energy received
at 5 kHz for sensors at 60, 200, 1000, and 2000 m depths. If
the listening radius for a sensor is defined as the area receiv-
ing 90% of the sound, then the listening radii for the sensors
at 5 kHz are 170, 610, 2735, and 4800 m, respectively,
roughly three times the depth of the sensor. At lower fre-
quencies these numbers are higher and at higher frequencies
they are lower. The principal rainfall signal is at 5 kHz. Fig-
ure 3 also shows the weighting function of the listening ra-
dius for a uniform surface source. Within the defined listen-
ing area most of the energy is arriving from a much smaller
area centered over the mooring. For example, at 5 kHz, 50%
of the energy is arriving from the surface area with radii 58,

200, 970, and 1860 m, respectively, which is roughly the
depth of the sensor. Also shown in Fig. 3 are comparison
results from the spatial averaging analysis to be discussed in
Sec. VI.

III. DATA COLLECTED

A. Acoustic data

The acoustic data were collected on four passive aquatic
listeners �PALs�. PALs consist of a low-noise wideband hy-
drophone, signal preamplifiers and a recording computer.
The nominal sensitivity of these instruments is −160 dB rela-
tive to 1 V /�Pa with an instrument noise equal to an equiva-
lent oceanic background noise level of about 28 dB relative
to 1 �Pa2 Hz−1. Band-pass filters are present to reduce satu-
ration from low frequency sound �high pass at 300 Hz� and
aliasing from above 50 kHz �low pass at 40 kHz�. The hy-
drophone sensitivity also rolls off above its resonance fre-
quency, about 40 kHz. A further sensitivity correction due to
the depth of deployment is also present.

A data collection sequence takes about 15 s and consists
of four 10.24 ms time series each separated by 5 s. Each of
these time series is fast Fourier transformed to obtain a 512-
point �0–50 kHz� power spectrum. These four spectra are
spectrally compressed to 64 frequency bins, with frequency
resolution of 200 Hz from 100 to 3000 Hz and 1 kHz from
3 to 50 kHz. Geophysically generated sounds from rain,
drizzle, or wind are generally stationary over a 15 s time
interval, whereas banging from ships or moorings, or chirps,
whistles, or clicks from biological sources are sound signals
that usually are nonstationary over a 15 s time interval. Thus,
a preliminary evaluation of the sound source is performed by
comparing the four spectra from a single data collection se-
quence. A nonstationary signal is rejected as noise, and an-
other data collection sequence is collected. Otherwise, the
four spectra are averaged into a single spectrum that is stored
to memory for later analysis. This average spectrum is evalu-
ated to determine the acoustic source �rain, wind, or drizzle�
and the source identification is used to set the time interval to
the next data collection sequence. For example, if rain is
detected, the time interval to the next data collection se-
quence is set to 30 s, whereas if “wind” is detected, the time
interval to the next data collection sequence is set to 5 min.
This allows the PAL to conserve energy between data collec-
tion sequences, but maximizes the sampling interval during
periods of rainfall.

There is a residual frequency dependent instrument sen-
sitivity that needs to be removed from the data. This is ac-
complished by assuming that the signal from wind generated
wave breaking is a signal with a uniform spectral slope from
1 to 40 kHz �Ma and Nystuen, 2005�. At low wind speeds
the recorded signal includes a component from the ambient
background and from instrument noise. At high wind speeds,
there is a change to the spectral shape of the wind signal due
to attenuation of the signal from ambient bubbles in the wa-
ter. But at moderate wind speeds �4–8 m /s�, the sound sig-
nal is well above the background noise and has a uniform
spectral slope between 1 and 40 kHz. The difference be-
tween the observed spectral shape and a uniform spectral

FIG. 3. Listening radius for the 4 PALs �M at 58 m; N at 208 m; O at
1008 m; and P at 2008 m� at 5 kHz. The listening radius is reduced at
higher frequency by higher absorption of sound. Also shown are the ob-
served length scales for maximum correlation between the PAL rainfall rates
and averaged XPOL rainfall rates for the event on 8 March �to be discussed
in Sec. VI�.
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slope is assumed to be the frequency dependent sensitivity
correction for the PAL. This procedure might remove a real
small scale feature of the wind generated sound signal, but
such a feature should not be present in the sound signal from
a different sound source, such as rain, drizzle or ships. Thus,
the correction procedure is confirmed by examining the data
from other sound sources, such as rain, drizzle or ships, and
observing that the spectral features of the sensitivity correc-
tion �usually smaller than 1 dB� have been removed.

An unexpected depth dependent sensitivity change was
observed, and confirmed by postexperiment testing. Again
assuming a uniform sound source at the surface, Eq. �1� pre-
dicts a uniform signal with depth, except for the influence of
absorption. The absorption of sound in the ocean is known
�Medwin and Clay, 1998, p. 109� and can be calculated as a
function of frequency and depth. Again choosing a sound
condition when the signal to ratio is high and a uniform
surface sound source is expected, e.g., when the wind speed
is 8 m /s, this depth dependent sensitivity change can be de-
tected. After adjusting for absorption, a depth dependent off-
set remains. Between 2 and 10 kHz, this offset is 0.5, 3, and
6 dB for the PALs at 200, 1000, and 2000 m depth, respec-
tively �Amitai et al., 2007�. There are two consequences for
these offsets. Quantitative acoustic measurements of wind
speed and rainfall rate depend on the absolute sound inten-
sity at 8 kHz �Vagle et al., 1990� and at 5 kHz �Ma and
Nystuen, 2005�, respectively. Second, the automatic trigger-
ing algorithm for a higher sampling rate was dependent on
the absolute sound level, and thus did not trigger as often for
the two deeper PALs. Thus, the time step of the acoustic
sampling for the two deeper PALs often remains at 5 min
�the default�, rather than switching to 30 s �the maximum�.
Fortunately, the signal to noise ratio during rainfall is very
high and all instruments usually switched into the high sam-
pling rate during part of each event.

B. Radar data

The radar data were collected from the National Obser-
vatory of Athens high-resolution mobile Doppler XPOL ra-
dar. It is a low power ��25 kW root mean square power�
radar with selectable pulse and simultaneous transmission of
signal at horizontal and vertical polarization. The antenna is
mounted on the back of a truck with 8 ft radius and has a
0.95° �3 dB� beamwidth. During each storm event the radar
was in the planar position indicator scan mode at low eleva-
tion ��2° � above the horizon. The pulse repetition fre-
quency was 1000 Hz with 150 m gate length �range reso-
lution� and 400 gates to give a total range of 60 km. Thus,
the nominal backscattering volume at the range of the moor-
ing is 150 m range by 300 m azimuth at an elevation of
roughly 500 m above the ocean surface. The scanning rate
was less than 1 min. The radar was manually operated during
storm events, and does not provide continuous temporal cov-
erage. Parts of storm events were missed, but several storms
had long periods �several hours� of continuous coverage.

These data were used to provide an overview of the
spatial structure of the rain events, and then to provide quan-
titative estimates of rainfall rates at each radar backscattering

cell using radar reflectivity/rainfall algorithms. The radar
rainfall maps were then averaged in concentric circles cen-
tered at the mooring location to provide an averaged rainfall
for each concentric circles. These averaged rainfall measure-
ments are compared to the rainfall measurements from the
PALs.

C. Ground validation network

XPOL validation is based on the dense network of rain
gauges �typical tipping bucket� and a 2D-Video �2DVD� dis-
drometer deployed within a 1 km2 area and roughly 10 km
away from XPOL �see Fig. 1�. The gauge network consists
of six dual-gauge clusters and a site consisting of three
gauges and the 2DVD. Summary of the measured events is
presented in Table I. These data are used to correct the radar
rainfall rate estimate for bias during each rain event.

D. Methoni weather station

There is a weather station at Methoni that reports wind
speed and direction hourly, and rainfall amounts. These data
are available during local working hours �0500–1800 local
time�. This location is 17 km east of the mooring site. There
was a bias associated with wind direction when compared to
the acoustic wind speed measurements at the mooring. When
the winds were from the east, the Methoni wind speeds were
consistently lower than the acoustic wind speed measure-
ments at the mooring location �17 km west�. When the winds
were from the west or northwest, the Methoni wind measure-
ments were closer to the acoustic wind speed measurements.
Acoustic wind speed measurements are typically �0.5 m /s
when compared to colocated surface-mounted anemometers
�Vagle et al., 1990; Nystuen et al., 2000�, and thus this dis-
crepancy is likely to have an orographic explanation.

IV. ACOUSTIC DATA ANALYSIS

Ambient sound in the ocean is a combination of natural
and manmade sounds. Various physical processes including
wind, rain, and drizzle are primary sound sources in the fre-
quency range from a few hundred hertz to 50 kHz. These are
sound sources at the sea surface. The microphysics of the
sound generation are resonating bubbles created during the
splashing of wind waves or raindrop splashes �Medwin and
Beaky, 1988; Medwin et al., 1992; Nystuen, 2001�. These
bubbles are very near the free surface of the ocean, and con-
sequently are assumed to behave as vertically oriented acous-
tic dipole sources. Human generated sounds include ships
and sonars, and different marine animals, especially ceta-
ceans, produce sound underwater in this same frequency
band. These human and biological sources should be consid-
ered point sources, which may or may not be near the ocean
surface depending on frequency, and thus the acoustic direc-
tivity of source should not be assumed. An underwater
acoustic recorder will hear all of these sounds. Acoustic
monitoring requires that the sound be recorded, the source
identified and then quantified.

Different sound sources are identified by their spectral
characteristics. Features of sound source spectra that can be
used to identify the source include spectral levels at various
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frequencies, ratios of these levels, spectral slopes and the
temporal persistence of the sound source. The data were ex-
amined to find times when the sound source could be confi-
dently assumed. Long periods �hours� of steady uniform
sound were assumed to be periods of constant wind. Short
loud events consistent with typical ship spectra �very loud at
low frequency� during nonrainy periods were assumed to be
ships. Distinctive rain and drizzle spectra were identified and
confirmed with radar. These typical sound sources are shown
in Fig. 4 and were used to build an acoustic classification
algorithm that can be used to objectively identify the sound
source in remaining data. The goal is to reliably detect the
sound source so that subsequent analysis is not contaminated
by sound generated by other source. Figure 5 shows the re-
lationship between 8 and 20 kHz for these test case sound
sources. This comparison of sound levels at two frequencies
is particularly illustrative for demonstrating the ability to use

ambient sound to identify the sound sources. In fact, multiple
measures are actually used. For example, there is an ambi-
guity for the sound source “wind=12 m /s” and “ships.”
Other features of the sound field are needed to separate these
two sources. For this situation, periods of high wind are usu-
ally of long durations �hours�, whereas ships pass the moor-
ing in minutes. And there may be other spectral measures
that are diagnostic. Other useful measures are the sound lev-
els at 2 kHz, the ratio of sound levels from 1 to 2 kHz, the
slope of the spectrum from 2 to 8 kHz, the slope of the spec-
trum from 8 to 15 kHz and the sound level at 20 kHz.

These relationships change as function of depth because
of absorption. As the relationships are used to identify the
sound sources, a correction for absorption needs to be ap-
plied. For uniform surface sound sources, such as wind, Eq.
�1� can be used to adjust for absorption. However, for non-
uniform sound sources, such as a ship, Eq. �1� is inappropri-
ate and so the relative position of the sound source on the
diagram changes. In particular, loud ships at depth show an
increased ratio of sound intensity at higher frequency
�20 kHz� to lower frequency �8 kHz�. This makes the clas-
sification of loud ships at depth is more difficult as their
spectra begin to sound like heavy rainfall.

A sound budget for a location describes the sound levels,
sound sources, which sound source is dominant, and the rela-
tive loudness of the sources. Different distinctive sound
sources are objectively detected based on the spectral and
temporal characteristics for that sound source. Exact identity
of all sounds in the ocean will never be achieved, however
several categories of sounds can be identified. In the Ionian
Sea objective analysis for five distinctive sounds were at-
tempted: wind, rain, drizzle, shipping and a 30 kHz clicking
that is consistent with the echo location click of cetaceans.
The median sound spectrum for each of these sound catego-
ries are shown in Fig. 4 for two different listening depths.
Note that the signal from shipping is relatively weaker at
1000 m than at 60 m. This is because a point source �ship�
occupies a smaller and smaller part of the listening area as

FIG. 4. Spectral signatures of five distinctive sound sources: wind, rain, drizzle, ships, and 30-kHz clicking recorded at the Ionian Sea mooring at �left� 60 m
and at �right� 1000 m.

FIG. 5. Scatter diagram showing the ratio of sound levels at 8 and 20 kHz
for the PAL at 200 m depth. Different loci of points are associated with
different sound sources. Five different wind speeds are shown: calm, 4 m/s,
6 m/s, 8 m/s and 12 m/s.
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the depth of the hydrophone increases. The 30 kHz click
signal is actually of similar strength at each depth, suggest-
ing that this source is local, e.g., a whale echo locating at
depth near the PAL. After applying an objective classification
code to the data from each listening depth, the sound source
can be identified. Once the sound source is identified, differ-
ent statistics relating to each sound source can be quantified.
Table II quantifies the percentage of time that each sound
source is dominant for four 20 day periods during the de-
ployment. Rainfall is present roughly 6% of the time during
the first 20 day period and then is detected 4% of the time
during the rest of the experiment. There are also some depth
dependent trends. The highest rate for rainfall detection is
from the PAL at 200 m, and the lowest is at 2000 m. This
may be due to the threshold triggering problem encountered
at the deep PALs or because the high frequency component
of the rainfall signal has been attenuated by absorption.

A trend of increasing shipping is evident: from roughly
11% in late January/early February �days 20–40� to nearly
30% of the time in late March/early April �days 80–100�.
The shallowest PAL has the highest rate of shipping detec-
tion. The shipping signal is dominant at low frequency and
distant propagation in the weak sound channel near the sur-
face may allow the shallow PAL to detect “distant shipping”
more often than the deep hydrophones. The distant shipping
detection often occurs during very calm ocean surface con-
ditions. These conditions increased in duration as the experi-
ment progressed and thus the trend of increasing shipping
may reflect an increase in calm ocean conditions as winter
changes to summer.

An interesting signal that is present in the data are
30 kHz clicks. The spectral shape of the clicks is shown in
Fig. 4 and is consistent with the clicking from beaked whales
�Johnson et al., 2004�. Beaked whales are a type of cetacean
that are difficult to observe visually as they are pelagic and

spend a majority of time underwater. It is also a whale type
that is sensitive to human noise �Cox et al., 2006�. Different
cetaceans also echo-locate, but generally at different frequen-
cies, allowing potential identification of the whale type based
on the character of the click. Another clue that these clicks
may be from beaked whales is the time and depth pattern of
the clicking. The depth with the greatest number of clicks
detected was 200 m. In Johnson et al. �2004� tagged beaked
whales began clicking at 200 m depth and dove to a maxi-
mum depth of 1267 m. In this situation, clicks are detected at
1000 m regularly, and occasionally at 2000 m. The signal
strength is independent of depth, suggesting that the whale is
at depth. But clicks are detected at 60 m, which is above the
200 m depth documented by Johnson et al. �2004�. However,
the PALs are listening for a signal; they are not physically on
the whale.

V. VALIDATION OF RAINFALL DETECTION

Validation of acoustic rainfall detection using the radar
was available for six rain events: 12 February, 3, 4, 8, 9, and
12 March. The radar was not operating on 21/22 January and
1 April. The 12 February event was a complicated frontal
weather system within imbedded rain cells and lulls, periods
of low winds, high winds and a few ship passages. 3 and 4
March were widespread light rain events with low winds
��5 m /s�. 8 March was a day with high winds ��10 m /s�
and included an isolated squall line. 9 and 12 March were
both relatively long, continuous rain events in moderate
�5–10 m /s� wind conditions. Radar coverage was not com-
plete on 12 February and 3 or 8 March.

A. Case study—12 February 2004

On 12 February 2004 a frontal system passed over the
mooring. This was a complicated system consisting of sev-
eral rain cells and lulls. The acoustic record of the day con-
tains a wide variety of signals, including distant shipping, a
close ship passage, some loud noises and the sound of high
wind conditions. An acoustic overview of the day is shown
in Fig. 6, with the periods when different acoustic signals
were recorded labeled and described in Table III. The XPOL
radar data are also shown in Fig. 6 with three different
thresholds: over 1 mm /h, over 2 mm /h, and over 5 mm /h.
The radar was not turned on until Min 240, missing the ini-
tial rain events �periods B and D�. Period E shows the stron-
gest radar rainfall, with light rain detected in period H. Pe-
riod I is apparently a strong, but brief rain cell. The radar was
turned off at Min 1080, after the passage of the weather
front.

Sound spectra for each time period are shown in Fig. 7
with a corresponding classification diagram shown in Fig. 8.
The start of the day �period A� shows the typical spectra of
the sound category distant shipping. In this situation propa-
gation conditions are excellent and distant low-frequency
�under 2 kHz� sound is detected, but the sound levels at high
frequency �over 20 kHz� are very low suggesting that the
high frequency sound from the distant source has been ab-
sorbed. The ocean surface is very flat �no wind waves�, al-
lowing good reflectivity for order decimeter wavelength

TABLE II. Percentage of time that a specific sound source is detected. The
deployment is broken into four time periods �Days 20–40, 40–60, 60–80
and 80–100�.

Days 20–40 Wind Rain Ships 30 kHz click

M—60 m 81.5 5.8 11.1 0.9
N—200 m 82.5 7.1 9.1 1.3
O—1000 m 83.1 4.5 11.8 0.7
P—2000 m 84.0 2.6 13.4 0.07
Days 40–60 Wind Rain Ships 30 kHz click
M—60 m 75.1 2.9 19.6 1.3
N—200 m 78.1 4.3 15.4 2.1
O—1000 m 80.4 2.3 16.3 1.0
P—2000 m 83.2 1.0 15.7 0.1
Days 60–80 Wind Rain Ships 30 kHz click
M—60 m 67.2 3.1 28.7 0.9
N—200 m 73.5 3.9 21.0 1.6
O—1000 m 73.2 3.9 22.3 0.7
P—2000 m 78.3 2.5 19.1 0.1
Days 80–100 Wind Rain Ships 30 kHz click
M—60 m 58.4 3.0 37.9 0.7
N—200 m 71.0 4.3 23.6 1.1
O—1000 m 70.0 3.7 26.1 0.3
P—2000 m 76.2 2.2 21.5 0.05
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�5–10 kHz� sound waves from the surface. This signal ends
as the first light rainfall occurs �period B�, likely ruffling the
surface and reducing long range propagation of the lower
frequency sound �5–10 kHz�. Note that the sound levels be-
low 10 kHz actually drop between periods A and B, although
there is likely more local sound being generated in period B.
At high frequency, the sound levels in period B are elevated
by bubbles from small raindrop splashes. A ship passes at
Min 180 �event C�, producing a “typical” ship spectrum with
very high sound levels below 2 kHz, and a consequently
relatively steep spectral slope between 5 and 15 kHz. In con-
trast, rainfall produces a relatively flat spectral slope between
5 and 15 kHz.

The first strong rain cell occurs in period D. This cell is
detected by all four PALs and has high sound levels at all
frequencies, but especially between 2 and 20 kHz, where
larger raindrops produce sound from their splashes. This sig-
nal often obscures the 13–25 kHz signal from small rain-
drops, as is apparently the case in this example. In contrast,
period E is a longer, more continuous rain, with a few stron-
ger rain cells imbedded in a nonhomogeneous rain field. The
XPOL weather radar was turned on at Min 240, was offline

from 265 to 285 and then on again after Min 285, verifying
rainfall over the mooring. Period E will be described in more
detail in the following. Within period E, a loud sound was
detected at Min 373 �marked F�. This spectrum is shown in
Fig. 7 and the classification points in Fig. 8 put it into the
category of “a close ship passage,” however the peak in this
spectrum at 4 kHz is not a typical ship signature. Sometimes
ship engines “howl,” and this may be the case here. There is
no strong radar echo at Min 373, and so it is not rainfall.

Period G is an interlude between rain events. The winds
are low, under 5 m /s, and rise gradually during this period.
A typical wind spectrum is recorded by all four PALs, and no
rain conditions are verified by the radar. The radar reports
light rainfall during period H. During this time period there
is partial acoustic detection of rainfall �see Fig. 8� with rela-
tively high sound levels at lower frequencies, indicating that

TABLE III. Time periods with acoustic interpretations for 12 February
2004.

Period Acoustic interpretation Radar

A Distant shipping Off
B Light drizzle Off
C Ship passage Off
D Rain cell Off
E Steady rain Rain
F Loud noise No rain
G Wind No rain
H Light rain Light rain
I Uncertain Rain cell
J High wind No rain

FIG. 7. Typical sound spectra for different periods of the day on 12 Febru-
ary 2004 from PAL N at 200 m depth.

FIG. 8. Classification diagram for PAL N at 200 m on 12 February 2004.
The “wind” points are a background reference for the entire deployment for
“wind only” conditions. Deviations from these points are “other” sound
sources including rain, drizzle, and shipping.

FIG. 6. The time series of sound level from PAL N at 200 m depth during
12 February 2004. Distinctive periods of the day are labeled A-J. Rainfall
and shipping detections are shown. The XPOL radar rainfall detection is
shown at 3 different thresholds: 1 mm /hr, 2 mm /hr and 5 mm /hr.
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the wind speed is relatively high ��8–10 m /s�. At Min 800,
the wind speed increases to over 10 m /s and becomes steady
for many hours. The Methoni weather station reported sus-
tained winds over 15 m /s. The sound levels above 20 kHz
actually drop, and are relatively lower than the sound levels
when the wind speed is less �period G�. This is due to am-
bient bubble clouds below the ocean surface from breaking
waves. These small bubbles are absorbing the high frequency
sound being produced at the ocean surface by newly break-
ing waves, and thus distort the spectral sound signature of
those waves. �Wind speed is measured using the sound level
at 8 kHz �Vagle et al., 1990� to avoid this distortion of the
signal from absorption. Bubbles that absorb sound at 8 kHz
are large enough that they rise to the surface quickly.�

The longest sustained rain event �period E� is examined
in more detail in Fig. 9. Figure 9 shows the time series of the
sound levels for all four PALs, at depths 60, 200, 1000, and
2000 m, respectively, with the classifications of rain and
shipping shown. The acoustic rainfall signals are overlain on
one another to show that the rainfall signal is similar at all
depths. Distinct periods during this period are again labeled,
plus there is a ship detection that will be referred to as event
A. Table IV presents the acoustic and radar interpretation for
each identified period. The strongest radar reflectivities are at
periods 9 and 12. Light rain is detected by the radar at peri-
ods 6, 17, and 19. The mean spectrum for the lulls �periods 1,
5, 13, 16, 17, and 18� is the typical spectrum for 6 m /s wind
conditions, suggesting that the background wind is about
6 m /s. The Methoni weather station reports 4 m /s during
this part of the day. The acoustic wind measurement is 4 m /s
after the event �Min 450�. The two ship detections are veri-
fied by the absence of radar rainfall detection at Min 343 �A�
and at Min 373 �period 14�. There was rain detected at Min
375–380, however the acoustic signal at Min 373 �signal F in
Fig. 7� is very loud and would require a rainfall rate over
100 mm /h if it were classified as rain. Note that the ship at
Min 343 is not well detected at depth. In fact, it is not de-

tected by the deepest PAL. The signal from a ship is a point
source, in contrast to a wide-spread surface source from rain,
and is relatively weaker at depth. The ship detection at Min
343 may be a more distant ship, with sound propagating near
the surface. The loud sound at Min 373–375 �signal F in
Figs. 6–8; period 14 in Fig. 9� is detected by all of the PALs
and is presumably a ship passing very close to the mooring.

Once classification is established, a comparison of rain-
fall rates is possible. Figure 10 shows the comparison of the
shallow PALs, at 60 and 200 m, respectively with the XPOL
radar rainfall rates averaged over a 2.25 km �15 cells� radius
circle above the mooring location. The strong rain cell

FIG. 9. Time series of sound levels for all four PALs during the main rain
event on 12 February 2004. The four time series overlay one another. Clas-
sification as rain and ships are shown. Selected labels refer to the time
periods given in Table IV.

TABLE IV. Time periods with acoustic and radar interpretations for the
major rain event on 12 February 2004. Note that event A, a ship passage,
occurs between periods 10 and 11.

Period Time Interpretation Radar

1 200–210 Lull Off
2 215–220 Rain Off
3 220–223 Downpour Off
4 225 Rain Off
5 230 Lull Off
6 240–265 Light rain Light rain
7 265–285 Light rain Off
8 285–320 Rain Rain
9 325–327 Downpour Rain cell
10 345 Rain Rain
11 350 Rain Rain
12 355–360 Downpour Heavy rain
13 360–370 Lull Lull
14 373 Very loud noise Lull
15 375–380 Rain Rain
16 390 Lull Lull
17 405 Lull Light rain
18 415 Lull Lull
19 430 Light rain Light rain
20 440 Lull Lull
A 339–341 Ship Lull

FIG. 10. Rainfall rate comparison between the shallow PALs at 60 and
200 m, and the XPOL rainfall rate averaged over a 2.25 km radius circle
centered above the mooring on 12 February.
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�PALs� at Min 325 is period 9 in Fig. 9 and the strong rain
cell at Min 355 is period 12. The correlation coefficients
when the radar is operating and the acoustic data are good
�no ship contamination present� are roughly 0.8 depending
on the averaging area for the radar data and the hydrophone
depth and will be discussed further in Sec. VI.

B. Case studies: Light rain in light wind conditions—
3 and 4 March

Light wind conditions are ideal for the sound production
mechanism for small raindrops �1 mm diameter� �Nystuen,
2001� and the sound is surprisingly loud. This drop size is
present in most light rain ��1 mm /h� and consequently
drizzle is easily detected acoustically during light wind con-
ditions. The codetection of light rainfall on 3 and 4 March
was high, even during intermittent periods of light rain. The
radar rainfall rates were low, and yet all of the times that the
radar reported rain are confirmed by acoustic detection.

C. Case studies: Moderate rain in moderate wind
conditions—9 and 12 March

Both of these events had long periods of rainfall with
codetection by both the radar and the PALs. On 9 March,
shipping contamination is detected is by the shallow PALs
during the later part of the event and these data are discarded
from further analysis. This shipping contamination was not
well detected at depth �the PALs at 1000 and 2000 m� sug-
gesting that the noise source had been averaged out when
heard at depth. This suggests an isolated point source distant
from the mooring, with a shallow acoustic propagation path
to the upper PALs.

On 12 March, the wind speed is relatively high, with
acoustic wind speed measurements of �10 m /s before the
start of the event and 8 m /s at the Methoni weather station
�17 km to the east�. Methoni reports a drop in the wind speed
to 6 m /s during the rain; no acoustic wind speed estimates
are available during the rain because the sound from the rain
dominates during the rain. The comparison of PAL and
XPOL radar rainfall rates is shown in Fig. 11. The rainfall
starts as a relatively strong rain �6 mm /h� and then tapers off
after Min 910. Codetection of rainfall remains excellent and
the comparison of rainfall rates from the radar and the PALs
remains highly correlated with correlation coefficients of or-
der 0.9.

D. Case study: Squall line on 8 March

Perhaps the most serendipitous rain event was an iso-
lated squall line that passed over the mooring on 8 March.
The radar scan for this event is shown in Fig. 12 shortly
before the passage of the squall line at the mooring location.
Based on the echo-location position of the squall from con-
secutive radar scans, the local wind speed is 8 m /s �Amitai
et al., 2007�. The acoustic wind measurement at the begin-
ning of the squall is 9 m /s, in agreement with the wind mea-
surement at the Methoni weather station. A comparison of
rainfall rates is shown in Fig. 13. One comparison of rainfall
rates is from the shallow PALs �60 and 200 m� and the
XPOL ZdR rainfall rate at the mooring �single cell�. This

shows that the rain cell is brief �2–3 min� and intense
�60–90 mm /h�. The second comparison is from the deeper
PALs �1000 and 2000 m� and the XPOL ZdR rainfall rate
averaged over 4.5 km radius circle �30 cells� over the moor-
ing. The rain cell detection is longer, of order 10 min, and
less intense �15–40 mm /h�. This is consistent with spatial
averaging of an intense small rain cell over a larger area and
is evidence of a larger listening area for the deeper hydro-
phones.

A curious feature of this rain event is a “moment of
silence” at Min 909. This is indicated by a drop in rainfall
rate at Min 909 in Fig. 13. All four PALs recorded a sharp
and very brief �about 1 min� drop in sound levels at this
minute. The PALs are totally independent of one another, and

FIG. 11. Comparison of XPOL radar rainfall rates and PAL rainfall rates on
12 March. The radar data have been averaged over a 2.25 km �15 cells�
radius circle above the mooring. The PALs shown here are at 60 and 200 m
�the shallow PALs�.

FIG. 12. �Color online� Radar PPI scan at Min 901 �15:01 GMT� on 8
March. The squall line passed over the mooring from Min 900 to 905. There
was a moment of silence at Min 909. Based on echo-location motion the
wind speed is 7 m /s.
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so this is a real feature. The sound level at 200 m is actually
quieter than the sound levels before or after the squall line.
This suggests that the sound production mechanism for wind
�breaking waves� has been disrupted by the intense rain. It is
widely reported, but undocumented, that “rain calms the
seas.” This is acoustical evidence that this is true. The radar
reports no echo return at Min 909 �Fig. 13�a�� in the cell
directly over the mooring, and the radar scan at Min 901
�Fig. 12� show an abrupt end to the rear side of the squall.
Note however, that severe attenuation of the radar signal
through the rain cell may also cause no echo return from the
radar. The acoustical evidence suggests that this is not the
case here and that there really is no rain on the rear side of
the squall line.

VI. SPATIAL AVERAGING OF THE RAINFALL SIGNAL

Three examples of coincident observations of relatively
continuous rainfall are used to investigate the spatial averag-
ing of the acoustic rainfall signal �12 February, 8 and 12
March�. The rainfall rates from the PALs are compared to
averaged rainfall rates from the radar for different averaging
radii in a circle centered over the mooring location. The re-
sults for 8 March are shown in Fig. 14. This event had a
much smaller spatial and temporal scale than the other two
examples. The averaging radii producing the highest correla-
tion between the radar and the PALs increases from 450,
750, and 1500 to 3000 m for the measurements at 60, 200,
1000, and 2000 m, respectively. These results are shown in
Fig. 3 �arbitrarily at fraction value 0.8� where the prediction
assuming an uniform weighting of the acoustic signal within
the listening area from Fig. 3 is 170, 610, 2735, and 4800 m,
respectively. Thus, the signal from the shallowest hydro-
phone is most highly correlated to the radar rainfall measure-
ment averaged over a larger listening area than expected, and
the deeper hydrophones to smaller areas than expected. It
was noted that the weighting of the acoustic signal is not
uniform, but is weighted toward the center of the listening
area, thus reducing the expected listening area for the hydro-

phones. When the other two examples �12 February and 12
March� are considered, the averaging radii producing the
highest correlation for the PAL at 2000 m remains between 3
and 4 km. This suggests an effective listening area of about
�r2=30–50 km2. In contrast, the averaging radii producing
the highest correlation for the PAL at 60 m goes from 450 m
for the squall line on 8 March to 1 and 2 km, respectively,
for the rain events on 12 February and 12 March. These
events were more widespread with longer spatial and tempo-
ral time scales, suggesting that physical scale of the rain
itself may be responsible for this result. Nevertheless, the
trend is as expected. The deeper acoustic measurements have
higher correlations to the radar rainfall averaged over larger
apparent listening areas. The intermediate PALs at 200 and
1000 m show intermediate results.

VII. CONCLUSIONS

High frequency �1–50 kHz� acoustic measurements of
the marine environment at four depths �60, 200, 1000, and
2000 m� are used to describe the physical, biological, and
anthropogenic processes present at a deep water mooring site
near Methoni, Greece from mid-January to mid-April in
2004. The acoustic signal is classified into five categories:
wind, rain, drizzle, shipping, and a 30 kHz clicking that is
consistent with deep-diving beaked whales. The background
acoustic signal is from breaking wind waves, and is nearly
identical at all listening depths. This signal is clean, that is,
not contaminated by other sound sources, 70%–80% of the
time and can be used to quantitatively measure wind speed
�Vagle et al. 1990�. The accuracy of this measurement is
often �0.5 m /s �Nystuen et al., 2000; Ma and Nystuen,
2005�, however, comparisons with the Methoni weather sta-
tion 17 km to the east show a systematic bias when the
winds are from the east or southeast during this experiment.

The mooring location is near an ocean shipping lane and
consequently frequent close passages of ships were detected
acoustically. These events are usually loud at all frequencies

(a) (b)

FIG. 13. Comparison of rainfall rates during the squall line on 8 March. �a�
Comparison between the shallow PALs �at 60 and 200 m� and the radar
rainfall rates at the cell �single cell� over the mooring. �b� Comparison
between the deep PALs �at 1000 and 2000 m� and the radar rainfall rates
averaged over a circle of radius 4.5 km �30 cells� centered over the mooring.

FIG. 14. Correlation coefficients between the acoustic rainfall measure-
ments at 60, 200, 1000, and 2000 m depth compared to the averaged radar
rainfall rates averaged over a circle of different radii centered over the
mooring. The radar cell size is 150 m.
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�1–50 kHz� and brief �a few minutes� with relatively high
low frequency sound levels allowing their detection and clas-
sification at all hydrophone depths. Another category of ship-
ping noise is distant shipping. Very calm ocean surface
conditions allow the propagation of distant shipping sound
near the ocean surface, especially at lower frequencies
��2 kHz� where the shipping signal is often relatively loud
and sound absorption by seawater is relatively low. In con-
trast, higher frequency sound ��10 kHz� is absorbed and
does not propagate long distances �tens of kilometers�. These
conditions were more prevalent in the later periods of the
experiment and the level of shipping acoustically detected
increased significantly from 12% of the time in the first part
of the experiment to over 25% of the time at the end �Table
II�. This increase was most pronounced at the shallowest
hydrophone at 60 m depth. This depth was within a weak
surface sound channel that might be enhanced during very
calm ocean surface conditions.

Another distinctive sound that was detected is a 30 kHz
spectral peak that is consistent with the echo-location click
of beaked whales �Johnson et al. 2004�. This type of whale is
pelagic �found only in deep water locations� and is difficult
to detect visually as they spend most of the time diving un-
derwater. This signal was present 1%–2% of the time and
was most often detected by the hydrophone at 200 m depth.
This is the depth that Johnson et al. report that beaked
whales begin clicking during deep dives. These whales are
known to dive to depths below 1000 m and thus detections
of this signal at 1000 m, and even occasionally at 2000 m,
are consistent with beaked whales. There were no visual ob-
servations of whales during the experiment.

The main focus of the experiment was the detection of
precipitation in deep water at different depths. In order to
validate these detections, a dual-polarization, high resolution,
X-band, coastal weather radar �XPOL radar� was located at
Methoni, 17 km to the east of the mooring. Eight significant
rain events were acoustically detected during the experiment
�Table I�. Six of these events had partial or full radar cover-
age. All were confirmed by the weather station at Methoni,
and all rain events recorded at Methoni during the experi-
ment were detected acoustically. The radar data were used to
verify the acoustic classification of rainfall, and the acoustic
detection of imbedded shipping noise within a rain event
�e.g., Fig. 10�. Three simultaneous records of radar and
acoustic rainfall measurements were compared to investigate
averaging of the acoustic rainfall signal as a function of lis-
tening depth. These comparisons show an increase in effec-
tive listening area with increasing listening depth. The aver-
aging radius for the radar data that resulted in the highest
correlation with the rainfall measurement for the shallowest
hydrophone �at 60 m� was between 450 m and 2 km, sug-
gesting a listening area for the shallowest hydrophone be-
tween 1 and 12 km2. This is larger than expected �Fig. 3�. In
contrast, the averaging radius for the deepest hydrophone �at
2000 m� was between 3 and 4 km, suggesting a listening
area between 30 and 50 km2, less than expected �Fig. 3�.
This result was clearest for the rain event on 8 March when
an intense isolated squall line passed over the mooring very

rapidly �2–3 min with rainfall rates over 50 mm /h�. An in-
teresting acoustical feature of this event was a moment of
silence just after the passage of the squall. All of the hydro-
phones recorded a brief drop in sound level, including a drop
to a level below the prevailing background sound before or
after the squall at 200 m. This suggests that the background
sound production mechanism �breaking waves from wind�
had been suppressed by the intense rain, acoustical evidence
of rain calms the seas. There was no radar echo return at the
moment of silence.
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The measured characteristics �efficiency and sensitivity� of two air-coupled transducers allow for the
prediction of the absolute values of the pressure of the bulk waves generated in air and for the
measurement of the pressure of the field radiated in air by guided waves propagating in a structure.
With finite element software, the pressure field generated by an air-coupled transducer is simulated
by introducing a right-hand side member in the Helmholtz equation, which is used for computing
the propagation from the transducer to a plate. The simulated source is rotated in order to impose
an angle of incidence with respect to the normal of the plate and generate the corresponding guided
mode. Inside the plate, the propagation is simulated with the dynamic equations of equilibrium and
a complex stiffness tensor to take into account the viscoelastic anisotropy of the material. For
modeling the three-dimensional fields of the guided modes propagating in a two-dimensional
non-symmetry plane, a 2.5 dimensional model is introduced. The model computes the value of the
pressure field radiated in air by the plates for any guided modes and can predict the detectability of
the system for a known defect in a structure. A test bed incorporating two air-coupled transducers
is used to generate and receive various guided modes. Two plates made of Perspex and
carbon-epoxy composite are tested. The pressure measured by the receiver at various positions is
compared to the results of the model to validate it. © 2008 Acoustical Society of America.
�DOI: 10.1121/1.2885742�

PACS number�s�: 43.35.Cg, 43.20.El, 43.35.Yb, 43.20.Fn �YHB� Pages: 1963–1971

I. INTRODUCTION

The use of air-coupled transducers is a promising tech-
nique for generating and detecting guided waves in struc-
tures. In the last decade, it was shown that their use was
feasible for generating and detecting guided waves in metal
or composite materials.1–6 The main advantages of this single
sided technique are the absence of contact and the possibility
of generating guided modes with low phase velocities �A0,
for instance�. However, the main drawback is the very high
impedance mismatch between the air and solid.

There are two main limitations of the use of air-coupled
transducers: the dynamic range and the bandwidth of the
system are limited by the efficiency and the sensitivity of the
transducers and the attenuation of the guided waves. There-
fore, if the receiver or the defects are too far from the emit-
ter, the amplitude of the corresponding signals can be smaller
than the measurable amplitude.

In consequence, before using this technique for specified
structures and transducers, it is highly valuable to predict the
intensity of the stress fields in air and in the structure, the
response of the receiver, the detectability of the correspond-
ing signals, and their variations due to the presence of de-
fects.

In the past, some investigations were done for predicting
the air-coupled system response from the transmission

coefficient1,2 or from a finite element �FE� model in non-
absorbing plates.3 It is the purpose of this paper to present a
finite element model that includes the simulation of the bulk
mode propagation in air, the guided modes propagation in a
viscoelastic anisotropic plate, and the coupling between
these modes at the interfaces. The starting point is the mea-
surement of the efficiency of the air-coupled transducer that
is entered into the model to predict the plate response in
terms of absolute values of stresses, displacements, and par-
ticle velocities.

The previous approach1,2 based on analytical computa-
tions and reflection/transmission coefficients of a plate is fast
and can be used in inverse problems, such that the identifi-
cation of the plate characteristics.4 However, they are not
available for complex curved structures including stiffeners,
lap joints, rivets, screws, etc.

The main advantage of the finite elements approach is its
capability to simulate the propagation in complex structures,
with or without defects and for various shapes of a trans-
ducer like, for instance, focused air-coupled transducers or
phased arrays. In this perspective, a first step is presented in
this paper for verifying the model from experimental data.

In the first part of the paper, the reader is reminded of
the procedure for characterizing the air-coupled transducer
emitter in terms of efficiency, which means the amplitude of
the pressure as a function of the excitation amplitude. Thea�Author to whom correspondence should be addressed. Electronic mail:

b.hosten@lmp.u-bordeaux1.fr
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knowledge of this efficiency permits one to measure the sen-
sitivity of the air-coupled transducer receiver. Then the abso-
lute value of the amplitude of the pressure can be introduced
in the FE model.

The bulk mode generation and propagation in air is
simulated by the inhomogeneous Helmholtz equation and the
guided waves in a plate by the equation of motion in a solid.
The simulation of the generation is initially tested by com-
parison with the measurements of the normal displacement
of the guided waves propagating along an absorbing Perspex
plate. Then, the generation of bulk waves in air with an air-
coupled transducer, the propagation of guided waves in a
carbon epoxy plate, and the reception with a second air-
coupled transducer are predicted with the FE model and
compared to the measurements.

II. TRANSDUCERS CHARACTERIZATION

For predicting the real field produced by an air-coupled
transducer in a plate and the potentiality of producing guided
waves with sufficient energy to be detected, the first step is to
measure the efficiency of the transducer emitter.

A. Efficiency

The efficiency is defined as the pressure produced in air,
measured in Pascals per volt applied to the transducer. A
procedure was described to measure this efficiency.7 It is
based on the measurement, done with a Laser velocimeter, of
the particle velocity Vm of a very thin membrane placed in
the acoustic field. The membrane is maintained perpendicu-
lar to the beam axis, without stress. Its lateral dimension
must be larger than the transducer beam width. It is made of
Polyethylene Terephtalate �PET� and the thickness is 5 �m.
Its acoustic impedance is Z=1.82 106 kgm−2 s−1 and the air
impedance is Za=420 kgm−2 s−1. The computed transmission
coefficient of the membrane, Tm, permits one to compute the
acoustic pressure Pa produced by the transducer when the
membrane is withdrawn,7 according the formula

Pa =
Za

Tm
Vm. �1�

In this paper, the results are given for a commercial
available transducer �ULTRAN NCT-102 241710�. Its active
diameter is 25 mm and all the measurements are done at
200 mm from the transducer. The results of the measure-
ments, given in Fig. 1�a�, show the efficiency of this trans-
ducer as a function of the frequency.

In the experiments described later, the transducer emitter
is fed with two long bursts at 0.25 and 0.20 MHz. The ten-
sion of the excitation voltage is adjusted for obtaining
100 Pa along the normal of the front face, at 200 mm from
the transducer.

B. Sensitivity and detectability

For measuring the sensitivity of the air-coupled receiver
transducer �ULTRAN NCT102X 242307�, it is placed in

front of the emitter. Since the pressure is known, it is
straightforward to deduce its sensitivity. In fact, this charac-
teristic is strongly dependent on the amplifier that is con-
nected to the receiver. Here it is the amplifier section of a
PANAMETRIC 5058 PR device. The sensitivity in Volts per
Pascal, is given at Fig. 1�b�. Knowing that, the measurements
furnished by the receiver are converted to Pascals in the fol-
lowing for easy comparison with the results of the model.

Another important characteristic is the minimum ampli-
tude of the pressure that the receiver/amplifier combination
is able to detect, called in the following detectability. Of
course, this notion depends on the way the signals are pro-
cessed. Here, the simplest definition is chosen: it is the signal
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FIG. 1. �Color online� �a� Efficiency of the air-coupled emitter �Ultran
NCT102X 241710� and the sensitivity �V/Pa� of the transducer receiver
�Ultran NCT102X 242307� as a function of frequency.
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amplitude that is equal to the noise amplitude, without aver-
aging. Then, any amplitude or any variation of the pressure
under 0.01 Pa is considered as not detectable.

Subsequently, for any guided modes, any materials for
which the properties are known and for any defect for which
the geometry is defined, the model must be able to predict
the detectability of this defect.

III. SOLID PROPAGATION FE MODEL

In a previous reference,8 it was verified that the use of
the FE method for solving the equation of dynamic equilib-
rium in the frequency domain permits one to simulate prop-
erly the propagation of attenuated guided waves in viscoelas-
tic plates, with the plane of propagation being a plane of
symmetry. The propagation of guided waves in symmetry
and non-symmetry planes for a plate made of an orthotropic
viscoelastic material, is considered in this paper. Since a
three-dimensional �3D� model is time consuming, the simu-
lation is limited to a two-dimensional �2D� problem, along
the direction x1 �perpendicular to the plate� and the direction
x2� �which is the direction of the propagation of the guided
waves inside the plate� �Fig. 2�. As a consequence, the de-
rivatives of the displacements and stress fields along the di-
rection three are null. When propagating in a non-symmetry
plane, the displacement field must be represented by three
components. In the following, the Fourier transform of these
components is represented by u1, u2, u3. This intermediate
situation between a 2D and 3D model is called 2.5D.

The azimuthal angle � is defined by the rotation around
the axis x1, of the axes of symmetry x2 to the axis x2� and x3

to the axis x3�. For an orthotropic material and in the rotated
axes �x1 ,x2� ,x3��, the Hooke’s law that links the displacements
to the stresses is given by:

�
�1

�2

�3

�4

�5

�6

� =�
C11� C12� C13� C14� 0 0

C12� C22� C23� C24� 0 0

C13� C23� C33� C34� 0 0

C14� C24� C34� C44� 0 0

0 0 0 0 C55� C56�

0 0 0 0 C56� C66�

�
��

u1,1

u2,2

0

u3,2

u3,1

u1,2 + u2,1

� , �2�

where the notation j is the partial derivative along the direc-
tion j.

The Cij� are obtained by rotation of the azimuthal angle �
from the nine complex moduli, C11,C22,C12,C66,C33,C13,
C55,C23,C44,

9 defined in the axes of symmetry. The values of
these moduli can be measured with ultrasonic techniques in
immersion.10

In the equations of propagation:

�1�C11� u1,1 + C12� u2,2 + C14� u3,2� + �2�C56� u3,1 + C66� �u1,2

+ u2,1�� + ��2u1 = 0

�2�C12� u1,1 + C22� u2,2 + C24� u3,2� + �1�C56� u3,1 + C66� �u1,2

+ u2,1�� + ��2u2 = 0,

�2�C14� u1,1 + C24� u2,2 + C44� u3,2� + �1�C55� u3,1 + C56� �u1,2

+ u2,1�� + ��2u3 = 0 �3�

where � is the mass density, � is the pulsation, and the ro-
tated moduli Cij� are computed with these relations:

FIG. 2. �Color online� Schematic of the FE model to simulate the generation of the incident bulk wave propagating in air and its conversion to a guided wave
propagating inside the plate.
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C11� = C11

C22� = C22c
4 + C33s

4 + 2C23c
2s2 + 4C44c

2s2

C44� = �c2 − s2�2C44 + c2s2�C33 + C22 − 2C23�

C55� = c2C55 + s2C66 C66� = s2C55 + c2C66 C12� = c2C12

+ s2C13

C14� = cs�C13 − C12� C56� = cs�C55 − C66�

C24� = cs�C23�c2 − s2� − C22c
2 + C33s

2 + 2�c2 − s2�C44� ,

�4�

where c and s are: c=cos���, s=sin���.
The above differential equations must be written in the

following FE-code form:11

� · �Cs � U� − aU = 0, �5�

where Cs is a �3�3� matrix composed of 6 �2�2� sub ma-
trices and a �3�3� matrix. Some tedious but simple compu-
tations give the content of these matrices:

Cs = �	
C11� 0

0 C66�

 	 0 C12�

C66� 0

 	 0 C14�

C56� 0



	 0 C66�

C12� 0

 	C66� 0

0 C22�

 	C56� 0

0 C24�



	 0 C56�

C14� 0

 	C56� 0

0 C24�

 	C55� 0

0 C44�

 �a

= �− ��2 0 0

0 − ��2 0

0 0 − ��2� . �6�

IV. GENERATION AND PROPAGATION IN AIR

In air, the propagation of the pressure field p is given by
the inhomogeneous Helmholtz equation

− �Ca � p − �a�2p = f�x1,x2�� . �7�

In this equation, p is the Fourier transform of the pres-
sure. The stiffness Ca=�

a
*ca

2=0.00014�1+i0.0002� GPa is
the product of the mass density �a=0.001225 gr /cm3 and the
square of the speed of sound ca=0.34 mm /�s in air. The
imaginary part represents a realistic attenuation in air.12 To
simulate the action of the transducer, the right-hand side
member of the Eq. �7� is set equal to

f�x1,x2�� = A�a�2p0 exp�− ikam���x1,x2�� , �8�

where p0 is equal to the pressure measured at the position of
the measuring thin membrane. In the following, all the re-
sults will be given for an incident pressure of 100 Pa. The
space-limited ��x1 ,x2�� function defines an excitation line in-
clined with an incident angle �, the length of which corre-
sponds to the diameter of the transducer; ka=� /	a is the
wave number in air and m is the width of the excitation line.
Then, a bulk wave in air is generated in the desired direction.

The term �a�2p0 is a way to approach the required pressure
value for simulating the real field. In fact, the result depends
on the geometry of the excitation zone and on the frequency.
It is straightforward to compute the field with A=1 and to
run again the computation by adjusting the value of A to
obtain the correct value of the incident pressure field.

Figure 3�a� shows the generation of the bulk wave at f
=0.25 MHz in an infinite medium simulated with absorbing
regions �defined in the next paragraph�. For m=0.5	a and

a)

b)

FIG. 3. �Color online� Generation of the incident bulk wave propagating in
air: �a� in an infinite medium, �b�: with a reflective surface.
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A=0.27 the peak value of the pressure is 105 Pa. In that case
��=0�, the wave propagates only in the right direction. Fig-
ure 3�b� shows the same generation in the presence of a free
reflective surface �reflection coefficient=−1�. The peak value
of the pressure is now 202 Pa in the zone were the incident
and the reflected waves interfere. The reflected wave goes
through the excitation zone without being perturbed.

V. ABSORBING REGIONS AND BOUNDARY
CONDITIONS

In the frequency domain for simulating the propagation
in a semi-infinite air medium and an infinite plate, it is man-
datory to eliminate the reflection at the edges. An absorbing
region is simulated with a fictitious material for which the
viscoelastic moduli C

ij
*AR

are increased progressively in order
to absorb any waves entering this region.13 In the plate, the
imaginary parts of the stiffness moduli are regularly in-
creased at the right and the left edges. In air, two absorbing
regions are also introduced at the top and bottom sides �Fig.
2�. For instance, the imaginary part of the viscoelastic
moduli for defining the right absorbing region is:

x2 
 L − La Cij�
AR = Cij� + A�x2 − �L − La�/La�3Cij� , �9�

where L is the length of the plate. The length of the absorber
La and the factor A are adjusted to minimize the reflections at
the edges of the plate.

Since the relation between the pressure and the displace-
ment field in air is given by grad�p�=�a�2U, at the interface
air/solid, the stress is given by the Neumann conditions:

Air side: n . Ca � p

= − Ca�a�2u1, Solid side: n . · �Ca � U� = − p ,�10�

where u1 is the normal displacement in the solid at the inter-
face and x1 · �Cs�U� is the stress at the surface of the plate.
At the solid/air interface, the conditions are the same as the
conditions in Eq. �10�, except the signs are changed. At the
other interfaces, the Dirichlet conditions �p=0� are imposed
in air and the Neumann �n · �Cs�U�=0� conditions in solid.

VI. VALIDATION OF THE NUMERICAL MODEL FOR
AIR-COUPLED GENERATION

The model is tested in two steps. The purpose of the first
step is the validation of the model for the generation of the
bulk mode in air and its conversion to a guided mode in the
plate.

A. Equipment for measuring the particle velocity at
the surface of the plate

A Doppler velocimeter �Polytec OFV-353-3001, sensi-
tivity 0.005 ms−1 /V for a frequency limit of 0.25 MHz� is
used as a reference to measure the particle velocity at the
surface of the plate. The plate is placed between the air-
coupled transducer and the laser probe �Fig. 4�a��. The laser
beam is fixed and focused on a very small piece of a retro-
reflective tape. It was verified that the measured displace-
ment by the laser probe was the same with or without the
tape. The tape is useful only to adjust the perpendicularity

between the laser beam and the plate and to reduce the signal
to noise ratio. The transducer is mounted on a goniometer
that imposed the incident angle and moved by a translation
table that permits a precise scan parallel to the plate. It is
positioned at around 200 mm from the plate for applying the
pressure of 100 Pa �similar to the FE model�.

B. Comparison between FE results and measurements

In this first preliminary test, the plate is isotropic and
made of Perspex. Its characteristics, given in Table I, were
measured with a classical immersion technique.10 Figure 4�b�
shows a typical waveform measured by the laser probe when
the transducer is excited with a long burst at 0.250 MHz and
a tension of 165 V, which produces an acoustic pressure of
100 Pa near the plate with an angle of incidence of 17° for
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FIG. 4. �Color online� �a� Picture of the setup to measure the particle ve-
locity at the surface of the plate. �b� Waveform measured by the laser probe
when the transducer is excited at 0.250 MHz �angle of 17°, A0 mode�.

TABLE I. Measured complex viscoelasticity moduli �in GPa� of the Perspex
plate.

Thickness �mm� 3.90 Density � �g /cm3� 1.19

C
11
* 8.5�1+i0.03� C

66
* 2.3�1+i0.03�

C
22
* C

11
* C

12
* C

11
* −2C

66
*
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the A0 mode generation. Figure 5�a� presents the image of
the real part of the pressure p in air and of the stress normal
to the interface �1 in the plate �in Pa� for the mode A0 simu-
lated by the FE model. It is clearly visible that there is a first
portion along the propagation where the mode is progres-
sively established. The zoom of the model results at the in-
terface shows the good continuity between p and �1. Also,
Fig. 5�b� presents the real part of the stress normal to the
interface �1 at the interface and shows the tail after the ex-
citation zone due to the transducer edge diffraction. In the
same figure, the shape of the real part of the stress �2 along
the interface at the interface shows the quality of the absorb-
ing area.

The particle velocity, at the surface of the plate, obtained
from this model is also presented in Fig. 6�a�. In the same
figure, the laser measurements of the particle velocity are
plotted for comparison. The correspondence with the FE
computation is fairly good, although the model is bidimen-
sional. Probably, this can be explained by the fact that the
major contribution of the diffraction effect caused by the size
limited transducer is due to the rotation around the vertical
axis, and this is taken into account in the model. This should
be confirmed with a 3D model.

At this frequency-thickness product ��1 mm MHz�,
three guided modes can exist �A0, S0 and A1� and one can
expect to generate mainly A0 by choosing the corresponding
angle, but a small quantity of S0 and A1 can also be gener-

ated, depending on the aperture of the transducer. An advan-
tage of the FE model is that it is able to predict this effect.
Figure 6�b� presents the spatial Fourier transform of the par-
ticle velocity shown in Fig. 6�a�, on a monitoring zone of
length 100 mm. The purity of the generated mode defined as
the ratio in % between the amplitudes of the larger unwanted
mode �here S0� and the desired mode �here A0� is 12% for the
computation and 9% in the experiment.

The same computation and experiment were made with
the angle of incidence, the value of which is imposed to 9.8°,
corresponding to the coincidence angle for the S0 mode. Fig-
ure 7 shows that for this mode, the comparison model ex-
periment is not as good as for the A0 mode. However, the
amplitude of the particle velocities is of the same order,
showing that the prediction is valuable enough.
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FIG. 5. �Color online� �a� Image of the real part of the pressure p in air and
the stress �1 in the plate �in Pa� for the mode A0 simulated by the FE model.
�b� Comparison between the stress normal to the interface �1 and the stress
�2 along the interface at the interface.
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FIG. 6. �Color online� �a� Particle velocities for the A0 mode computed �—�
and measured ��–�–� as a function of a scanning position at the surface of
the plate. �b� Amplitude of the spatial Fourier transform of the particle
velocity measured �…..� and computed �—�.
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VII. VALIDATION OF THE FE MODEL FOR AIR-
COUPLED GENERATION AND RECEPTION
OF GUIDED WAVES IN ANISOTROPIC MATERIALS

The purpose of this second step is the complete valida-
tion of the model of the guided waves in viscoelastic aniso-
tropic materials for the generation and the reception with
air-coupled transducers. The laser velocimeter is now re-
placed by another air-coupled transducer �Fig. 8� and the
plate is made of a carbon-epoxy composite material, with
unidirectional fibers oriented along the x3 axis. The proper-

ties of this viscoelastic anisotropic material, measured with
the classical immersion method,10 are given in Table II. Both
transducers are mounted on a goniometer that imposes the
same angle of incidence. Since the receiver sensitivity at
0.25 MHz is very low �Fig. 1�b��, the frequency used in this
step is decreased to 0.20 MHz �for which the sensitivity is
maximum −0.115 mV /Pa�. The dispersion curves for the
carbon-epoxy composite plate permits one to compute the
angles for generating the corresponding modes. There are
many methods for computing these curves. Here they are
computed with the surface impedance matrices method.14

Figure 9 shows only the modes A0 and S0 that can be gener-
ated at this frequency. The SH modes in the symmetry planes
P�=0° and P�=90° are not coupled to the incident bulk wave
and the coupling of the SH mode in the non-symmetry plane
P�=45° is very weak.

These angles are successively imposed in the model and
in the experiment. A transducer is scanned along a line par-
allel to the plate and the amplitude of each signal is con-
verted into Pascals and plotted in Fig. 10. With the FE
model, the stress field in the plate and the pressure in each
semi-infinite air medium are computed. With air-coupled
transducers generating guided modes, it is convenient to
place the transducers in the same side of the structure. The
guided waves are faster than the direct bulk waves transmit-
ted through air and it is easy to separate them in the temporal
domain. Working in the frequency domain, it is also possible
to place a screen. However, this screen must be surrounded
by absorbing areas and it is simpler to place the transducers
in both sides of the plate for validating the model.

To compare with the experimental results, the value of
the pressure field is monitored along a line inclined with the
corresponding angle �Fig. 2�. The length of this monitoring
zone corresponds to the diameter of the transducer. The val-
ues along the line are added for providing a value that rep-

TABLE II. Measured complex viscoelasticity moduli �in GPa� of the carbon/epoxy plate.

Thickness �mm� 4.1 Density � �g /cm3� 1.53

C
11
* 15�1+i0.03� C

44
* 5.4�1+i0.08� C

23
* 6.3�1+i0.12�

C
22
* 13�1+i0.07� C

66
* 3.4�1+i0.02� C

12
* 7.0�1+i0.05�

C
33
* 139�1+i0.09� C

55
* 6.1�1+i0.08� C

13
* 7.6�1+i0.12�
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FIG. 7. �Color online� �a� Particle velocities for the S0 mode simulated �—�
by the FE model and measured ��–�–� as a function of a scanning position
at the surface of the plate. �b� Amplitude of the spatial Fourier transform of
the particle velocity measured �…..� and computed �—�.

FIG. 8. �Color online� Picture of the setup to generate and receive guided
modes with air-coupled transducers.
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resents the receiver amplitude in Pascals. This line is scanned
in the results of the model and the values of this scanning are
also plotted in Fig. 10.

Despite many uncertainties associated with the measure-
ments of the transducers’ characteristics �efficiency and sen-
sitivity� and of the materials’ properties, it is noticeable than
the absolute intensities of the pressures measured and com-
puted are very similar. The main error is the decrease of the
amplitude of the A0 guided mode propagating in the direction
of the fibers �P�=90°�. This is probably due to the uncertain-
ties of the imaginary part of the moduli in that plane. In the

future, this could be adjusted to get better precision on these
quantities. It is difficult to estimate the uncertainties, how-
ever an approach is to consider the detectability threshold as
the uncertainty for each measurement. With this assumption,
the experimental and computed curves overlap in Fig. 10.

The S0 mode was measurable only in the plane perpen-
dicular to the fiber �P�=0°�. The S0 mode has a noticeable
normal displacement only after the frequency area of the
dispersion curve that starts to have a negative slope �Fig. 9�.
That is not true in the two other planes at the frequency
0.2 MHz; then, S0 is not well coupled to the air bulk mode.
As expected, the amplitudes of the air bulk modes radiated
from the S0 guided mode propagating in the plane P�=45° and
P�=90°, were predicted, by the model, to be much less than
the detectability threshold.

VIII. CONCLUSIONS

A finite element model has been tested for computing, in
absolute values, the generation of the bulk wave in air and its
interaction with a plate for generating guided waves. The 2D
FE model associated with the measurements of the efficiency
of the air-coupled transducer leads to a good representation,
in absolute values, of the stress and displacement fields in-
side the plate.

Hence, if one knows a priori the viscoelastic properties
of the material constituting a structure, he can predict the
possibility for testing the structure with an air-coupled sys-
tem. For that, the sensitivity and the detectability of the air-
coupled transducer receiver must be measured to simulate
the complete air-coupled system. The complete model was
checked by comparison with the measurements of the ampli-
tudes of the bulk mode in air, due to the leakage of the
guided waves propagating in symmetry and non-symmetry
planes of an anisotropic carbon-epoxy plate.

With this model, many systematic studies can be consid-
ered like, for instance, parametric computations with various
dimensions of a defect—notches, delaminations—and their
various positions in the thickness of multilayered composite
materials in order to predict the detectability of the defect.
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Starting from the general modal solutions for a homogeneous layer of arbitrary material and
crystalline symmetry, a matrix formalism is developed to establish the semianalytical expressions of
the surface impedance matrices �SIM� for a single piezoelectric layer. By applying the electrical
boundary conditions, the layer impedance matrix is reduced to a unified elastic form whether the
material is piezoelectric or not. The characteristic equation for the dispersion curves is derived in
both forms of a three-dimensional acoustic SIM and of an electrical scalar function. The same
approach is extended to multilayered structures such as a piezoelectric layer sandwiched in between
two metallic electrodes, a Bragg coupler, and a semi-infinite substrate as well. The effectiveness of
the approach is numerically demonstrated by its ability to determine the full spectra of guided
modes, even at extremely high frequencies, in layered plates comprising up to four layers and three
materials. Negative slope in f –k curve for some modes, asymptotic behavior at short wavelength
regime, as well as wave confinement phenomena made evident by the numerical results are analyzed
and interpreted in terms of the surface acoustic waves and of the interfacial waves in connection
with the bulk waves in massive materials.
© 2008 Acoustical Society of America. �DOI: 10.1121/1.2836756�

PACS number�s�: 43.35.Pt, 43.35.Cg, 43.40.Le �PEB� Pages: 1972–1982

I. INTRODUCTION

Engineering applications in surface acoustic wave
�SAW� devices, composite material characterization, and
smart structures, require the analysis of acoustic wave inter-
action with anisotropic and/or piezoelectric multilayers. Re-
cently, the analysis of bulk acoustic waves �BAW� in multi-
layered structures composed of stacked piezoelectric,
dielectric, and metallic materials has once again attracted the
attention of engineers and researchers working on radio fre-
quency components such as stacked crystals filter, coupled
resonator filter, and multiplexers built on solidly mounted
resonators �SMR� and thin film bulk acoustic resonators. The
development of efficient simulation tools is needed to char-
acterize accurately the electromechanical behavior of com-
plex stratified structures accounting for realistic electrical
and mechanical interface and boundary conditions �BC�.

Many methods have been developed for studying the
acoustic waves spectra in layered media, and a majority of
them are based on the matrix formalism. The most com-

monly known is without any doubt the transfer matrix
method �TMM�,1 which in its simplest form is conceptually
intuitive but intrinsically suffers from numerical instability at
high frequencies. Following many efforts to improve the
TMM,2–4 a genuine advance in breaking through the numeri-
cal limitation of the classical TMM was the approach using
the surface impedance matrix �SIM�.5–18 Although the con-
cept of the acoustical �or mechanical� impedance is an old
one for all physicists and engineers, the SIM expressed in its
initial form13 did not guarantee numerical stability at high
frequencies because the exponential dichotomy factors gen-
erating instability were not arranged in a convenient way. By
means of a reformulated form of the SIM9,11,12,14,16,17 and its
equivalent variants—reflection matrix,19 scattering
matrix,20,21 or compliance/stiffness matrix,22,23 for individual
layers and with the help of a recursive algorithm for the
overall multilayers.9,11,12,16,17,19–23 correct transitions of the
state vector across layer interfaces can be achieved. This in
turn allows numerically stable and robust algorithms to be
elaborated without increasing the basic matrix size.

The SIM approach consists in first, expressing the state
vector values at the two surfaces of a piezoelectric layer by
means of an eight-dimensional layer impedance matrix; then,
calculating the global surface impedance matrix of a

a�Electronic mail: victor.zhang@iemn.univ-lillel.fr
b�Electronic mail: bertrand.dubus@isen.fr
c�Electronic mail: bc@ccr.jussieu.fr
d�Electronic mail: destrade@lmm.jusssieu.fr
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multilayer with the help of a recursive algorithm from the
impedance matrix of the individual layers along with the
imposed/known BC; and finally, formulating the characteris-
tic equations of guided waves by canceling the determinant
of the final impedance matrix formulated for a selected in-
terface where the acoustic energy is concentrated. The key
point in calculating the layer impedance matrix, which guar-
antees the numerical stability, is the appropriate arrangement
of the eight partial modes resulting from the constitutive re-
lations and the equilibrium equations. Common to various
possible forms, it is essential to avoid exponential dichotomy
by absorbing the exponentially large terms through the neg-
ligibly small amplitudes,17 both of which are associated with
the same partial modes. The advantages of the SIM approach
over the well-known TMM approach are analyzed in some
detail in many published works. The approach, based on the
decomposition of incident and reflected partial waves at the
different interfaces, acts on the amplitudes of partial modes
of each layer rather than on the physical quantities them-
selves. Thus as a result of energy conservation, such an ap-
proach is guaranteed to be stable.19 The loss of precision in
the SIM is delineated in terms of upward-bounded and
downward-bounded waves. The resultant expressions and al-
gorithm are terse so that their implementation is more con-
venient and efficient than the TMM. This alternative formu-
lation is stable, efficient, and illuminating,21 while being as
fast as the TMM.16 The matrix form is concise, thus simple
to program and implement.22 The two concise recursive al-
gorithms, based on combining Stroh formalism and a SIM
approach, are more stable than the standard matrix method
and are faster than the global matrix method. They also ap-
pear to be extremely straightforward and efficient at least
from the computational point of view.17 The SIM approach
also has the advantage of being conceptually simple and nu-
merically flexible. Namely, a SIM can be defined for any
interface as well as for an external surface when the structure
is a multilayer. This flexibility allows one to numerically
determine the dispersion curves and field distributions with
more accuracy by selecting the appropriate interface in the
neighborhood of which the electromechanical energy flux is
localized, and to obtain the full set of solutions, even under
extreme conditions, by repeatedly formulating the SIM at
different locations. The modeling of Lowe1,24 for ultrasonic
waves in multilayered media is also restricted to isotropic
and purely elastic materials. Stewart and Yong25 performed
an analysis of the acoustic propagation in multilayered pi-
ezoelectric plates using the TMM. Both simple thickness
modes and general dispersion behaviors for propagating
straight-crested waves in zinc oxide on silicon thin film reso-
nators were studied. However, only the mass and no stiffness
effects of the electrodes on the resonators were considered in
their model. Acoustical spectra become very complex in
multilayered plates composed of layers having significantly
different material properties, especially when the constituent
layers have high velocity and/or impedance contrast. With a
slight variation of the pair �–k value in the spectral domain,
where � is the frequency and k the wave number, the nature
of the guided modes can be radically different, from Lamb-
like to SAW-like.

In this paper, we develop a detailed formalism enabling
the full spectra of guided waves in layered plates to be cal-
culated even with a high impedance contrast and at ex-
tremely high frequencies. The exemplified structure consists
of a piezoelectric AlN layer, a high-impedance metallic tung-
sten �W� layer, and a low-impedance dielectric SiO2. This
study was motivated by the SMR design employing AlN as
active resonator and the stacked cells made of bilayer
W /SiO2 as Bragg coupler, to isolate the resonator from the
substrate. We develop a semianalytical model to calculate the
dispersion curves for various multilayer configurations.
Starting from an adaptation of the general Stroh
formalism26,27 to the special case of homogeneous materials
for every layer7,10,11,28,29 we recall briefly in Sec. II the main
results and formulas necessary for further developments.
SIM expressions and dispersion relations in terms of the SIM
elements are derived in Sec. III first for a single piezoelectric
layer and then extended to include two surrounding metallic
electrodes and a semi-infinite supporting substrate via a
Bragg coupler. Section IV is devoted to numerical investiga-
tions considering only a piezoelectric AlN layer combined
with a few W /SiO2 cells in order to facilitate the analysis of
the rather complicated spectra of guided acoustic modes.
Some conclusions and discussions are given in Sec. V.

II. BASIC STROH FORMALISM AND MAIN RESULTS

To simplify the formulation, we choose the reference
coordinate system such that the x1 axis is the propagation
direction in the layering plane, the x2 axis is parallel to the
layering thickness, and the layering plane is assumed to be
unbounded. The vibration state of a structure can be de-
scribed by means of a state vector ��� whose components are
composed of physical variables that are continuous across
the interfaces.27–29

The state vector we chose is defined by �
= �T21T22T23D2v1v2v3��T, where vi are the components of
particle velocity vector v, T2i are the components of stress
tensor in x2 plane; �� j��; j2�−1, � is the electric poten-
tial, � is the angular frequency, and D2 is the normal electric
displacement. The superscript T means transpose, and the
subscript i�=1,2 ,3�, corresponds to the space variable xi.
This choice of the state vector is identical to the choice in
Ref. 28, but different from that adopted in Refs. 9–11 where
the displacement was employed instead of the velocity and
where the components of � were not arranged in the same
order. According to results established in Refs.28, 29, and
13, the state vector � obeys the following system of ordinary
differential equation of first order in the harmonic regime:

d�

dx2
= j�A� . �1�

The system matrix A, also named the state matrix or Stroh
matrix, is given by

A = ��12�22
−1s1 ��12�22

−1�21 − �11�S1
2 + �0

�22
−1 �22

−1�21s1
�

with
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�ab = �
c1a1b c1a2b c1a3b eb1a

c2a1b c2a2b c2a3b eba

c3a1b c3a2b c3a3b eb3a

ea1b ea2b ea3b − �ab

	
��a,b = 1,2,3� ,

where �0 is � times a four-dimensional identity matrix with a
fourth element equal to zero, and c, e, �, and � denote ma-
terial constants. It is worthwhile recalling that the material
constants appearing in the matrices �ab are those evaluated
in the working reference system. The matrix A has a
frequency-independent form. It depends, apart from the ma-
terial constants, on a unique variable s1, with si=ki /�, ki

being the component along xi of the wave number, and si the
slowness component. It is from the A matrix that result the
proper modes, also called partial waves, susceptible of
propagating in a homogeneous unbounded medium. Accord-
ing to the linear system theory, the general solution of � can
be constructed by a linear combination of modal solutions
weighted with modal amplitude �y�. This yields the general
form for the state vector

��x1,x2,t� = QE�x2�yej��t−s1x1�, �2�

where

E�x2� = e−j�s2x2 �3�

is the transition matrix, also called the “propagator matrix,”
and s2 is the diagonal spectral matrix of Eq. �1�, Q is the
associated modal matrix, and y is the amplitude vector. The
components s2

�r� of s2 and Q�r� of Q �r=1, . . . ,8�, are eigen-
values and eigenvectors determined from the following ho-
mogeneous system:

�A + s2
�r�I�Q�r� = 0, r = 1, . . . ,8, �4�

where I is a eight-dimensional identity matrix. In what fol-
lows, we assume that the partial modes are arranged in such
a manner that the matrices s2 and Q can be put into the form:

s1 = �sD 0

0 sI
�, Q = � tD tI

vD vI
� , �5�

where all submatrices are four-dimensional.
Hereafter, the subscripts D and I stand for direct and

inverse partial waves, respectively, see Ref. 29 for their defi-
nition. Note that in Ref. 29 the words “diffracted” and “in-
cident” were used in the place of “direct” and “inverse,”
respectively, in the context on surface wave problems. We
point out that the real s2’s represent the upward- and
downward-propagating oblique plane waves in the layers
�propagating in x1 and standing in x2�, and that their interac-
tion is the origin of the resultant guided modes pertaining to
the layered plate. We recall that all eight partial modes are
required for a finite thickness layer, whereas only the four D
or I modes are needed for a semi-infinite substrate according
to the Sommerfeld radiation condition. In this paper, the case
s1=0, which corresponds to normal propagation, will not be
considered, and the rare degenerated cases where the eigen-
value �or Christoffel equation’s root� s2 is double valued for
certain isolated special values of s1 are also excluded, so that

Eq. �2� is used as the valid solution throughout the paper.

III. MATRIX FORMALISM FOR GUIDED WAVES IN
LAYERED STRUCTURES

We first consider a plate composed of three materials,
namely a piezoelectric 
c�-oriented AlN layer, a metallic W
layer, and a purely dielectric SiO2 layer, as illustrated by Fig.
1. In order to apply the results of Sec. II and to develop the
matrix formalism for the purpose of deriving the character-
istic equation leading to the dispersion relation of acoustic
waves in this structure, we introduce some specific quantities
for the values of the relevant physical variables at the layer
surfaces. In Fig. 1 the superscript that is a negative sign
refers to the upper surface and the superscript that is a posi-
tive sign to the bottom surface, �	 stands for surface charge
density, V is the voltage across the piezoelectric layer, and J
is the current entering into the piezoelectric layer when an
external load impedance ZL is connected between two sur-
face electrodes. The latter are assumed for the moment to be
perfectly conducting and negligibly thin so that they have no
mechanical effects on the piezoelectric resonator. The effects
of actual metallic electrodes of finite thickness are discussed
in Sec. III D.

A. Single piezoelectric layer

We first look for expressions of the characteristic imped-
ance matrices in terms of the modal �Q� and spectral �s2�
matrices for a piezoelectric layer. For this purpose, we intro-
duce a generalized mixed matrix G defined by

�T−

T+� � �G��V−

V+� , �6�

with T	��t	 D2
	�T, V	��v	 �	�T, t��t21 t22 t23�T, v

��v1 v2 v3�T. After Eqs. �2�, �3�, and �5�, we derive an ex-
pression of the G matrix as follows:

AlN

SiO

W

W

h

L

H

h ZL

J

V
x

x

t

t

v

v ++

1

2

ψ

σ

σ

2

... (Repeated n unit cells) ...

H

+

LSiO2

ψ

+

FIG. 1. �Color online� A layered plate composed of a piezoelectric AlN
layer with N identical cells of bilayer W /SiO2. Also shown are the coordi-
nates system and the relevant physical quantities at the surface of a layer.
Electric variables are not involved for nonpiezoelectric layers.
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G = � tD tI�EI
0�−1

tDED
0 tI

�� vD vI�EI
0�−1

vDED
0 vI

�−1

, �7�

where ED,I
0 =e−j�sD,Ih is the submatrix of the transition matrix

E0�E�x2=h�. We point out that other forms of G matrix
exist.17,23 Each of the four submatrices Gij, i, j=1,2, of G is
four dimensional and contains elements of different physical
signification. Take G11 for example and rewrite it in the form

G11 = �Z11
p K11

X11 Y11
� � �Zm K

X Ye
� . �8�

In Eq. �8�, Zm is a 3-by-3 matrix representing a me-
chanical impedance, Ye is a scalar proportional to an electri-
cal admittance, while K and X have the dimension of a pi-
ezoelectric coefficient. X=KT provided an appropriate
normalization is operated for the state vector. We emphasize
that Zm itself already includes a part originated from piezo-
electricity. G11 is the counterpart to the generalized surface
impedance matrix involved in the SAW problem.29 When the
layer material is nonpiezoelectric �dielectric or metallic, say�,
K=0 holds and G11 is decoupled into two independent parts,
namely Zm for the acoustic part and Ye for the electric part.
This means that the electrical and mechanical variables can
be dealt with independently. This happens equally to a pi-
ezoinactive acoustical mode in piezoelectric materials. The
same is true for the other submatrices of G which have
analogous properties. Some interesting relations exist linking
these submatrices. For a metallic layer, we take into account
the mechanical effects by assuming it to be perfectly conduc-
tive. We conclude by saying that Eq. �7� naturally applies for
a nonpiezoelectric layer.

In order to keep the matrix dimension compatibility and
to facilitate the transition at interfaces within a heterostruc-
ture, we find it more useful to define the acoustic impedance
�Z� matrix as follows:

�t−

t+� � �Z��v−

v+� . �9�

Z is six dimensional and appears in a purely elastic form.
However, it implicitly includes the dielectric and piezoelec-
tric effects when the layer is piezoelectric. This new defini-
tion applies whether the layer is piezoelectric or not.

B. Electrical BC and characteristic equations

We now express the Z matrix defined in Eq. �9� in terms
of the elements of the matrix G by eliminating the electrical
variables upon applying the known electrical BC. The sur-
face charge is written as �−=D2

−−D0
− and �+=D0

−−D2
+ at the

upper and bottom surfaces, respectively. Relations between
the electric potential and displacement D0

	 in the vacuum
side are established, after having resolved the Laplace equa-
tion, as D0

+=g�− and D0
−=−g�+ with g� j �s1 ��0. We deduce

from them that

�− = D2
− − g�− �10a�

and that

�+ = − �D2
+ + g�+� . �10b�

The charge conservation reads �−+�+=0, which gives

�− = − �+ � � . �11�

Two types of electrical BC are to be distinguished for a pi-
ezoelectric layer:

�1� The surface is metallized and short-circuited �SC�, in
which case ZL=0, leading to

j�V � �− − �+ = 0. �12�

�2� The surface is nonmetallized and open-circuited �OC�, in
which case ZL=
, leading to

� = 0 with �− � �+ in general. �13�

In order to make the subsequent development easier, and
especially in order to facilitate the introduction of the BC, we
rewrite the relation �6� defining the G matrix more explicitly
and in a slightly different form:

�
t−

t+

�

�
	 � �

Z11
p Z12

p K11 K12

Z21
p Z22

p K21 K22

X11 X12 Y11 − g Y12

X21 X22 Y21 Y22 + g
	�

v−

v+

�−

�+
	 .

�14�

Equations �10a�, �10b�, and �11� have been taken into ac-
count in arriving at Eq. �14�. The upper-left sub-block in Eq.
�14� is a mechanical impedance, the lower-right sub-block is
an electrical admittance with the term g coming from the
vacuum contribution. The antidiagonal sub-blocks represent
the piezoelectric terms.

Since the AlN layer in a resonator configuration is usu-
ally sandwiched between two metallic electrodes, we con-
sider mainly the case where both surfaces are SC and we
determine the characteristic equations corresponding to this
condition. Electric SC condition implies V=0, i.e., �−=�+.
Since the value of the potential is relative to a certain refer-
ence arbitrarily chosen, it is usual to set them both equal to
zero. Use of �−=�+=0 in Eq. �14� yields, according to Eq.
�9�, the Z matrix for a SC piezoelectric layer:

�t−

t+� = �ZSC��v−

v+� with ZSC � �Z11
p Z12

p

Z21
p Z22

p � . �15�

ZSC is the layer mechanical impedance matrix when its sur-
faces are both short-circuited �superscript SC�. By further
applying the stress-free mechanical BC, say t−=0 at the up-
per surface, we finally arrive at the so-called surface imped-
ance matrix �SIM� Z+ defined for the bottom surface as

t+ � Z+v+, with Z+ = Z22
SC − Z21

SC�Z11
SC�−1Z12

SC. �16a�

In the same way, we can define the SIM Z− for the top
surface by applying SC and stress-free BC at the bottom
surface. The result is, after interchanging the matrix indices 1
and 2 in Eq. �16a�,
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t− � Z−v− with Z− = Z11
SC − Z12

SC�Z22
SC�−1Z21

SC. �16b�

Here, Zij
SC refer to the submatrices of ZSC. The SIM Z	

defined in Eq. �16� are the acoustic impedances looking out-
ward from one surface toward and accounting for the me-
chanical BC imposed upon the other surface along with the
electrical BC applied at both surfaces. The solutions of plate
modes in general, and of the Lamb and SH modes in particu-
lar, in a piezoelectric layer with SC and stress-free at both
surfaces are then obtained by simply canceling the Z	 deter-
minant:

�Z	�v	 = 0:v	 � 0

and

�SC��,k1� � det�Z	� = 0 → kSC��� . �17�

Any one of the couple sign �	� can be used and it results, in
principle, in identical solutions. However, the functional be-
havior of det�Z	�� ,k1�� is different in the case of a
multilayer and especially at high frequencies. This has prac-
tical consequences in numerical resolution.

Once the values of k1 are found for a given � �usually
by means of an iterative algorithm�, the corresponding
modes polarization can be determined from Eq. �17�. The
form of the characteristic equation in Eq. �17� has the advan-
tage of easily separating the sagittal plane �SP� modes
��Z	�1:2 ,1 :2� � =0� from the shear horizontal �SH� modes
�Z	�3,3�=0� when they are uncoupled. Such is the case for
acoustic modes in the layered structure depictured by Fig. 1.
The dispersion relation of plate modes is a plot of � versus
k1 over a certain range with like modes following regular
curves, which gives a graphical picture of the solutions of the
wave equation for a �specific layered� plate. There is an in-
finite number of � values which can satisfy Eq. �17� for a
given k1. But there will be in general a finite number of real
kSC that can be found for a given �, and that number in-
creases with �. Of course, the situation becomes complicated
if the solutions are not restricted to within the real domain.
At a given real frequency, besides the propagating modes,
which are associated with the real solutions of k1, there are a
finite number of nonpropagating modes having purely imagi-
nary wave numbers and an infinite number of inhomoge-
neous modes having complex wave numbers.30 In this paper,
we limit our investigation to the propagating plate modes.
Most of the solutions exist only for a frequency larger than a
critical threshold �cutoff�. The cutoff frequencies of the
propagating plate modes in the limit of k1→0 represent
nothing but the resonant frequencies of thickness modes,
which are the main waves for BAW devices.

The Z matrix associated to the OC condition can be
determined by simply canceling out the electrical charge in
Eq. �14�. With �=0, we obtain the counterpart to Eq. �15� as

�t−

t+� � �ZOC��v−

v+� with ZOC = ZSC − KY−1X . �18a�

The matrices K, X, and Y involved in the ZOC expression are
defined by

K � �K11 K12

K21 K22
�, X � �X11 X12

X21 X22
� ,

Y � �Y11 − g Y12

Y21 Y22 + g
� . �18b�

Use of ZOC in the place of ZSC in Eqs. �16� and �17� results
in solutions �pairs kOC−� and modes polarization� of the
plate modes in the piezoelectric layer with OC and stress-
free surfaces.

Another alternative form of the characteristic equations
consists in using exclusively the electrical variables. Apply-
ing t	=0 to eliminate v	 in Eq. �14� leads to an electrical
system

��

�
� � �E���−

�+� with E = Y − X�ZSC�−1K . �19a�

Elimination of �+ from Eq. �19a� leads to a relation between
� and �− via a scalar function, the so-called effective surface
permittivity �eff defined for the top surface by

�eff��,k1� �
�

− j�s1��− =
E11E22 − E12E21

j�s1��E12 − E22�
. �19b�

Here Eij are the elements of the E matrix. �eff defined in Eq.
�19b� is similar to the real part of the effective surface per-
mittivity function of SAW problems29 for all real s1�k1 /�
values except that it tends to infinity with s1→0 for all finite
frequencies. Compared with the Z determinant, the �eff func-
tion has the advantage of being sensitive only to the piezo-
active modes. However, a pole and a zero of �eff, which are
associated with the proper mode for respectively a SC and
OC top surface, could be situated in extremely close prox-
imity when the electromechanical coupling of the mode is
poor.

C. Multilayered plates

So far we have shown that guided waves in a piezoelec-
tric layer can be obtained by first formulating the acoustic
impedances and then reducing them to a SIM or an effective
surface permittivity for one surface. The Z matrix for a
single layer can be calculated directly from its definition �9�
in terms of the associated spectral and modal matrices. But
for a multilayer consisting of a finite number of different
layers, writing out the overall Z matrix, which requires hav-
ing recourse to a recursive procedure9,16,17,19,21,22 is longer
than writing out the overall transfer P matrix, which needs
simple cascading �series multiplication� of the individual lay-
ers’ P matrix. An alternative way consists in expressing the
overall Z matrix in terms of the easy-processed overall P
matrix using the following relations, which apply to a lay-
ered plate as well as to a single layer:

Z11 = − P21
−1P22, Z12 = P21

−1,

Z21 = P12 − P11P21
−1P22, Z22 = P11P21

−1, �20a�

P22 = − Z12
−1Z11, P21 = Z12

−1,
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P12 = Z21 − Z22Z12
−1Z11, P11 = Z22Z12

−1. �20b�

Calculating the overall Z matrix from the overall P matrix
after Eq. �20a� is viable and simpler than using the recursive
algorithm as long as the numerical instability is absent. Oth-
erwise, the recursive algorithm17,22 has to be used to calcu-
late the overall Z matrix. We shall not further deal with this
aspect of the problem by assuming that the right SIM results
we need are numerically available.

Now we return to the consideration of a unit cell in the
Bragg coupler, which comprises two layers of nonpiezoelec-
tric materials with high impedance contrast. The mechanical
contact at any interface is assumed to be perfect throughout
this paper. We define the Z matrix for a unit cell in the same
way as for a single layer, see Eq. �9�, with at present t	 and
v	 denoting the state vector evaluated at the top surface of
the SiO2-layer �−� and at the bottom surface of the W-layer
�+�. The same procedure applies to a periodic coupler con-
sisting of m unit cells, or to an arbitrarily multilayered plate,
when t	 and v	 refer to the state vector evaluated at the top
�−� and bottom �+� surfaces of the whole structure. To stay
general, we assume the coupler to be terminated with a
known impedance Zs, which means that the relation t+

=Zsv
+ holds. Applying this relation to Eq. �9� leads to the

expression of the SIM �ZM� defined for the coupler top sur-
face:

t− � ZMv− with ZM = Z11 − Z12�Z22 − Zs�−1Z21. �21�

In Eq. �21�, Zij are the submatrices of the overall matrix Z
referring to the whole coupler.

To determine the solutions proper to an AIN-Bragg plate
with an electrically SC and stress-free surface, we apply the
continuity condition at the AIN–coupler interface, expressed
by tc

−= tp
+, and vc

−=vp
+. Here tc

− and tp
+ �respectively, vc

− and vp
+�

are the normal surface stress �respectively, velocity� at the
coupler and AlN side, respectively, of the interface. It yields

Z1v = 0 with Z1��,k1� = ZM − Z+. �22�

In Eq. �22�, v denotes the interface vibration velocity and Z+

is the SIM as determined in Eq. �16a� for an isolated AlN
layer. When the coupler bottom surface is stress free, Zs=0
in the ZM expression. Using ZM =Z11−Z12Z22

−1Z21 in the Z1

expression and then locating the Z1-determinant zeros, we
can obtain the guided wave solutions �pairs kSC−�� for a
multilayer without substrate. A systematic computation
yields the dispersion curves. The OC modes naturally result
from replacing ZSC with ZOC in the matrix Z	, cf. Eqs.
16–18.

D. Effects of the resonator’s electrodes and bottom
substrate

Now we show briefly how to include electrodes of finite
thickness and a bottom substrate in the matrix formalism
when dealing with a complete and more realistic SMR struc-
ture. Including the mechanical effects of finite thickness
electrodes in the analysis complicates the formulation only to
a small extent. For the inner electrode, a simple way is to
incorporate its transfer matrix Pe into the coupler’s one, and
then to use the resultant matrix Pm� =PmPe instead of Pm ev-

erywhere. Another way of including the inner electrode,
when making use of the recursive algorithm, consists in writ-
ing out first the submatrices of the inner electrode’s Z matrix,
say Zij� , and then looking for the SIM ZM� defined for its top
surface with a known SIM ZM exterior to its bottom surface.
In this way, we easily obtain the expression of ZM� as

te
− � ZM� ve

− with ZM� = Z11� − Z12� �Z22� − ZM�−1Z21� . �23�

In Eq. �23�, ZM is the same as given in Eq. �21� referring to
the coupler upper surface and including the substrate �Zs�
when it is present, and te

−, ve
− refer to the state vector values

calculated at the upper surface of the inner electrode. Com-
parison of Eqs. �23� and �21� gives a hint at how the general
SIM recursive relation looks. Namely, the contribution of an
additional bottom part to the considered plate is expressed by
subtracting the SIM �Zs ,ZM� defined for the upper surface of
the bottom part from the submatrix �Z22,Z22� � to be inversed
of the plate under consideration. As to the top electrode, let
Ze

+ be the SIM defined for its bottom surface obtained by
accounting for the zero stress at its upper surface. Instead of
using t−=0 in Eq. �15�, we substitute the AIN-layer’s upper
surface stress t− by Ze

+v−. As a result, Eq. �16a� becomes

t+ � Z+v+ with Z+ = Z22
SC − Z21

SC�Z11
SC − Ze

+�−1Z12
SC. �24�

Then, substituting Z+ in Eq. �22� with Z+ given by Eq. �24�
allows the guided modes to be determined accounting for the
top electrode.

As to substrate, Zs=0 holds if the bottom substrate is the
vacuum, and Zs=Z11

p , see Eq. �8�, if it is a nonpiezoelectric
semi-infinite solid or a piezoelectric one with a SC surface.
For the OC piezoelectric substrate, Zs=Z11

OC, see Eq. �18�. In
addition, the factor g appearing in the expression of �+ in Eq.
�10b� must be replaced with the element Y11 calculated ac-
cording to Eq. �8� for the substrate.

IV. NUMERICAL RESULTS OF GUIDED MODES IN
LAYERED PLATES

We numerically investigated structures consisting of a
piezoelectric c-axis oriented AlN layer and a Bragg coupler
having different numbers of layers W /SiO2. Because of the
coupler materials being isotropic and because of the special
orientation of the AlN layer, the SH partial waves are decou-
pled from the SP ones and are piezo-inactive. In what fol-
lows, we focus only on the SP vibrations which are coupled
with the electrical field. In our numerical examples, the
thickness h of AlN layer was taken as 1 �m. For W �SiO2�,
the thickness H�L� was chosen as H=238.79 nm �L
=278.81 nm�, which corresponds to  /4 when the wave-
length  of the longitudinal thickness mode in AlN is 
=2h. First, we calculated the characteristic wave speeds for
the three materials involved in our study. Table I lists the
values we obtained with the physical constants we used in
simulations. It shows that AlN is the fastest material and that
W is the slowest one.

Then the acoustic spectra of Lamb waves in each indi-
vidual layer were calculated. Though not reproduced here,
they confirm that the Lamb and SH modes are uncoupled.
We verified that the spectra of Lamb waves comprise both
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symmetric and antisymmetric modes, and that as the fre-
quency increases, all of them tend to the vertically polarized
shear bulk wave speed �VS�, except for the two lowest ones
which tend to the SAW velocity �VSAW� on the free surface
of a half-space, which will be termed massive material in the
subsequent text.

Second, we calculated the dispersion curves, as plotted
in Fig. 2, for two different bilayer plates, AlN /W and
A1N /SiO2. The former represents a high wave speed-
contrast combination, and the latter is for the purpose of
comparison with more complicated configurations. The elec-
trical BC of the AlN layer was assumed to be SC in all
numerical calculations. In addition to the form f –k, fre-
quency as a function of wave number �here named k instead
of k1�, we also plotted the same curves in the form Vp– f ,
phase velocity versus frequency. All variables are in a nor-
malized form �fn= f / f0 , f0=V0 /2h�, and V0=5882 m /s is an
arbitrarily chosen reference wave speed� for the purpose of
more easily observing the asymptotic behavior of curves fea-
tured in plateau form. Two modes exist for all frequencies.
The other modes �named higher order� do not appear below
a corresponding threshold value fc �cut-off�. None of modes
is rigorously symmetric or antisymmetric because the bilayer
plates themselves do not exhibit any structural symmetry.
Near the cut-off �k0+�, a few modes have a negative slope
in the dispersion curve of f –k plot, a phenomenon similar to

what happens to the so-called “anomalous Lamb
modes.”31,32The slope is usually considered as the group ve-
locity �Vg� though some researchers consider that the original
definition of Vg is not applicable in this special k range be-
cause the mode is amplitude modulated in time.32 As a gen-
eral rule, the phase velocity Vp of higher-order guided modes
decreases with increasing frequency, with a limit correspond-
ing to the speed VS of the vertically polarized shear bulk
wave. With increasing frequency, the lowest branch goes up
and then down after passing by a peak value of Vp, and
finally tends to the SAW speed of the slower material �W or
SiO2�. The next lowest branch goes directly down to the
shear bulk speed of W for the AlN /W bilayer. For the
A1N /SiO2 bilayer, it first approaches the SAW speed of AlN
�Vp /V0�0.9� where it stays awhile between fn=2–3 near a
horizontal line, termed plateau, before joining the shear bulk
speed of massive SiO2. Here we observe the mode repulsion
phenomenon, i.e., the same branch of dispersion curves
“shifts” above and below the plateau, as illustrated in Fig. 2
by the numbers 2 and 3. The wave patterns in this region
resemble those of the nondispersive SAW in massive AlN.
The asymptotical lines for longitudinal BAW are not yet ob-
servable in the shown frequency range. For any mode exhib-
iting cutoff, the group velocity Vg defined by the slope in
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FIG. 2. Dispersion curves of guided
waves in two bilayer plates, AlN /W �left�
and A1N /SiO2 �right�. The top panes are
the overall views of frequency against
wave number, both normalized, and the
bottom panes are enlarged views of the
phase velocity vs frequency to show the
cluster and plateau behavior of guided
modes in some dispersion regions. Star-
marked lines: SAW in massive AlN;
square-marked lines: SAW in the other
material; circle-marked lines: Shear BAW
in the slower material; cross-marked lines:
Shear BAW in AlN.

TABLE I. Characteristic wave speeds of the three materials used in the multilayers.

VL �m/s� Y-polar-Vs �m/s� Second Vs �m/s� VSAW �m/s�

c-axis AlN: SC/OC 10 605 /10 939 5796 5796 5394/5402
X propagation 9911 �nonpiezo� 5597 5796/5867 5417/5437
W �high impedance� 5224 2887 2669
SiO2 �low impedance� 6099 3655 3342
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f –k curve is zero at f = fc. The interpretation is that a wave
transversely resonant and sanding along x1 �k=0� transfers
no energy in the x1 direction.

Figure 3 presents the acoustic modes spectra calculated
for a three-layer A1N /W /SiO2 plate, a sandwich with the
slowest layer embedded in between two relatively faster
ones. As in bilayer plates, two branches exist for all frequen-
cies, and higher order branches appear for f � fc, with a few
of them exhibiting negative slope in the f –k plot of the dis-
persion curves near cutoff fc. No mode in the full spectra is
symmetric or antisymmetric. In the enlarged views of the
dispersion curves Vp– f plot, in a restricted velocity range but
in more extended frequency range �up to fn=25�, we can
easily observe some plateaus where the wave speed seems to
reach an asymptotic limit �horizontal line�. An analysis of the
origin of these peculiar behaviors enables one to get deeper
physical insight of the wave motion in the layered structure.
A plateau appears clearly in the Vp– f plot as soon as fn�2,
which is the speed of SAW in massive AlN. Two other pla-
teaus exist, one above Vp /V0=0.5 and one below Vp /V0

=0.5. The higher one is due to the SAW speed of massive
SiO2; however, the lower one is not due to the SAW in mas-
sive W. Contrary to what is expected, the lowest branch in
this structure approaches a wave speed that is not the SAW
velocity, neither in any of the two external materials SiO2

and AlN, nor in the middle W. A careful analysis reveals that
it tends to the wave speed of the interfacial �Stoneley� mode
which would exist and propagate near the interface of W and
SiO2 when both fill up half-spaces. In addition, we observe
another asymptotic limit at Vp /V0�0.5 for fn�10, which is
the shear bulk wave in massive W. At higher frequencies
�fn�15�, some branches reach a plateau-like zone just below
Vp /V0=0.9 over a finite frequency range, which is due to the

longitudinal bulk wave of massive W; the branches then un-
dergo a sharp decrease in phase velocity, after which they
first approach the asymptotic limit of shear bulk speed of
massive SiO2 �Vp /V00.63� and then the shear bulk speed
of massive W �Vp /V00.5�. These results clearly show the
acoustic confinement in the slow layer �W� of the guided
modes at very short wavelength regime. In addition to one
interface and two surface modes, two families of guided
modes can be distinguished, one for those tending to the
shear bulk speed of W �Vp /V00.5� and the other for those
approaching the shear bulk speed of SiO2�Vp /V00.63�.

To go further, we have also calculated the dispersion
curves for a four-layer A1N /W /SiO2 /W plate, as shown in
Fig. 4. The characteristics of higher modes cutoff, no sym-
metry, and negative slope are similar to the previously pre-
sented two- and three-layer plates, except that here the num-
ber of modes is larger �58 against 47 in Fig. 3, and 36 for
both A1N /SiO2 and AlN /W configurations in Fig. 2� within
the same frequency range �fn�15�. The lowest branch tends
to the SAW speed of massive W because W is now one of the
outside layers. The next lowest branch approaches rapidly �at
fn�2� the speed of the interfacial mode. Another branch also
tends to the interface mode speed, but at a much higher fre-
quency, fn�8. This phenomenon is logically explained by
the presence of two W /SiO2 interfaces in the current
configuration-piezoelectric AlN combined with a three-layer
coupler W /SiO2 /W. The branch that reaches the interfacial
wave speed first is essentially at the interface of SiO2 with
the outside W layer, while the other one is mainly at the
interface of SiO2 with the embedded W layer. No mode tends
to the SAW speed of massive SiO2 because this layer has no
stress-free surface. The plateau above Vp /V0=0.9 is attrib-
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uted to the SAW in massive AlN material as in Fig. 3. To
observe the guided modes near the bulk wave speeds in mas-
sive materials, it is necessary to go further in frequencies.

Figure 5 presents the dispersion curves for fn up to 50
along with all asymptotic lines associated with a character-
istic wave speed. In sufficiently short wavelength regime, the
guided modes can be classified into two families according
to their asymptotic behavior. The family with lower speeds

reaches by pair the shear bulk speed �Vp /V00.5� of mas-
sive W, a phenomenon due to the presence of two separate
layers of W in the structure. The family with higher speeds
goes singly to the shear bulk speed �Vp /V00.63� of mas-
sive SiO2, as expected when only one layer is made of SiO2

material in the whole structure. We also observe a double-
mode plateau around Vp /V00.9, the speed of longitudinal
bulk wave in massive W, which can be interpreted as an
intermediate wave confinement in either W layer. The guided
modes near these plateaus have almost the same properties as
the classical shear or longitudinal bulk waves in unbounded
W material. The longitudinal BAW speed in SiO2 is a little
higher than the line 7, and the longitudinal BAW in AlN is
too high to be shown in this graph.

Numerical instabilities were appearing for fn higher than
10 around Vp /V0=1 during computations using the transfer
matrix. No instability was observed when using the imped-
ance matrix formalism although some modes could not be
determined �missing data� using the SIM defined for one
specific surface. However, thanks to the SIM approach,
which is unconditionally stable irrespective of the total num-
ber of layers and individual layer thickness, in contrast to the
well-known TMM, it suffices to repeatedly apply the SIM at
different locations within the layered structure for the com-
plete wave spectra of all guided modes to be determined,
even in extremely short wavelength regime. This mainly
concerns regions where guided modes tend to SAW or bulk
wave speeds of a component material. Relatively straightfor-
ward and efficient from the computational point of view, the
approach is also flexible because the characteristic equation,
always in a form of �Zl

m−Zu
m+1 � =0, can be written for an

arbitrary interface as well as for an external surface. This
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flexibility allows the numerical results to be obtained for the
dispersion curves and field distributions by selecting the only
interface in the neighbourhood of which mode confinement
occurs or the electromechanical energy flux is concentered
when the full set of solutions is not required.

V. CONCLUSIONS AND FURTHER DISCUSSION

Calculations of guided waves in layered plates mixing
piezoelectric, dielectric, and metallic layers have been devel-
oped using the Stroh formalism and matrix presentation. The
characteristic equations for the dispersion curves are derived
in two forms: an acoustic SIM and an electrical scalar func-
tion. The SIM is expressed in a unified elastic form for both
piezo and nonpiezo-materials, which makes easy the appli-
cation of the field continuity at the interfaces of heterostruc-
tures. By repeatedly applying the unconditionally stable SIM
formalism at different interface locations, we have been able
to obtain the full set of solutions, even for frequencies up to
several tenths of the fundamental thickness mode resonant
frequency. Numerical investigations for plates having up to
four layers and three materials show an extreme complexity
of the acoustic spectra. They include �1� the slope of f –k
curves near the cut-off, for a given mode, can be negative or
positive depending on the specific stack configuration, and
more than one mode exhibits this feature. This suggests that
the sign of the dispersion curve slope of certain modes can
be controlled by layers’ stack order and/or relative thickness
ratio; �2� interfacial waves exist at short wavelength regime
between the W and SiO2 layers, but they do not appear at the
interface between AIN and W or between AlN and SiO2

layers. As a general rule, this depends on the velocity ratio;
�3� the energy of all guided acoustic waves is confined in the
slow W layer when the wavelength is short enough, though
intermediate confinement occurs in the SiO2 layer when it is
embedded. The asymptotic behavior of the dispersion curves
is physically originated from the proper modes of BAW and
SAW in massive materials of the constituent materials. The
mode clustering and forbidden regions are not yet observed
because the number of layers is still low and the structural
periodicity is insignificant. With an increase in the number of
unit cells, say for N�3, one can expect the appearance of
pseudo band gaps in the wave spectra due to Bragg effects.

Investigation of Lamb modes in SMR including two
metal electrodes and a Si substrate are underway. The effects
of the semi-infinite substrate and thick electrodes, already
included in the general expressions derived in Sec. III D, are
to be accounted for in future numerical simulations. An ex-
tension of the analysis to the purely imaginary domain as
well as to the complex domain of the wave number is needed
in order to have a complete knowledge of the full Lamb
wave spectra, which becomes indispensable for modeling the
lateral propagation phenomena33,34 and for understanding the
spurious signals observed in SMR-based filter responses.
Knowledge of the energy trapping properties and wave mo-
tion patterns, if desired, can be gained by examining the
through-thickness distribution of electroacoustic fields for
any specific mode defined by the pair value of �–k1. The
most direct effects of the electrodes �of material Mo� are a

considerable lowering of the proper resonant frequencies of
the piezoelectric AlN resonator. The presence of a bottom
substrate �Zs�0� leads to solutions of guided surface modes
which are multiple and dispersive, similar to the conven-
tional Rayleigh SAW, provided that the substrate is a faster
material and the wavelength is comparable to the overall
thickness of AlN layer added to the coupler. In the consid-
ered configuration �Fig. 1�, this type of solution only exists
for very low frequencies. In normal resonator operation,
most of the solutions are of leaky SAW type which pertain
more or less to bulk radiation into the substrate depending on
the coupler parameters and frequency. As a consequence, the
wave number of any mode having a phase speed faster than
the SV-polarized BAW in the substrate is necessarily com-
plex, leading to an attenuation as they propagate along the
surface �in x1�. At short wavelength regime ��h /5� and for
a given �–k1 pair, the wave pattern in each layer tends to be
independent one from the other. As a result, one cannot talk
about the mode type �SAW- or Lamb-like� for the overall
structure, which no longer has a precise signification. The
exact wave pattern in a heterostructure is easy to access in all
cases by examining the field profiles as a function of the
thickness position �for a fixed �–k1 pair�.
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This paper presents the development of an acoustic energy harvester using an electromechanical
Helmholtz resonator �EMHR�. The EMHR consists of an orifice, cavity, and a piezoelectric
diaphragm. Acoustic energy is converted to mechanical energy when sound incident on the orifice
generates an oscillatory pressure in the cavity, which in turns causes the vibration of the diaphragm.
The conversion of acoustic energy to electrical energy is achieved via piezoelectric transduction in
the diaphragm of the EMHR. Moreover, the diaphragm is coupled with energy reclamation circuitry
to increase the efficiency of the energy conversion. Lumped element modeling of the EMHR is used
to provide physical insight into the coupled energy domain dynamics governing the energy
reclamation process. The feasibility of acoustic energy reclamation using an EMHR is demonstrated
in a plane wave tube for two power converter topologies. The first is comprised of only a rectifier,
and the second uses a rectifier connected to a flyback converter to improve load matching.
Experimental results indicate that approximately 30 mW of output power is harvested for an
incident sound pressure level of 160 dB with a flyback converter. Such power level is sufficient to
power a variety of low power electronic devices. © 2008 Acoustical Society of America.
�DOI: 10.1121/1.2839000�
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I. INTRODUCTION

Acoustic liners are used to attenuate propulsion noise
within turbofan engines. The liners provide complex imped-

ance boundary conditions for the noise propagation along the
engine duct and can be passive or active.1 A passive acoustic
liner has a structure similar to a conventional Helmholtz
resonator. The primary advantage of a passive liner is its
simplicity; however, a passive liner is only effective over a
narrow frequency range �e.g., one octave for single degree
freedom passive liner�.1 Active liner technologies have at-
tracted attention from researchers due to their potential to
attenuate engine noise under different operating conditions
by changing the liner geometry or by using steady bias
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flow.2–4 Although active liners possess a wider operation
bandwidth, they are generally more complex and require a
power supply and external circuitry to power actuators, sen-
sors, and a controller. Some of these issues may be alleviated
by using a conventional battery as the power supply. How-
ever, once the battery is exhausted, replacement can be time
consuming and costly.

An alternative approach is to harvest energy from avail-
able sources surrounding the system and convert it into elec-
trical energy to power the liner system. Possible energy
sources include ambient mechanical vibrations, which can be
reclaimed using piezoelectric materials. Piezoelectric materi-
als can convert mechanical energy into electrical energy via
the direct piezoelectric effect and vice versa through the in-
verse piezoelectric effect.5 While harvesting mechanical en-
ergy from the environment using piezoelectric materials has
been investigated by many researchers,6–17 reclaiming ambi-
ent acoustic energy has received less attention.

This paper presents the development of an energy har-
vester to capture energy from an acoustic field by using an
electromechanical Helmholtz resonator �EMHR�. The
EMHR consists of a narrow neck, backing cavity, and a com-
pliant piezoelectric diaphragm, as shown in Fig. 1.18,19 The
piezoelectric composite diaphragm of the EMHR provides
coupling between the acoustic and electric energy domains.
We have previously reported that the acoustic impedance of
the EMHR can be adjusted by modifying the shunt loads
across the piezoelectric composite diaphragm.18,19 When em-
ployed for energy reclamation purposes, the shunt load of the
EMHR is replaced by a power conversion circuit. The
EMHR can then gather energy from the high intensity acous-
tic field present in the engine nacelle which can reach levels
up to 160 dB �Ref. 20 �Pa�.20 One possible active acoustic
liner system using the EMHR as the primary element is il-
lustrated in Fig. 2. The liner system consists of a group of
energy harvesting EMHRs to supply power, an array of tun-
able EMHRs to suppress the noise, a set of low-power mi-
crophones for sensing, and circuitry for feedback control.
Another possible implementation consists of replacing the
feedback system with a wireless communication transceiver

and switching circuitry with adjustable settings operating in
an open-loop mode to set the desired impedance
conditions.21 For such a system, typical power requirements
range from 0.01 mW for a low power analog switch and a
microcontroller in standby mode to 10 mW for a low power
wireless transceiver during transmit mode.21

The outline of this paper is as follows. Section II briefly
reviews the lumped element model �LEM� of the EMHR that
captures the relevant multi-energy domain physics. In Sec.
III, two energy reclamation circuitries are presented. Sec-
tions IV and V discuss the experimental setup and results,
respectively. Finally, conclusions are provided in Sec. VI.

II. LUMPED ELEMENT MODEL OF THE EMHR

At the low acoustic frequencies investigated in this pa-
per, the dimensions of the EMHR, as listed in Table I, are
smaller than the acoustic wavelength. As such, the dynamic
behavior of the EMHR can be lumped into idealized discrete
circuit elements.22 We have previously presented a detailed
discussion of the LEM of the EMHR including analytical
expressions for all elements, and will only briefly review the
basics here for completeness.19 In the notation below, the
first subscript denotes the energy domain �e.g., “a” for
acoustic�, while the second subscript describes the element
�e.g., “N” for the neck and “C” for the cavity�. An EMHR is
essentially a conventional solid-walled Helmholtz resonator

FIG. 1. Schematic of an EMHR.
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FIG. 2. Schematic of a self-powered active liner system.

TABLE I. Dimensions of the EMHRs �Unit: mm, resolution 0.01 mm�.

Properties Values

Orifice
Radius r 2.42
Length t 3.16

Cavity
Radius R 6.34
Depth L 16.4

Piezoelectric backplate
Radius of the piezoelectric
layer R1

10.1

Thickness of the piezoelectric
layer hp

0.11

Radius of the shim R2 12.4
Thickness of the shim hs 0.18
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possessing a piezoelectric composite diaphragm as illustrated
in Fig. 1. Figure 3 shows the equivalent circuit representation
for the EMHR, where P and Q represent the input pressure at
the entrance of the EMHR and volumetric flow rates, respec-
tively, while V and I represent the output voltage and current,
respectively. The orifice of the EMHR possesses both dissi-
pative �RaN� and inertial �MaN� components, which share the
same volume velocity and are thus connected in series. The
compact cavity is modeled by an acoustic compliance �CaC�
which is loaded by the diaphragm pressure. The
piezoelectric-composite diaphragm is represented by an
acoustic mass �MaD�, radiation acoustic mass �MaDrad�,
damping loss �RaD�, and compliance �CaD�. Electroacoustic
transduction is modeled by an ideal transformer representing
the effective piezoelectric transduction ratio ��� and the elec-
trical blocked capacitance of the piezoelectric diaphragm
�CeB�. All parameters in the LEM can be calculated via ana-
lytical expressions.19,23,24 However, experimental measure-
ments can improve the accuracy of some LEM parameters
such as RaD and �. The damping loss RaD of the piezoelectric
diaphragm may arise from radiation loss, thermo-elastic dis-
sipation, compliant boundaries, and other intrinsic loss
mechanisms that are difficult to evaluate. The damping loss
can be estimated by

RaD = 2��MaD + MaDrad

CaD
, �1�

where � is an experimentally determined damping factor that
can be determined using the logarithmic decrement
method.25 The transduction ratio � is determined by

� =
− da

CaD
=

�− �
0

R2

2�rw�r�dr� V�
P=0

CaD
, �2�

where w�r� is the transverse displacement of the piezoelec-
tric backplate, in this instance due to the application of a
voltage V with zero pressure loading, and da is the effective
acoustic piezoelectric coefficient.24 In general, the analytical
prediction for da differs from the experimentally determined
value because an ideal clamped boundary is difficult to
achieve in practice. Any compliance in the boundaries or
in-plane compressive stress due to mounting may result in an
enhanced da. For more details on the estimation of other
parameters, please refer to Liu et al.19

III. ENERGY HARVESTING CIRCUITRY

As mentioned in Sec. I, the acoustic energy harvester
using an EMHR is comprised of two components, the

EMHR and the power converter. The EMHR transforms in-
cident acoustic energy into electrical energy across the high-
impedance piezoelectric composite diaphragm. The voltage
output from the piezoelectric diaphragm is time varying and
is not a feasible power source for most electronics. It is
therefore necessary to utilize a power converter �i.e., energy
harvesting circuitry� to condition the energy generated by the
EMHR and to ensure that maximum power is delivered to
the load.9,26 Two power converters, a direct charging circuit
and a flyback converter, are considered.

The direct charging circuit, shown in Fig. 4, is the sim-
plest energy harvesting configuration. The direct charging
circuit consists of a full-bridge rectifier, large filter capacitor
Crect, and a resistive load Rload, representing the circuit to be
powered. Specifically, the diode bridge rectifies the ac volt-
age, and the filter capacitor smoothes the output to generate a
constant dc voltage for the load. The voltage across Rload is
comprised of an average component, 	Vout
, and a ripple
component, Vout� �i.e., Vout= 	Vout
+Vout� �. If the filter capaci-
tor is large enough such that the time constant RloadCrect is
much larger than the oscillation period of the EMHR, Vout� is
negligible and 	Vout
 is independent of Crect.

27 Such is the
case in this work.

For the direct charging circuit connected to a resistive
load, the power delivered to the load is defined as the prod-
uct of the current through the resistor, Iload, and the voltage
across it. The amount of power delivered to the load is a
function of the load resistance and is governed by Ohm’s
Law, Vout= IloadRload. As Rload approaches a short circuit
�Rload→0�, then Vout→0, as does the output power. Simi-
larly, as the resistance is increased and approaches an open
circuit �Rload→��, Iload→0 and, again, there is no power
transfer. Between these two extreme cases, the voltage and
current are nonzero, and some power is delivered to the load.
There exists an optimal resistance, Ropt, where the product of
the voltage and current is maximized. Typically, Rload

changes for different electronic devices, such as sensors,
transceivers, and microprocessors. The direct charging cir-
cuit efficiency decreases when Rload deviates from Ropt.

Another common configuration for energy harvesting
applications is realized by replacing the load resistance in
Fig. 4 with a battery. This implementation is useful when it is
desirable to store the harvested energy for extended periods.
A battery cannot be modeled by a simple resistor, so the
concept of Ropt is not tractable. A better model for a simple
battery is a dc voltage source. The load condition for maxi-
mum power transfer then becomes an optimal voltage con-
dition, Vopt. The two optimal conditions, Ropt and Vopt, are
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FIG. 3. Multi-energy domain equivalent circuit representation for an EMHR
connected to passive loads or an energy harvesting converter.
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FIG. 4. Equivalent circuit representation in the electrical domain for an
EMHR connected to a direct charging circuitry �Ref. 29�. Used with permis-
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consistent for the resistive load case. With the exception of
the short and open circuit loads, for each value of Rload, a
real, nonzero voltage, Vout, occurs across the load. When
Rload equals Ropt, the power transfer will be maximized, and
the corresponding value of Vout will equal Vopt. For direct
charging using a resistive load, Ropt and Vopt refer to the same
load condition and can be used interchangeably. When using
a battery load, however, the optimal condition will be con-
strained to Vopt. As in the resistive case, when the battery
voltage does not equal Vopt, a load mismatch will limit the
transfer of power.

The mismatch problem associated with the direct charg-
ing circuitry is alleviated by using a flyback converter be-
tween the rectifier and the load, as shown in Fig. 5. The
flyback converter introduces an intermediate circuit which
decouples the direct charging circuit from the actual load.
When the flyback converter operates in discontinuous con-
duction mode �DCM�, the input impedance of the flyback
converter is resistive and independent of Rload.

28 Thus by
tuning the input impedance of the flyback converter to Ropt,
the optimal load condition is achieved. Since the input im-
pedance of the flyback converter is independent of the output
load, the optimal load condition will be maintained even if
the actual load changes.

As shown in Fig. 5, the flyback circuit consists of a
switching metal-oxide-semiconductor field-effect transistor
�MOSFET� M1 with associated pulse-width-modulation
�PWM� control electronics, diode D5, coupled inductor L1,
and large filter capacitor C2.29 Operation of the flyback con-
verter in DCM can be divided into three stages. During the
first stage, the control electronics close the MOSFET switch
and current flows through the primary side of the trans-
former. This stage continues for a time d�Ts, where d is the
duty cycle of the PWM signal, and Ts is the switching period
of the converter. Due to the polarity of the transformer, diode
D5 prevents current from flowing out of the secondary side

of the transformer, and the EMHR energy is stored as current
on the transformer. The second and third stages comprise the
remainder of the switching period, �1−d��Ts. During the
second stage, the MOSFET switch opens, and current now
flows out of the secondary side of the transformer and into
Rload. Since the flyback is operating in DCM, the energy
stored on the inductor will be completely discharged by the
end of the second stage. The third stage is marked by the
absence of current in either side of the transformer. A de-
tailed analysis of the flyback converter operating in DCM is
provided by Chen and Ngo.28 The average input impedance
of the flyback converter operating in DCM is purely resistive
and electronically controllable via d, Ts, and L1. The input
impedance of the flyback converter, RinF, is given as28

RinF =
2L1

Tsd
2 . �3�

In general, Ts and L1 are fixed for a specific flyback con-
verter. Thus, by adjusting d of the PWM control signal, RinF

can be tuned to Ropt, and the condition for maximum power
transfer can be achieved.

IV. EXPERIMENTAL SETUP

The experimental setup of the energy harvester using an
EMHR is shown in Fig. 6. The dimensions of the EMHR and
the material properties of the piezoelectric backplate are
listed in Tables I and II, respectively. The experimental setup
is similar to the acoustic impedance measurements of a tun-
able EMHR with two exceptions.19 First, the EMHR is con-
nected to a power converter instead of a passive load. Sec-
ond, a single tone �i.e., a sine wave� is used to excite the
EMHR. The frequency of the single tone coincides with one
of the resonant frequencies of the EMHR.

rectC
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5D

1:1

1D 3D

2D 4D
1M

+

−

ou tV
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FIG. 5. Equivalent circuit representation for an EMHR connected to a fly-
back converter after the rectifier �Ref. 29�. Used with permission.
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FIG. 6. Schematic of the experimental setup.

TABLE II. Materials parameters for the piezoelectric backplate.

Piezoceramic �APC 850�
Young’s modulus �N /m2� Ep 6.3E10
Poisson’s ratio �p 0.31
Density �kg /m3� �p 7700
Relative dielectric constant 	r 1750
Piezoelectric strain constant �pC/N�d31 −175

Shim �260 half hard brass�
Young’s modulus �N /m2� Es 11.0E10
Poisson’s ratio �s 0.38
Density �kg /m3� �s 8530
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Four sets of experiments were performed. First, the reso-
nant frequencies of the open-circuit EMHR were determined.
A pseudo random signal was bandpass filtered from
300 Hz to 6.7 kHz �
f =2 Hz� to excite the EMHR. Mean-
while, the acoustic input pressure, P, at the entrance of and
the electrical output voltage across the EMHR were recorded
using the Brüel and Kjær �B&K� PULSE Multi-Analyzer
System Type 3560. Note that the acoustic input pressure was
the summation of the incident and reflected acoustic pressure
at the entrance of the EMHR. A fast Fourier transform �fre-
quency span 3.2 kHz, center frequency 1.9 kHz, 1600 lines,
and 3000 ensemble averages� was performed on each signal.
The frequency response function �FRF� between the output
voltage and the total acoustic input pressure was calculated.
The FRF curve exhibited two peaks which coincided with
the two resonant frequencies of the open-circuit EMHR.

Once the resonant frequencies of the open-circuit
EMHR were determined, a sinusoidal signal was used to
excite the EMHR connected to the energy converter. In this
work, the frequency of the sinusoidal signal was set to the
second resonant frequency of the open-circuit EMHR.19 The
second resonant frequency of the EMHR is associated with
the resonant frequency of the piezoelectric diaphragm. Three
power levels were then measured as a function of the sound
pressure level �SPL� of the acoustic input wave at the en-
trance of the EMHR: �1� the power dissipated in purely re-
sistive loads via the direct charging circuitry; �2� the power
delivered to a rechargeable battery via the direct charging
circuitry; and �3� the power delivered to the battery via the
rectifier-flyback converter. In the first case, for a given inci-
dent SPL, Ropt was determined as the load resistance at
which the dissipated power was maximized. The power dis-
sipated in the resistor is

Wout =
	Vout
2

Rload
�4�

since the ripple component of the output voltage, Vout� , was
negligible. When using a rechargeable battery to store the
harvested energy, the power delivered to the battery �Wout�
was measured as the product of the dc battery voltage and
the dc current flowing into the battery. For the rectifier-
flyback converter, the input impedance of the flyback con-
verter was tuned to Ropt by adjusting d.

Additionally, the standard two-microphone method was
used to determine the acoustic input impedance of the
EMHR, ZaIN.30,31 Once the acoustic impedance of the EMHR
is known, the incident acoustic power of the incident plane
wave in the PWT is then calculated as

WIn =
�P�2

2�ZaIN��1 − ��ZaIN − �0c0/AD�/�ZaIN + �0c0/AD��2�

�cos � , �5�

where � is the phase angle of ZaIN, �0c0 is the characteristic
impedance of air, and AD is the cross-sectional area of the
plane wave tube �PWT�. Note that the net power into the
EMHR was less than the incident acoustic power calculated
via Eq. �5� since a portion of the incident acoustic power was
reflected by the EMHR. The overall power harvesting effi-

ciency, �overall, is the ratio of the output power to the incident
acoustic power,

�overall =
Wout

WIn
. �6�

Some intermediate system efficiencies were determined as
well. For instance, the acoustic transmission efficiency,
�acoustic, is the ratio of the acoustic power flowing into the
EMHR to the total incident acoustic power

�acoustic = 1 − �ZaIN − �0c0/AD

ZaIN + �0c0/AD
�2

. �7�

The EMHR conversion efficiency, �EMHR, is defined as the
ratio of the electrical output power from the EMHR to the
acoustic input power into the EMHR,

�EMHR =
WEMHR

WIn�acoustic
, �8�

where WEMHR is the electric output power measured across
the EMHR output terminals. The power conversion effi-
ciency of the flyback connected to the rectifier, �rectifier+flyback,
is

�rectifier+flyback =
Wout

WEMHR
. �9�

Clearly, from Eqs. �6�–�9�, the overall power harvesting ef-
ficiency is given by the product of the intermediate efficien-
cies

�overall = �acoustic�EMHR�rectifier+flyback. �10�

V. RESULTS AND DISCUSSION

Prior to demonstrating acoustic energy harvesting using
the EMHR, the resonant frequencies of the open-circuit
EMHR were determined. Figure 7 shows the measured fre-
quency response function �FRF� between the output voltage
and the input acoustic pressure signal for the open-circuit
EMHR and the predicted result using the LEM of the
EMHR. The theoretical values were calculated using the ex-
perimentally extracted da and  �i.e., da=71.4e−12 m3 /V
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FIG. 7. The frequency response function �FRF� between the output voltage
and total acoustic input pressure for the open-circuit EMHR.

J. Acoust. Soc. Am., Vol. 123, No. 4, April 2008 Liu et al.: Energy harvesting using electromechanical Helmholtz resonator 1987



and =0.01 in this study�. The FRF curve shows two peaks.
Due to the weak coupling between the piezoelectric dia-
phragm and the Helmholtz resonator,19 the first peak is asso-
ciated with the solid-walled Helmholtz resonator and occurs
around 1732 Hz. The second peak is associated with the
resonant frequency of the piezoelectric backplate of the
EMHR and occurs at 2646 Hz.

A single tone sine wave at 2646 Hz was used to excite
the EMHR, which was connected to a variety of resistive
loads as shown in Fig. 4. Figure 8 shows the measured out-
put power delivered to varying resistive loads for a 140 dB
SPL input wave and the theoretical power calculated from an
equivalent circuit simulation using SABER.32 Good agree-
ment is obtained between the measurement and the EMHR/
power converter model. The resistance, Ropt, for maximum
output power was found to be 20 k�.

In subsequent experiments designed to investigate en-
ergy harvesting to a battery load in a controlled manner with-
out the uncertainty due to changing battery voltage levels, a
dc voltage supply was used instead of a resistive load. The dc
voltage is set to 2 V and kept constant during the experi-
ment. The EMHR was connected to a flyback converter
through the diode rectifier as shown in Fig. 5. Based on the
results of the previous experiment, the input impedance of
the flyback circuit was set to 20 k�. The specific component
values used for the power converter are shown in Table III.
The input acoustic wave was steadily increased in amplitude
from 140 to 161 dB. The output current into the dc voltage
supply was measured. The power delivered to the dc voltage
supply load was then calculated as the product of the dc

voltage and current, as shown in Fig. 9. The figure also
shows the electric output power delivered to the same load
using the direct charging method for comparison. The output
power curves predicted using SABER circuit simulations for
both methods are also included in Fig. 9. The higher output
power levels predicted for the rectifier-flyback configuration
are most likely due to unmodeled parasitic losses of the fly-
back. Uncertainty in the LEM parameters due to device non-
linearity also introduces some error. At 161 dB, the measured
output power saturated, which is most likely associated with
the magnetic core saturation of the flyback transformer. The
results indicate that the flyback converter achieves greater
output power delivered to the load than the direct charging
method, which is due to the impedance matching inherent in
the flyback circuit topology. Specifically, in comparison with
the direct charging method, at an incident SPL of 161 dB, the
flyback reclaims 260% more power.

Figure 10 shows the overall power harvesting efficiency,
�overall, of the EMHR connected to the flyback converter
after the diode rectifier as a function of acoustic input pres-
sure. Figure 10 also includes intermediate efficiencies of the
system. The data show that the overall efficiency varied from
6% to 1.5% for acoustic input pressures between 145 and
161 dB. Some factors that contribute to the low efficiency
include the acoustic impedance mismatch of the EMHR with
the acoustic PWT and energy losses in the system, such as
the acoustic damping loss at the orifice of the EMHR, the
electrical energy dissipated by the diodes, and the electrical
energy required by the PWM controller of the flyback con-

TABLE III. Circuit parameters and component values for the flyback converter.

Parameter/Component Symbol Value Manufacturer

Duty cycle d 6.0% —
Switching frequency fs 5.2 kHz —
Inductor L1 6.8 mH Coilcraft
Input resistance RinF 12 k� —
MOSFET M1 BSS138 Fairchild
Diode D5 BAT54 Fairchild
Output capacitor C2 220 �F Panasonic
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FIG. 8. The output electric power delivered to resistive loads connected to
the EMHR through the rectifier for an incident SPL of 140 dB.
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verter. The decrease in EMHR efficiency at high SPL is
mainly attributed to the nonlinearity of the orifice resistance
of the EMHR which increases when the SPL increases. The
drop in the efficiency of the flyback converter at high SPL is
caused by increased conduction losses. At low SPL, the cur-
rents flowing through the flyback are reduced, and energy
dissipated through Joule heating is low. However, as the SPL
approaches 160 dB, the current increases and the parasitic
resistances in the MOSFET and inductor dissipate more en-
ergy as heat.

VI. CONCLUSIONS

The feasibility of acoustic energy reclamation using an
electromechanical Helmholtz resonator has been demon-
strated. Experimental investigation shows that the EMHR
connected via the flyback converter is more effective in re-
claiming energy than the direct charging method due to the
impedance matching inherent in the flyback circuit topology.
The harvested energy using the flyback converter increases
by as much as 260% compared to the direct charging circuit
when the same incident acoustic SPL of 161 dB is applied.
The electrical output power harvested at 161dB SPL is ap-
proximately 30 mW. This continuous power level is suffi-
cient for many low power electronics and sensors, including
low power rf transceivers �20 mW for transmit and 0.2 mW
for receive� operating at intermediate frequencies
�300–1000 MHz� and low power analog switches �less than
10 �W� which are key components necessary for wireless
self-powered acoustic liners.21
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Sound field reproduction has applications in music reproduction, spatial audio, sound environment
reproduction, and experimental acoustics. Sound field reproduction can be used to artificially
reproduce the spatial character of natural hearing. The objective is then to reproduce a sound field
in a real reproduction environment. Wave field synthesis �WFS� is a known open-loop technology
which assumes that the reproduction environment is anechoic. The room response thus reduces the
quality of the physical sound field reproduction by WFS. In recent research papers, adaptive wave
field synthesis �AWFS� was defined as a potential solution to compensate for these quality
reductions from which WFS objective performance suffers. In this paper, AWFS is experimentally
investigated as an active sound field reproduction system with a limited number of reproduction
error sensors to compensate for the response of the listening environment. Two digital signal
processing algorithms for AWFS are used for comparison purposes, one of which is based on
independent radiation mode control. AWFS performed propagating sound field reproduction better
than WFS in three tested reproduction spaces �hemianechoic chamber, standard laboratory space,
and reverberation chamber�. © 2008 Acoustical Society of America. �DOI: 10.1121/1.2875844�

PACS number�s�: 43.38.Md, 43.60.Tj, 43.50.Ki �AJZ� Pages: 1991–2002

I. INTRODUCTION

With the constantly evolving digital signal processing
and the relatively recent advent of multichannel audio, spa-
tial audio has gained more attention in the past decades from
researchers and practitioners for applications such as high-
fidelity sound reproduction, music reproduction, virtual real-
ity display, interactive multisensory environments, auraliza-
tion, and sound installations �Camurri and Ferrentino, 1999;
Epain et al., 2004; AES Staff Writer, 2005; Woszczyk et al.,
2005; Keller et al., 2006; Blesser and Salter, 2007�. The in-
terest in immersion and convincing multisensory environ-
ments is not new �Grau, 2003� and various techniques for
spatial audio have been introduced in the past �Kendall,
1995; Verheijen, 1997; Poletti, 2000; Rumsey, 2001; Davis,
2003�.

Within spatial sound, sound field reproduction methods
attempt to reproduce physical stimulus �wave field�, thereby
avoiding any perceptual considerations in the implementa-
tion. Sound field reproduction was investigated by research-
ers in the past decades �Berkhout et al., 1993; Nelson et al.,
1997; Verheijen, 1997; Poletti, 2000; Choi and Kim, 2004;
Epain et al., 2004; Takane and Sone, 2004; Keller et al.,
2006�. One of the most active and recent related matters is
room compensation �Spors et al., 2003; Gauthier et al.,
2005a; Betlehem and Abhayapala, 2005; Spors et al., 2005;
Fuster et al., 2005; Gauthier and Berry, 2006�, which is es-
sential for sound field reproduction in a real reproduction
space on the basis of objective, physically measurable, per-
formances. This is especially true when acoustical treatment

of the reproduction space is not possible, like for sound field
reproduction in vehicle mock-ups where the visual reproduc-
tion of the original space is important.

This paper deals with the problem of sound pressure
field reproduction using adaptive digital signal processing
applied to adaptive wave field synthesis �AWFS� �originally
introduced by Gauthier et al. �2005b��. More specifically it
validates by experiments the AWFS concept.

The concepts and results shown in this paper are not
limited to audio applications. Indeed, sound field reproduc-
tion may also be applied to experimental acoustics �Veit and
Sander, 1987; Bravo and Elliott, 2004�, psychoacoustics
�Epain et al., 2004; Keller et al., 2006�, and sound environ-
ment reproduction or even used as a vibroacoustics design
tool. These are promising applications of sound field repro-
duction.

This paper is divided in four parts. In Sec. I, sound field
reproduction, WFS, and AWFS are described. The complete
experimental procedures and setups are described in Sec. II.
Results of experiments with AWFS are then reported in Sec.
III for three different reproduction spaces. Section IV dis-
cusses the results and exposes our conclusions.

A. Sound field reproduction

The main objective of sound field reproduction can be
generally stated as the aim to recreate a given acoustical
property of the sound field, such as sound pressure, sound
intensity �Choi and Kim, 2004; Merimaa and Pulkki, 2005�,
spatial diffuseness �Merimaa and Pulkki, 2005�, etc., over an
extended region of space. This can be achieved using a re-
production system including electroacoustical sources and
receivers, signal processing, and the desired physical targeta�Electronic mail: philippe�aubert�gauthier@hotmail.com
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description. In several of these cases, use of adaptive filtering
implies the minimization of a cost function which is repre-
sentative of this reproduction objective �Gauthier et al.,
2005a; Gauthier and Berry, 2006�. Adaptive signal process-
ing for spatial sound reproduction has been considered in
various forms by researchers �Asano and Swanson, 1995;
Takane et al., 1999; Radlović et al., 2000; Santillań, 2001;
Epain et al., 2004; Choi and Kim, 2004; Gauthier et al.,
2005b; Spors et al., 2005; Gauthier and Berry, 2006�.

B. Wave field synthesis

WFS research started with the theoretical propositions
by Berkhout �Berkhout et al., 1993; Verheijen, 1997; Start et
al., 1999�. From the simple source formulation of the
Kirchhoff–Helmholtz integral theorem �Williams, 1999�,
WFS operators are designed to “link” a given simple virtual
source �typically creating spherical or plane wave in an hori-
zontal plane, the listening plane�, fed by a monophonic sig-
nal, to a loudspeaker array which reproduces the acoustic
field of the virtual source �that is the target, or virtual, sound
field�. A schematic and simplified representation of the prob-
lem is shown in Fig. 1. The problem is usually limited to
reproduction in the horizontal plane with a finite number of
discrete reproduction sources using appropriate simplifica-
tions of the integral formulation �Verheijen, 1997�. WFS
studies have investigated: spatial aliasing �de Vries et al.,
1994; Start et al., 1995; Spors and Rabenstein, 2006; Corteel,
2006a�, objective performance, room effect, �Klehs and
Sporer, 2003; Sporer and Klehs, 2004�, acoustic room com-
pensation �Spors et al., 2003, 2005; Fuster et al., 2005�, WFS
equalization �Corteel, 2006b�, and more.

On one hand, the benefit of current WFS prototypes is
their effectiveness in transmitting a spatial impression �in
terms of sound localization� over a broad area surrounded by
loudspeakers. On the other hand, WFS drawbacks are related
to the definition of the synthesis operators: The reproduction
room response or electroacoustical system limits �Corteel,
2006b� are not considered in the definition of WFS. The
typical WFS system is consequently based on an open-loop
architecture assuming a free field as the reproduction space.

Active room compensation or system equalization for WFS
is an active research topic for objective sound field reproduc-
tion in real room �Elliott and Nelson, 1989; Asano and
Swanson, 1995; Bouchard and Quednau, 2000; Santillań
2001; Spors et al., 2003; Gauthier et al., 2005b; Spors et al.,
2005; Fuster et al., 2005; Corteel, 2006b�.

To lighten the present paper, which focuses on experi-
mental results, the readers are referred to Verheijen �1997�
for a more detailed review of WFS. A complete description
of WFS adapted to the specific problem of AWFS was pub-
lished by Gauthier and Berry �2006�.

C. Adaptive wave field synthesis and independent
radiation mode control

In a recent paper �Gauthier and Berry, 2006�, AWFS was
suggested as a practical compromise between WFS and ac-
tive room compensation that usually requires a large amount
of sensors. AWFS is based on a cost function to be mini-
mized. Although implemented here in a specific configura-
tion, the AWFS concept described by this cost function can
readily be applied to any configuration. The cost function is
a quadratic function of: �1� the reproduction errors and �2�
the adaptive filters departure from the WFS solution �ex-
pressed as a set of finite impulse response �FIR� filter coef-
ficients�. The penalization of the departure from the WFS
filters is what makes AWFS original in comparison with
other research done on sound field reproduction using active
noise control techniques. The interest of such an approach
stems from a simple observation: The direct sound field re-
produced by WFS approaches the virtual sound field
�Gauthier and Berry, 2007� and then allows for proper sound
localization �on the basis of precedence effect �Blauert,
1999��. Accordingly, WFS can be taken as a starting point or
an a priori solution for the adaptive algorithm which will
minimize the reproduction errors caused by the room re-
sponse. Moreover, the weighted penalization of any depar-
ture from the WFS solution may prevent the degradation of
sound localization since it limits the contribution of the sec-
ondary sources which are normally not activated by the WFS
solution, given the fact that the WFS solution already con-
tains spatial information that cannot be completely measured
using a limited number of error microphones. For example,
when using more reproduction sources than error sensors, the
WFS solution contributes to the proper reconstruction of the
direct sound field outside the control region defined by the
error sensor locations �Gauthier and Berry, 2006�. Finally,
this penalization, which is controlled by a set of penalization
parameters, can be used to control the balance between a
purely WFS solution and a “closed-loop realization of Am-
bisonics sound field reproduction” �Gauthier and Berry,
2006�.

This specific definition of a cost function for a multi-
channel adaptive system leads to a simple modification of the
leaky filtered-reference least-mean-square �FXLMS� algo-
rithm �Elliott, 2001�. The modification is the inclusion of the
WFS solution in the adaptation rule. Here, we will refer to
modified FXLMS for AWFS when this algorithm is used.

Via the singular value decomposition �SVD� of the plant
matrix �frequency response functions �FRFs� between repro-

FIG. 1. Term convention for WFS definition. The virtual source is located in
x0. L is the reproduction source line, the virtual source is on the left of the
source line and the reproduction space is on the right of the source line. All
sources and sensors are located in the x1–x2 plane.
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duction sources and error sensors� involved in AWFS, it was
shown that the underlying AWFS mechanism is the indepen-
dent control of radiation modes �Gauthier and Berry, 2006�
using plant decoupling. It is also related to the Principal-
Components LMS �PC-LMS� algorithm �Cabell and Fuller,
1999�. This suggested a practical implementation of AWFS
signal processing which had already been textually described
by Gauthier and Berry �2006�. �This reference on signal pro-
cessing for AWFS should suffice for the purpose of this pa-
per, see also Gauthier and Berry �2008��. In the case of
AWFS based on independent radiation mode control, a set of
analysis filters is used to transform the sound pressure in the
SVD basis and a set of synthesis filters is used to create the
loudspeaker signals from the SVD basis. In this transformed
domain a set of single-channel independent adaptive filters
operate to control each radiation mode individually. This re-
duces the computational burden and allows for a fine tuning
of the convergence properties of the algorithm �i.e., indepen-
dent fine tuning of the radiation modes convergence proper-
ties�. Adaptive sound reproduction using plant decoupling
via SVD was already proposed by Bai and Elliott �2004� via
simulations for cross-talk cancellation. The main differences
between Bai’s work and the present paper are �1� the experi-
mental application to sound field reproduction, �2� further
considerations for the proper construction of the synthesis
and analysis filters from a signal processing perspective, and
�3� the inclusion of an a priori solution �the WFS solution�.
The inclusion of the WFS solution in the cost function
�Gauthier and Berry, 2006� significantly changes the algo-
rithm since the WFS solution must be projected on the SVD
basis �radiation mode synthesis filters and nullspace synthe-
sis filters�. The proper construction of the synthesis and
analysis filters is also what make this paper on AWFS origi-
nal. Moreover, this construction of the synthesis and analysis
filters had proven to be of critical importance for the efficient
projection of the WFS solution on the SVD basis. However,
such detailed considerations for signal processing are beyond
the scope of this paper.

In this paper, the performance of AWFS based on modi-
fied FXLMS and independent radiation mode control algo-
rithms is derived from experiments with a real AWFS system
in three different acoustical situations. This paper therefore
validates the AWFS concepts, previously investigated in
theory �Gauthier and Berry, 2006�. See Elliott �2001� for a
general review on adaptive filtering for active noise control
and sound field reproduction.

II. EXPERIMENTAL PROTOCOL

A. Experimental setups

The tested system includes 24 reproduction sources and
4 reproduction error sensors. The complete system is shown
in Fig. 2. The reproduction sources create a 2-m-diam circu-
lar array in the horizontal plane. Sources are separated by
26 cm, thus giving an approximate minimal spatial aliasing
frequency of 634 Hz �� /2=26 cm, where � is the acoustical
wavelength� �Spors and Rabenstein, 2006�. This minimal
spatial aliasing frequency gives the frequency range of focus
for the experiments. Above the spatial aliasing frequency, the

sound field reconstruction is impossible over the reproduc-
tion region. The error microphones form a cross, in the same
horizontal plane as the reproduction sources, and their sepa-
ration distance along x1 and x2 axes is 17.5 cm. Sources and
sensors stand 1.22 m above the floor.

The loudspeakers are studio monitors �amplified two-
way cabinets�. The error sensors are 1 /4 in. electret micro-
phones. For the off-line broadband AWFS implementation,
the loudspeakers and the microphones are connected to a
signal conditioner and a computer using a sound card �24
analog inputs and 24 analog outputs�. In this setup, the
AWFS signal processing operates off-line. The setup is sche-
matically shown in Fig. 3�a�. For the second setup involving
harmonic target wave fields, the loudspeakers and micro-
phones are connected to reconstruction and antialiasing fil-
ters �440 Hz low-pass, eighth order, Butterworth�, respec-
tively, before being connected to a digital signal processing
station used for on-line harmonic AWFS. The station is built
around a Texas Instrument TMS320C40 floating point digital
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FIG. 2. Schematic AWFS setup made of 24 reproduction sources, 4 repro-
duction error sensors, and 8 monitoring sensors. ��� Typical virtual source
position.

FIG. 3. Schematic representation of the AWFS instrumentations, �a� Broad-
band and �b� harmonic.
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signal processor. The setup is shown in Fig. 3�b�. The experi-
mental methods differ for these two setups. The system is
pictured in Fig. 4.

B. Methods of experiments

Two types of reproduction methods and experiments are
reported. As for the first type, the AWFS algorithms operate
off-line. In this case, the experimental procedure is: �1� iden-
tification of the plant impulse responses �from all reproduc-
tion sources to all error sensors�. Sweep-sine identification
was used to cover from 0 to 600 Hz. The number of coeffi-
cients varies according to the reproduction environment. �2�
Off-line running, by simulation, of the AWFS algorithms tex-
tually described by Gauthier and Berry �2006�. �3� Render-
ing, with the real electroacoustical system, of the AWFS so-
lution after convergence of the control filters. �4�
Measurement of the reproduced sound fields. The reproduced
sound field measurements are based on reproduced impulse
responses �from the reference signal to the eight monitor
microphones �see Fig. 2��. Broadband AWFS results shown
in Sec. III include measurements of the reproduced sound
fields using swept sines.

As for the second type of reproduction methods and ex-
periments, the objective is to evaluate the performance of
AWFS with an on-line adaptation system. To reach this goal,
several practical trade-offs are included to reduce the com-
putational burden so that on-line adaptation can be per-
formed using the available hardware. In the case of harmonic
sound field reproduction, all the AWFS filters �including
adaptive filters, target operators, synthesis, and analysis fil-
ters� are implemented using two-coefficient FIR filters. The
algorithm then approaches the PC-LMS algorithm �Cabell
and Fuller, 1999� with a supplementary penalization term
and an a priori solution. In this very specific situation, the
computational load is drastically reduced and on-line adap-
tation is possible using the algorithms as textually described
by Gauthier and Berry �2006�.

For both types of AWFS realization, the convergence
coefficients used in the adaptive algorithms are set near the
maximum values, which guaranteed stability and conver-
gence of the adaptation.

III. AWFS EXPERIMENTS

A. Acoustical characteristics of the reproduction
rooms

The three reproduction environments were selected to
cover a large spectrum of reverberation properties. These en-
vironments are: �1� a hemianechoic chamber, �2� a standard
laboratory space, and �3� a reverberation chamber.

The hemianechoic chamber �Fig. 4� has a volume of
125 m3 �6.55�6.25�3.05 m� with a floor surface of 41 m2.
A typical frequency response function �FRF� �transfer func-
tion between a reproduction source and an error microphone�
is shown in Fig. 5. In this situation, the FRFs are smooth and
the dip around 310 Hz is created by the destructive interfer-
ence with the floor reflection at this frequency. In the hemi-
anechoic chamber, the error sensor signals are mostly domi-
nated by the direct sound field of the reproduction sources.

The volume of the standard laboratory space is 469 m3

�8.23�14.02�4.06 m� with a floor surface of 115 m2. The
typical FRF shown in Fig. 5 is more complex and shows
various dips. The reverberation radius �the distance from the
source at which the sound pressure level of the direct sound
field is equal to the sound pressure level of the diffuse sound
field� was estimated to be more than 1.4 m with broadband
noise �audio bandwidth�. The approximation of the rever-
beration radius is derived from the spatial sound pressure
level decay curve from an omnidirectional loudspeaker array.
The mean curve was estimated from four measurement lines
in the horizontal plane �1.22 m above the floor� randomly
selected in the room. From the mean curve, the sound source
power level is computed from the measured direct sound
field using a curve fitting with a theoretical free-field decay
curve. The homogeneous reverberation level is evaluated
from the last part of the decay curve. The approximation of
the reverberation radius is then derived from the crossing of
this homogeneous level and the theoretical free-field decay
curve for the approximated sound source power level. Given
a reverberation radius of more than 1.4 m in this laboratory
space, the error sensors �at 1 m of the reproduction sources�
are exposed to the direct sound field of the reproduction
source and the field reflected by the room walls with a well-
balanced proportion �in comparison with the hemianechoic
space�.

FIG. 4. Experimental AWFS setup in the hemianechoic chamber.
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The volume of the reverberation chamber is 142 m3

with a floor surface of 46.5 m2 �7.5�6.2�3.05 m�. Several
sheets of damping material were placed in corners of the
room to reduce the excessively long reverberation time. The
typical FRF shown in Fig. 5 has gains that vary strongly with
frequency and the transitions from frequency to frequency
are very sharp. The reverberation radius was estimated to be
between 0.45 and 0.51 m for broadband signal. Therefore, in
this highly reverberant space, the error sensors are mostly
exposed to the diffuse sound field of the reproduction
sources. This is an hostile environment both for WFS and
AWFS.

B. Hemianechoic space

1. Broadband AWFS

The broadband off-line demonstration of AWFS is inter-
esting because it validates the complete AWFS concept, as
described in previous papers �Gauthier and Berry, 2006�. The
broadband nature of the off-line system places a general
point of view on the results.

In a preliminary stage, the system FRFs are identified
using swept sines with an average over 200 realizations. The
resulting impulse responses include 256 coefficients. The
sampling rate is 1200 Hz for all the broadband experiments.
Using the identified plant, the modified FXLMS algorithm
can readily be applied �Elliott, 2001; Gauthier and Berry,
2006�.

The independent radiation mode control implementation
requires an additional initialization step. Singular value de-
composition of the system plant in the frequency domain is
achieved as textually described by Gauthier and Berry
�2006� for each frequency. This gives the radiation modes
�source modes, singular values, and pressure modes� at each
frequency. Radiation mode reordering and phase optimiza-
tion algorithms are then applied in the frequency domain to
smooth the source and pressure mode phase responses. This
creates a novelty in comparison with Bai’s work with broad-
band plant decoupling �Bai and Elliott, 2004�. Inverse
discrete-time Fourier transform is then applied to obtain the
synthesis filters and analysis filters �to move to and from the
SVD basis� in the time domain for AWFS based on indepen-
dent radiation mode control. Note that using such synthesis
and analysis filters, the plant is uncoupled but not whitened.
The synthesis filters �Gauthier and Berry, 2006� for the first
four source modes are shown in Fig. 6. Each group of syn-
thesis filters �there are 4 groups of 24 filters� produces one of
the source modes at the reproduction source array. The
analysis filters for the four pressure modes are shown in Fig.
7. Each group of analysis filters �there are 4 groups of 4
filters� transforms the physical acoustical pressures in the
pressure mode basis �SVD basis�. Interestingly, the synthesis
and analysis filters show a sharp concentrated time response:
Time leakage is reduced in comparison with SVD filters pre-
sented by Bai and Elliott �2004�, thanks to the radiation
modes reordering and to the phase optimization algorithms.

Figure 8 shows the reproduced impulse responses �from
the virtual source to the monitoring sensor array shown in
Fig. 2� for WFS. The transfer function units are 1 /m �sound

pressure �Pa� divided by virtual monopole amplitude
�Pa m��. The virtual source is a spherical source located at
xo= �0,4 ,0� m. Clearly, the direct field of the reproduced
impulse responses approaches the target impulse responses.
After the direct wave front passage, the reflection from the
floor appears and instants later the low frequency echo of the
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hemianechoic chamber impinges the monitoring array. This
echo is caused by the chamber which is hemianechoic only
above 150 Hz. Moreover, another physical imperfection of
the WFS reproduced sound field appears: The direct wave
front has an undesirable coloration �the impulse is spread
over two or three samples, passing from positive to negative
values�, possibly caused by the loudspeaker response or the
WFS approximations.

The convergence coefficient was set to 0.00001 for the
modified FXLMS algorithm. The convergence coefficient
��m�, for the independent radiation mode control algorithm,
were set to �1=0.0001, �2=�3=0.0004, and �4=0.002 for
the four radiation modes, where the subscript indicates the
radiation mode number. The penalization parameter for the
FXLMS algorithm was set to �=20 �Gauthier and Berry,
2006�. The penalization parameters for the AWFS based on
independent radiation mode control were �1=2, �2=�3=0.2
and �4=0.1.

The impulse responses reproduced by AWFS are shown
in Fig. 9�a� by FXLMS and Fig. 9�b� by independent radia-
tion mode control. Clearly, the imperfections of WFS shown
in Fig. 8 are partly corrected by AWFS even outside the error
sensor array �note that the two central monitors �see Fig. 2�
correspond to two of the error sensors�. Both the modified
FXLMS and independent radiation mode control algorithms
reduce these imperfections. The floor reflection is attenuated
and the low frequency echo disappears from the sound field
reproduced by AWFS. Moreover, the direct sound field re-
produced by AWFS is closer to the target wave field than the
sound field reproduced by WFS. Therefore, AWFS compen-
sates for the room effects, for the loudspeaker colorations,
and for some classical WFS approximations which introduce
supplementary physical errors in the reproduced sound field.

According to Fig. 9, the independent radiation mode
control algorithm �Fig. 9�b�� achieves a better sound field
reproduction than the FXLMS algorithm �Fig. 9�a�� at the
farther monitoring sensors. This is visible for the direct
sound field reproduced by independent radiation mode con-
trol, in which case the negative sign excursion of the impulse
responses one or two samples after the direct wave front

passage is drastically reduced for nearly all monitoring sen-
sors. This is due to the ability to fine tune each of the radia-
tion modes with the independent radiation mode controller
realization of AWFS. In the FXLMS case, the higher-order
radiation modes are often far too penalized and their possible
beneficial contribution in the sound field reproduction pro-
cess is greatly diminished. Further explanations are pre-
sented in Sec. III D.

A different representation of the results allows for a gen-
eral comparison between WFS and the two AWFS algo-
rithms in terms of the reproduction error reduction as a func-
tion of space. Figure 10 shows the normalized energies of the
reproduction errors at each of the monitoring microphones.
They are computed from the differences between the virtual
and reproduced impulse responses �IRs� shown in Figs. 8
and 9 and from others IRs measured for different virtual
source positions. The normalized energies are computed as
the sums of the quadratic error signals �differences between
virtual IRs and reproduced IRs in the time domain� over the
length of the IRs normalized by the total quadratic sum of
the virtual IR, divided by the number of monitoring micro-
phones. The normalization is thus achieved through division
by the mean virtual IR energy at the monitoring micro-
phones. According to the results shown in Fig. 10, the AWFS
algorithms reduce on average the reproduction errors in com-
parison with WFS by controlling the reproduction errors at
the four error sensors �two of which are monitors 4 and 5�.
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AWFS based on independent radiation mode control effec-
tively provides a larger reproduction region since the higher-
order modes are included in the controller in that case. Note
that the size of the effective control region is also blurred by
this type of representation which includes all the frequencies.
AWFS by modified FXLMS provides a significant reproduc-
tion error reduction at the two central monitoring micro-
phones, but the reproduction errors are not more important
for the other monitoring microphones. AWFS performs better
than WFS for all the reported virtual source positions.

2. Harmonic AWFS and radiation modes at 220 Hz

Harmonic AWFS results in the hemianechoic space, not
reported in this paper for the sake of brevity, were in agree-
ment with the broadband results described in Sec. III B.2. To
support previous propositions �Gauthier and Berry, 2006�
concerning the shapes of the radiation modes, Fig. 11 pre-
sents the four pressure modes at the error sensor array.
Clearly, these pressure modes correspond to finite approxi-
mations of pressure, pressure gradients, and crossed second-
order spatial derivative. Accordingly, the interpretation of
AWFS based on independent radiation mode control �or in-
dependent control of pressure, pressure gradients, and
crossed second-order spatial derivative� originally presented
by Gauthier and Berry �2006� is supported by this experi-

ment. This also explains why, in the broadband experiments,
the size of the control region is larger for the AWFS algo-
rithm based on independent radiation mode control which
allows the higher-order radiation modes to converge. More
detailed harmonic AWFS experiments are reported in Sec.
III C.

C. Laboratory space and reverberation chamber

The following summarizes the results obtained for the
laboratory space and the reverberation chamber. As these two
reproduction environments enhance the room effect on WFS,
only parts of the results are shown to support the effective-
ness of AWFS to compensate for the room effect.

1. Broadband AWFS

Since the rooms’ IRs were longer than for the hemi-
anechoic space, the identified IRs and control filters were
selected to have 512 coefficients for the laboratory space and
1024 for the reverberation chamber with an average over 200
realizations. The resulting synthesis and analysis filters are
shown in Figs. 12 and 13 for the laboratory space. Once
again, a phase optimization algorithm is applied in the fre-
quency domain to smooth the source and pressure modes’
phase responses before inverse discrete-time Fourier trans-
form. Moreover, a bandpass filter �fourth-order Butterworth,
60–540 Hz� is applied to all synthesis and analysis filters to
reduce DC components that tend to appear in long SVD
filters. Clearly the responses of the synthesis and analysis
filters are longer than for the hemianechoic room. These fil-
ters are again concentrated impulses and show a reduced
time leakage, thanks to the phase optimization and radiation
modes’ reordering algorithms which avoid any abrupt phase
or gain transitions in the frequency domain before inverse
discrete-time Fourier transform.

Measured impulse responses reproduced by classical
WFS are shown in Fig. 14 for the laboratory space and in
Fig. 15 for the reverberation chamber. The difference be-
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tween the WFS reproduced sound field and the virtual sound
field at the monitor sensor array is increased when compared
with WFS in the hemianechoic room.

AWFS was tested to reduce the reproduction errors at
the four error microphones. The convergence coefficient was
set to 0.000002, and the penalization parameter was set to 30

for AWFS by FXLMS in laboratory space. The individual
convergence coefficients were set to �1=0.0000075, �2=�3

=0.00003, and �4=0.00015, and the penalization parameters
were set to �1=2, �2=�3=0.2, and �4=0.1 for AWFS by
independent radiation mode control in the laboratory. The
convergence coefficient was set to 0.0000005, and the penal-
ization parameter was set to 0 for AWFS by FXLMS in the
reverberation chamber. The individual convergence coeffi-
cients were �1=0.0000125, �2=�3=0.00005, and �4

=0.00025, and the penalization parameters were set to �m

=0 for AWFS by independent radiation mode control in the
reverberation chamber. Although the penalization parameters
are set to zero in the reverberation chamber, the WFS solu-
tion still contributes to the AWFS solution because the adap-
tive filters are initialized with the WFS solution. The conver-
gence coefficients are smaller than for the hemianechoic case
because the size of the control filters is increased.

The reproduced impulse responses by AWFS are shown
in Figs. 16 and 17 �Figs. 16�a� and 17�a� for AWFS by FX-
LMS and Figs. 16�b� and 17�b� for AWFS by independent
radiation mode control�. The imperfections of WFS shown in
Figs. 14 and 15 are partly corrected by AWFS even outside
the error sensor array. Both the modified FXLMS and inde-
pendent radiation mode control algorithms reduce these im-
perfections for the two reproduction spaces. Remarkably, the
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room compensation is achieved over a wide time range.
Again, more than simply reducing the undesirable room ef-
fect in the reproduced sound field, AWFS more closely re-
produces the direct sound field than WFS.

The normalized energies of the errors at each of the
monitor microphones are shown in Fig. 18 for the laboratory
space. The AWFS algorithms reduce on average the repro-
duction errors in comparison with WFS by controlling the
reproduction errors at the four error sensors. AWFS based on
independent radiation mode control gives a larger reproduc-
tion region as the higher-order radiation modes �typically
corresponding to higher-order spatial derivatives� are in-
cluded in the controller in that case. This again highlights the
benefits of AWFS based on independent radiation mode con-
trol. AWFS performs better than WFS for all the reported
virtual source positions. Similar results were obtained for the
reverberation chamber with different virtual source positions.

2. Harmonic AWFS

The harmonic AWFS results are only reported for the
laboratory space. Consistent results were obtained for the
reverberation chamber. According to the typical FRF shown
in Fig. 5, the following frequencies were selected for on-line
AWFS: 133, 160, 220, 280, 340, and 400 Hz.

Examples of pressure modes are shown for 220 Hz in

Fig. 19. Again the radiation modes approach simple multi-
pole directivity patterns: monopole, two orthogonal dipoles,
and tesseral quadrupole at the sensor array.

The convergence coefficient was set to 0.01 for all fre-
quencies while the penalization parameter was fixed to 1
�except at 133 and 160 Hz where they were set to 0.0005 and
0.005, respectively� for AWFS by the modified FXLMS al-
gorithm. The convergence coefficients and penalization pa-
rameters for the AWFS algorithm based on independent ra-
diation mode control were then adjusted to reach a roughly
similar residual error level �at the error sensors� than for the
FXLMS algorithm. However, each higher-order radiation
modes were less penalized than for the FXLMS algorithm
�when possible� to increase the performance outside the error
sensor location �Gauthier and Berry, 2006�. This was
achieved using either �m=� or �m+1��m. The coefficients
are shown in Table I.

The results are summarized in Fig. 20, for a virtual
source in xo= �0,4 ,0� m, where the color axis represents the
ELS normalized criterion at each of the monitor positions
along x1. The criterion ELS is the moving average of the
quadratic sum of the reproduction errors normalized by the
quadratic sum of the target signals at the monitor sensors. As
one can note, the WFS performance is reduced in compari-
son with the other algorithms. As for the hemianechoic re-
sults, using the FXLMS algorithm, the error is effectively
reduced near the error sensors. However, as frequency in-
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creases, this control region is spatially reduced. This is in
accordance with typical active noise control results. AWFS
based on independent radiation mode control advantageously
produces, as shown in Fig. 20, a larger control region since

the higher-order radiation modes �which typically imply
higher-order spatial derivatives at the error sensor array �see
Fig. 19�� are allowed to converge.

D. Importance of the higher-order radiation modes

The importance of the higher-order radiation modes is
highlighted by a specific set of experiments. The size of the
active sound field reproduction effective region is shown in
Fig. 21 in relation to the acoustic wavelength. In Fig. 21,
several harmonic AWFS results with the WFS solution
forced to zero are presented for a harmonic wave field at
400 Hz in the laboratory space. The WFS solution is forced
to zero to illustrate only the effects of the individual radiation
modes. Clearly, when AWFS based on independent radiation
mode control includes only one radiation mode, the results
correspond to AWFS by FXLMS. When the number of
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FIG. 19. Measured pressure modes at 220 Hz in the laboratory. �…� Sensor
position; ��� positive real part; � �, negative real part; ��� positive imagi-
nary part; and ��� negative imaginary part. Symbol diameter illustrates the
magnitude of the corresponding value. �---� Corresponding computed free-
field directivity.

TABLE I. Convergence coefficients ��m� and regularization parameters ��m�
for harmonic AWFS based on independent radiation mode control in labo-
ratory space.

Freq. �Hz� �m �m

133 0.01, 0.1, 0.1, 0.5 0.1, 0.01, 0.01, 0.001
160 0.02, 0.1, 0.1, 0.5 0.1, 0.01, 0.01, 0.001
220 0.02, 0.2, 0.2, 0.5 0.1, 0.01, 0.01, 0.001
280 0.02, 0.1, 0.1, 0.5 0.1, 0.01, 0.01, 0.0005
340 0.02, 0.1, 0.1, 0.5 0.1, 0.01, 0.01, 0.001
400 0.02, 0.1, 0.1, 0.5 0.1, 0.01, 0.01, 0.001
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independent radiation mode control. �.� Measurement points. �———� The
0.1 contour lines; �---� the 0.25 contour lines; and �—� the 0.5 contour lines.
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higher-order modes included in AWFS based on independent
radiation mode control increases, the size of the effective
control region increases from a quarter wavelength to half
the wavelength. This supports the previous observation on
the importance of the higher-order radiation modes to en-
large the effective active sound field reproduction region.
The adaptation coefficients and penalization parameters are
shown in Table I.

IV. CONCLUSION AND PERSPECTIVES

This paper investigated the objective performances of
AWFS to compensate for the room effects �or any sound
field reproduction errors� on WFS in experimental situations.
The basic idea of AWFS is a simple combination of active
noise control principles and classic WFS. Such a combina-
tion is entirely contained in the AWFS general cost function
�Gauthier and Berry, 2006�, which consists of minimization
of the reproduction errors �typically caused by the room re-
sponse �Klehs and Sporer, 2003; Sporer and Klehs, 2004� or
the system limitation �Corteel, 2006b�� at several points in
space, along with a regularization that penalizes the adaptive
solution departure from the classic WFS solution. This pe-
nalizing is what makes AWFS original in comparison with
other sound field reproduction techniques based on active
sound control and adaptive filtering.

The results presented in this paper show that the AWFS
system successfully achieves active sound field reproduction
in more or less reflective spaces: hemianechoic chamber,
laboratory space, and reverberation chamber. These experi-
ments validate the AWFS concept and demonstrate the physi-
cal possibility of progressive sound field reproduction in re-
flective rooms. For the three rooms, it was shown that AWFS
reduces the reproduction errors with respect to WFS repro-
duction errors in the reproduction region. AWFS based on
independent control provides an extended effective area of
sound field reproduction since each radiation mode conver-
gence is independently adjusted so that higher-order modes

converge in the allowed time. Since these higher-order
modes are of great importance to enlarge the effective repro-
duction region, the possibility to control them independently
is a major advantage of AWFS based on independent radia-
tion mode control in comparison with modified FXLMS,
which does not allow such independent control of each ra-
diation mode convergence.

One of the original contributions of these results is that
they establish, for the first time to the authors’ knowledge,
the validity of the AWFS concept based on independent ra-
diation mode control �including SVD broadband filters� for
broadband impulse reproduction by the way of controlled
experiments. Bai and Elliott �2004� already considered SVD
plant decoupling for cross-talk cancellation, but their paper
was limited to theoretical investigations. Moreover, at the
heart of the AWFS concept, is the definition of an a priori
solution �WFS� which, to the authors’ knowledge, was never
used or experimentally tested within an adaptive signal pro-
cessing or active noise control architecture. This paper on
experimental AWFS supports the practical interest of AWFS.

The reported experiments were performed with a spe-
cific reproduction source and error sensor configuration.
However, AWFS is not limited to a specific configuration.
These experiments with AWFS were performed to evaluate
the method. AWFS could be tested with different configura-
tions or for different practical problems: sound environment
reproduction, mock-up with sound field simulation system,
etc. A typical AWFS extension would, for example, include
more loudspeakers and more error sensors. Indeed, we ex-
pect that a larger effective reproduction region is achievable
with a compact sensor array which would include more sen-
sors, like a dense circular microphone array. Three-
dimensional configurations of either loudspeaker or micro-
phone arrays could also be implemented within the AWFS
framework.

The tested AWFS system and implementation should be
regarded as proto-AWFS. Indeed, before AWFS can be used
for a practical application, several modifications should be
done. For example, to reduce the obstruction of the error
sensors in the listening area, the control filters can be calcu-
lated off-line for the virtual source positions and saved, after
which the error sensors can be removed. An example of ef-
fective bank of compensation filters for WFS direct-sound-
field equalization has been reported by Corteel �2006b�.
Moreover, several adaptive algorithms could be applied to
AWFS, such as frequency-domain adaptation, sparse adapta-
tion, etc. �Elliott, 2001� to improve the convergence proper-
ties of the algorithm or to reduce the computational burden.

Future research on AWFS should be conducted within a
specific practical application such as sound environment re-
production or sound reproduction in a dedicated listening
room to evaluate the potential of the method in real situa-
tions, possibly using more reproduction sources and more
error sensors. AWFS and the corresponding algorithms
should also be tested and evaluated on the basis of subjective
performance.

-0.5 0 0.5
10

-2

10
-1

10
0

10
1

x
1
[m]

E
L
S
(
m
o
n
i
t
o
r
s
)

AWFS, FXLMS
SVD with first mode only
SVD with modes 1 to 3
SVD with all modes

λ/2 →

λ ≈ 0.8575 m

← λ/4

FIG. 21. Normalized ELS criterion at the monitoring sensors for harmonic
algorithms at 400 Hz after convergence in the laboratory space using AWFS
with the WFS solution forced to zero. The wavelength and some corre-
sponding fractions are included.

J. Acoust. Soc. Am., Vol. 123, No. 4, April 2008 P.-A. Gauthier and A. Berry: Experiments with adaptive wave field synthesis 2001



ACKNOWLEDGMENTS

This work was supported by NSERC �Natural Sciences
and Engineering Research Council of Canada�, NATEQ
�Fond Québecois de la Recherche sur la Nature et les Tech-
nologies�, VRQ �Valorisation Recherche Québec�, and Uni-
versité de Sherbrooke. This research was conducted in col-
laboration with CIRMMT �Center for Interdisciplinary
Research in Music Media and Technology, McGill Univer-
sity�. The authors acknowledge the contribution of Emman-
uel Corratgé, who contributed to the construction of the har-
monic AWFS system and harmonic experiments.

AES Staff Writer �2005�. “Multichannel audio systems and techniques,” J.
Audio Eng. Soc. 53, 329–335.

Asano, F., and Swanson, D. C. �1995�. “Sound equalization in enclosures
using modal reconstruction,” J. Acoust. Soc. Am. 98, 2062–2069.

Bai, M. R., and Elliott, S. J. �2004�. “Preconditioning multichannel adaptive
filtering algorithms using EVD- and SVD-based signal prewhitening and
system and decoupling,” J. Sound Vib. 270, 639–655.

Berkhout, A. J., de Vries, D., and Vogel, P. �1993�. “Acoustic control by
wave field synthesis,” J. Acoust. Soc. Am. 93, 2764–2778.

Betlehem, T., and Abhayapala, T. D. �2005�. “Theory and design of sound
field reproduction in reverberant rooms,” J. Acoust. Soc. Am. 117, 2100–
2111.

Blauert, J. �1999�. Spatial Hearing, The Psychophysics of Human Sound
Localization �MIT, Cambridge�.

Blesser, B., and Salter, L.-R. �2007�. Spaces Speak, Are You Listening?
Experiencing Aural Architecture �MIT, Cambridge�.

Bouchard, M., and Quednau, S. �2000�. “Multichannel recursive-least-
squares algorithms and fast-transversal-filter algorithms for active noise
control and sound reproduction systems,” IEEE Trans. Speech Audio Pro-
cess. 8, 606–618.

Bravo, T., and Elliott, S. J. �2004�. “Variability of low frequency sound
transmission measurements,” J. Acoust. Soc. Am. 115, 2986–2997.

Cabell, R. H., and Fuller, C. R. �1999�. “A principal component algorithm
for feedforward active noise and vibration control,” J. Sound Vib. 227,
159–181.

Camurri, A., and Ferrentino, P. �1999�. “Interactive environments for music
and multimedia,” Multimedia Syst. 7, 32–47.

Choi, J.-W., and Kim, Y.-H. �2004�. “Manipulation of sound intensity within
a selected region using multiple sources,” J. Acoust. Soc. Am. 116, 843–
852.

Corteel, E. �2006a�. “On the use of irregurlarly spaced loudspeaker arrays
for wave field synthesis, potential impact on spatial aliasing frequency,”
Proceedings of the Ninth International Conference on Digital Audio Ef-
fects �DAFX�, Montreal, Canada, Sept. 18–20, 2006.

Corteel, E. �2006b�. “Equalization in an extended area using multichannel
inversion and wave field synthesis,” J. Audio Eng. Soc. 54, 1140–1161.

Davis, M. F. �2003�. “History of spatial coding,” J. Audio Eng. Soc. 51,
554–569.

de Vries, D., Start, E. W., and Valstar, V. G. �1994�. “The wave field syn-
thesis concept applied to sound reinforcement: Restrictions and solutions,”
AES 96th Convention, Convention Paper 3812, Amsterdam, Feb. 1994.

Elliott, S. �2001�. Signal Processing for Active Control �Academic, London�.
Elliott, S. J., and Nelson, P. A. �1989�. “Multiple-point equalization in room

using adaptive digital filters,” J. Audio Eng. Soc. 37, 899–907.
Epain, N., Friot, E., and Rabau, G. �2004�. “Indoor sonic boom reproduction

using ANC,” Proceedings of Active 2004, Williamsburg, USA, Sept. 20–
22, 2004.

Fuster, L., López, J. J., González, A., and Zuccarello, P. D. �2005�. “Room
compensation using multichannel inverse filters for wavefield synthesis
systems,” AES 118th Convention, Convention Paper 6401, Barcelona,
Spain, May 28-31, 2005.

Gauthier, P.-A., and Berry, A. �2006�. “Adaptive wave field synthesis with
independent radiation mode control for active sound field reproduction:

Theory,” J. Acoust. Soc. Am. 119, 2721–2737.
Gauthier, P.-A., and Berry, A. �2007�. “Objective evaluation of room effects

on wave field synthesis,” Acta. Acust. Acust. 93, 824–836.
Gaunthier, P.-A., and Berry, A. �2008�. “Adaptive wave field synthesis for

broadband active sound field reproduction: Signal processing,” J. Acoust.
Soc. Am. 123, 2003–2016.

Gauthier, P.-A., Berry, A., and Woszczyk, W. �2005a�. “Sound-field repro-
duction in-room using optimal control techniques: Simulations in the fre-
quency domain,” J. Acoust. Soc. Am. 117, 662–678.

Gauthier, P.-A., Berry, A., and Woszczyk, W. �2005b�. “Wave field synthe-
sis, adaptive wave field synthesis and ambisonics using decentralized
transformed control: Potential applications to sound field reproduction and
active noise control,” J. Acoust. Soc. Am. 118, 1967.

Grau, O. �2003�. Virtual Art—From Illusion to Immersion �MIT, Cam-
bridge�.

Keller, M., Roure, A., and Marrot, F. �2006�. “Acoustic field reproduction
for psychoacoustic experiments: Application to aircraft interior noise,”
Proceedings of Active 2006, Adelaide, Australia, Sept. 18–20, 2006.

Kendall, G. S. �1995�. “A 3-D sound primer: Directional hearing and stereo
reproduction,” Comput. Music J. 19, 23–46.

Klehs, B., and Sporer, T. �2003�. “Wave field synthesis in the real world. 1.
In the living room,” AES 114th Convention, Convention Paper 5727, Am-
sterdam, March 22–25, 2005.

Merimaa, J., and Pulkki, V. �2005�. “Spatial impulse response rendering. I.
Analysis and synthesis,” J. Audio Eng. Soc. 12, 1115–1127.

Nelson, P. S., Kirkeby, O., and Takeuchi, T. �1997�. “Sound fields for the
production of virtual acoustic images,” J. Sound Vib. 204, 386–396.

Poletti, M. A. �2000�. “A unified theory of horizontal holographic sound
systems,” J. Audio Eng. Soc. 48, 1155–1182.

Radlović, B. D., Williamson, R. C., and Kennedy, R. A. �2000�. “Equaliza-
tion in an acoustic reveberant environment: Robustness results,” IEEE
Trans. Speech Audio Process. 8, 311–319.

Rumsey, F. �2001�. Spatial Audio �Focal, Oxford�.
Santillań, A. O. �2001�. “Spatially extended sound equalization in rectangu-

lar rooms,” J. Acoust. Soc. Am. 110, 1989–1997.
Sporer, T., and Klehs, B. �2004�. “Wave field synthesis in the real world. 2.

In the movie theatre,” AES 116th Convention, Convention Paper 6055,
Berlin, Germany, May 8–11, 2004.

Spors, S., Kuntz, A., and Rabenstein, R. �2003�. “An approach to listening
room compensation with wave field synthesis,” Proceedings of the AES
24th International Conference, Canada, June 26–28, 2003, pp. 70–82.

Spors, S., Renk, M., and Rabenstein, R. �2005�. “Limiting effects of active
room compensation using wave field synthesis,” AES 118th Convention,
Convention Paper 6400, Barcelona, Spain, May 28–31, 2005.

Spors, S., and Rabenstein, R. �2006�. “Spatial aliasing artifacts produced by
linear and circular-loudspeaker arrays used for wave field synthesis,” AES
120th Convention, Convention Paper.

Start, E. W., de Vries, D., and Berkhout, A. J. �1999�. “Wave field synthesis
operators for bent line arrays in 3D space,” Acust. Acta Acust. 85, 883–
892.

Start, E. W., Valstar, V. G., and de Vries, D. �1995�. “Application of spatial
bandwidth reduction in wave field synthesis,” AES 98th Convention, Con-
vention Paper 3972.

Takane, S., and Sone, T. �2004�. “A new theory for active suppression of
reflected sound waves from the walls based on Kirchhoff-Helmholtz
boundary integral equation,” Acoust. Sci. & Tech. 25, 37–44.

Takane, S., Suzuki, Y., and Sone, T. �1999�. “A new method for global
sound field reproduction based on Kirchhoff’s integral equation,” Acust.
Acta Acust. 85, 250–257.

Veit, I., and Sander, H. �1987�. “Production of spatially limited ��diffuse��
sound field in an anechoic room,” J. Audio Eng. Soc. 35, 138–143.

Verheijen, E. N. G. �1997�. “Sound reproduction by wave field synthesis,”
Ph.D. thesis, Delft University of Technology, Delft, The Netherlands.

Williams, E. G. �1999�. Fourier Acoustics—Sound Radiation and Nearfield
Acoustical Holography �Academic, London�.

Woszczyk, W., Cooperstock, J., Roston, J., and Martens, W. �2005�. “Shake,
rattle, and roll: Getting immersed in multisensory, interactive music via
broadband networks,” J. Audio Eng. Soc. 53, 336–344.

2002 J. Acoust. Soc. Am., Vol. 123, No. 4, April 2008 P.-A. Gauthier and A. Berry: Experiments with adaptive wave field synthesis



Adaptive wave field synthesis for broadband active sound field
reproduction: Signal processinga)

Philippe-Aubert Gauthierb� and Alain Berry
Groupe d’Acoustique de l’Université de Sherbrooke, Université de Sherbrooke, 2500 boul. de l’Université,
Sherbrooke, Québec, Canada, J1K 2R1

�Received 26 April 2007; revised 23 January 2008; accepted 24 January 2008�

Sound field reproduction is a physical approach to the reproduction of the natural spatial character
of hearing. It is also useful in experimental acoustics and psychoacoustics. Wave field synthesis
�WFS� is a known open-loop technology which assumes that the reproduction environment is
anechoic. A real reflective reproduction space thus reduces the objective accuracy of WFS. Recently,
adaptive wave field synthesis �AWFS� was defined as a combination of WFS and active
compensation. AWFS is based on the minimization of reproduction errors and on the penalization
of departure from the WFS solution. This paper focuses on signal processing for AWFS. A classical
adaptive algorithm is modified for AWFS: filtered-reference least-mean-square. This modified
algorithm and the classical equivalent leaky algorithm have similar convergence properties except
that the WFS solution influences the adaptation rule of the modified algorithm. The paper also
introduces signal processing for independent radiation mode control of AWFS on the basis of plant
decoupling. Simulation results for AWFS are introduced for free-field and reflective spaces. The two
algorithms effectively reproduce the sound field and compensate for the reproduction errors at the
error sensors. The independent radiation mode control allows a more flexible tuning of the
algorithm. © 2008 Acoustical Society of America. �DOI: 10.1121/1.2875269�

PACS number�s�: 43.38.Md, 43.60.Tj, 43.50.Ki �NX� Pages: 2003–2016

I. INTRODUCTION

Following in the footsteps of the constantly evolving
digital signal processing and the relatively recent advent of
multichannel audio, spatial audio has gained more attention
in the past few decades from researchers and practitioners for
applications such as high-fidelity sound reproduction, music
reproduction, virtual reality display, interactive multisensory
environments, and spatial sound �Camurri and Ferrentino,
1999; Wilson, 2001; AES Staff Writer, 2005; Woszczyk et
al., 2005�. The interest for immersion and convincing multi-
sensory environments is not new and various techniques for
spatial audio have been introduced in the past �Kleiner et al.,
1993; Kendall, 1995; Verheijen, 1997; Poletti, 2000; Rum-
sey, 2001; Davis, 2003�.

Sound field simulation �as a spatial sound technique�
attempts to reproduce the physical stimulus �wave field� of
spatial hearing. Sound field reproduction was investigated by
researchers in the past few decades �Berkhout et al., 1993;
Nelson et al., 1997; Verheijen, 1997; Poletti, 2000; Choi and
Kim, 2004; Takane and Sone, 2004�. Recently one of the
most active and related matters is room compensation �Spors
et al., 2003; Gauthier et al., 2005a; Betlehem and Abhaya-
pala, 2005; Fuster et al., 2005; Gauthier and Berry, 2006�,
which is essential for sound field reproduction in a real re-
production space.

This paper deals with the problem of sound pressure
field reproduction using adaptive digital signal processing
applied to adaptive wave field synthesis �AWFS� initially
introduced by Gauthier et al. �2005b� �see also Gauthier and
Berry, 2006�. The paper focuses on digital signal processing
realization for AWFS.

Within this introductory section, the problem of sound
pressure field reproduction and a review of corresponding
technologies are presented. Section II A introduces WFS.
Section II B presents the filtered-reference least-mean-square
�FXLMS� realization of AWFS. Section II C presents AWFS
on the basis of independent radiation mode control including
the plant singular value decomposition �SVD� �Gauthier et
al., 2005b; Gauthier and Berry, 2006�. Appendices A–C de-
tail some aspects of AWFS based on independent radiation
mode control. Digital signal processing simulation results are
reported in Sec. III for AWFS using the proposed algorithms.
Section IV discusses the results.

A. Sound field reproduction

In sound field simulation, the main objective can be gen-
erally stated as the aim to recreate a given physical quantity,
such as sound pressure, sound intensity �Choi and Kim,
2004�, spatial diffuseness �Merimaa and Pulkki, 2005�, etc.,
over a certain space. This can be achieved using a reproduc-
tion system including electroacoustical sources and receiv-
ers, signal processing, and the desired physical output de-
scription. In several cases, use of adaptive filtering implies
the minimization of a cost function which is representative of
the reproduction objective �Gauthier and Berry, 2006�. Adap-
tive signal processing for spatial sound reproduction has

a�
Portions of this work were presented in “Wave field synthesis, adaptive
wave field synthesis and ambisonics using decentralized transformed con-
trol: Potential applications to sound field reproduction and active noise
control,” 150th ASA meeting, Minneapolis, MN, October 2005.

b�Author to whom correspondence should be addressed. Electronic mail:
philippe_aubert_gauthier@hotmail.com.
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been studied in various forms by researchers �examples are:
Nelson, 1994; Asano and Swanson, 1995; Ise, 1999; Takane
et al., 1999; Radlović et al., 2000; Santillàn, 2001; Choi and
Kim, 2004; Gauthier et al., 2005a: Gauthier and Berry,
2006�.

B. Wave field synthesis „WFS…

Work on WFS originates from the theoretical investiga-
tions by Berkhout �Berkhout et al., 1993; Verheijen, 1997�. It
is assumed that the reproduction space is a free field. From
the simple source formulation of the Kirchhoff–Helmholtz
integral theorem �Williams, 1999�, WFS operators are de-
fined to “link” a given simple virtual source �typically creat-
ing spherical or plane waves in a planar listening area�, fed
by a monophonic signal, to a loudspeaker array which repro-
duces the virtual source’s acoustic field �also called the target
sound field�. The problem usually concerns reproduction in
the horizontal plane with a finite number of discrete sources
using appropriate simplifications of the integral formulation
�Verheijen, 1997�. Some WFS studies have investigated spa-
tial aliasing �Spors and Rabenstein, 2006; Corteel, 2006�,
objective performance in-room situation �Klehs and Sporer,
2003; Sporer and Klehs, 2004; Gauthier and Berry, 2007�
and compensation of listening room acoustics �Spors et al.,
2003; Fuster et al., 2005�.

The benefit of current WFS prototypes is their effective-
ness in creating a rich spatial impression over a broad area
surrounded by loudspeakers. One of the WFS drawbacks is
related to synthesis operators which rely on an important
assumption: the reproduction room’s response is not consid-
ered in the process �except in specific WFS research �Spors
et al., 2003�. This typically introduces reproduction errors
that AWFS can possibly reduce �Gauthier and Berry, 2007�.
Active room compensation for WFS is an active research
topic for objective sound field reproduction �Elliott and Nel-
son, 1989; Asano and Swanson, 1995; Bouchard and Qued-
nau, 2000; Santillàn, 2001; Spors et al., 2003; Gauthier et
al., 2005b; Fuster et al., 2005�.

C. Adaptive wave field synthesis „AWFS…

In a recent paper �Gauthier and Berry, 2006�, AWFS was
defined as a possible practical compromise between WFS
and active room compensation. AWFS is based on a cost
function to be minimized by the reproduction sources. The
cost function is defined from measurements of the repro-
duced sound field using error sensors at a number of discrete
locations, and it is a quadratic function of: �1� the reproduc-
tion errors and �2� the adaptive filters departure from the
WFS filters. Using a singular value decomposition �SVD� of
the plant matrix �frequency response functions between re-
production sources and error sensors� �Gauthier and Berry,
2006�, it was shown that the underlying AWFS mechanism is
the independent control of radiation modes. The radiation
modes correspond to the left and right singular vectors �Lan-
caster and Tismenetsky, 1985� from the plant SVD. This sug-
gested a decoupled implementation of AWFS which is prac-
tically developed in this paper from a signal processing
perspective.

II. SIGNAL PROCESSING FOR ADAPTIVE WAVE
FIELD SYNTHESIS

For a target sound field produced by a virtual monopole
with amplitude A �Pa m�, a�z� is defined as the z transform
of discrete-time sequences having the frequency response
functions

a�ej��

= A�e−j��1/r1 e−j��2/r2 . . . e−j��m/rm . . . e−j��M/rM�T,

�1�

where �m is the time delay which corresponds to rm /c. The
time convention is ej�t, c �m/s� is the sound phase velocity
and rm= �xm

�m�−xo� represents the distance between the virtual
source in xo and the mth error sensor in the reproduction
space �Fig. 1�, xl

�l� is the reproduction source l position in
three-dimensional space �x1

�l� ,x2
�l� , . . . ,xL

�l��, x is the position
of an arbitrary point in the reproduced wave field, and xm

�m� is
the position of the mth error sensor �x1

�m� ,x2
�m� , . . . ,xM

�m��.

A. Review of WFS operators for AWFS

According to Verheijen �1997�, the following general
WFS operators are obtained in the frequency domain:

Q�xl
�l�,ej��

=� jk

2�
A cos���

e−j�kro�e−j��Ts��

�ro

� r�ref�

�r�ref� + ro�
�2�

and the reproduced sound field in free space is

p�x,ej�� = �
−�

�

Q�xl
�l�,ej��

e−jkr

r
dL , �3�

where A is the target pressure field amplitude �virtual source
monopole amplitude�, Q�xl

�l� ,ej�� is the driving function �ex-
pressed as a monopole amplitude density� for the reproduc-
tion sources along the line L, k=� /c is the wavenumber and
e−jkr /r �with r= �xl

�l�−x � � is the complex sound pressure pro-

FIG. 1. Symbol convention for the WFS operators and filters definition. The
virtual source is located in xo. The reproduction source l is located in xl

�l�;
x�ref� describes points which belong to the reference line; x describes any
field point and xm

�m� is the mth sensor position. L is the reproduction source
line, the virtual source is on the left of the source line and the reproduction
space is on the right of the source line. All sources and sensors are located
in the x1−x2 plane.
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duced at x by a unitary amplitude monopole source in xl
�l�.

The exponent −j��Ts�� has been artificially added in Eq. �2�
to add a modeling delay of � samples. The sampling period
is Ts �s�. It is assumed that the virtual source and the repro-
duction sources are both in the horizontal plane �x1 ,x2�. All
other variables are shown in Fig. 1.

The reference line is chosen as a circle centered at the
virtual source and passing through the center of the repro-
duction source array �Verheijen, 1997; Gauthier and Berry,
2006�.

Practical WFS implementation using discrete reproduc-
tion sources on a finite line replaces Eq. �3� by

p�x,ej�� = �
l=1

L

�sQ�xl
�l�,ej��

e−jkr

r
, �4�

where �s is the reproduction source separation distance �m�.
For WFS, a reproduction source is active �i.e.

Q�xl
�l� ,ej���0� if �� � �90° where � is shown in Fig. 1.

Truncation effects are reduced using a spatial weighting win-
dow which reduces the amplitude of the reproduction
sources at the end of the activated set. In this paper, half-
Hanning window �with a half length of 1 m� is applied to the
driving function �Eq. �2� at the ends of the active set of
reproduction sources� �Gauthier and Berry, 2006�.

B. FXLMS for AWFS

The classical FXLMS algorithm �Elliott, 2001� is
adapted for the implementation of AWFS in a discrete-time
domain.

Figure 2 presents the generalized sound field reproduc-
tion system for M reproduction points �Nelson, 1994; Nelson
et al., 1997�. In this case, the problem is to reproduce a set of
signals �the desired signals dM�n�, n is a sample index� at a
set of M positions in the reproduction space using L repro-
duction sources. The term w�z� is the adaptive control filter
vector and G�z� the acoustical plant responses z transform
�between reproduction sources and error sensors�. Here, x�n�
is the reference signal that is used to define a given simple
source field prescribed in space and time domains through
the target vector a�z� and dM�n� �dM�z�=a�z�z−�x�z� is the
target wave field at the M error sensors�, and � is the mod-
eling delay.

The system is characterized by one reference signal and
L FIR �finite impulse response� control filters each including
I coefficients �wli�. The multichannel reproduction system
can thus be described by the reproduction error vector �capi-
talized subscript pairs denote matrix dimensions�

e�n�M�1 = d�n�M�1 − R�n�M�LIw�n�LI�1, �5�

with the error vector structured as

e�n� = �e1�n� . . . eM�n��T. �6�

The desired signals are

d�n� = �d1�n� . . . dM�n��T. �7�

The control filter vector is defined by

w�n� = �w0
T�n� . . . wI−1

T �n��T, �8�

wi�n� = �w1i�n� . . . wLi�n��T �9�

and the matrix of filtered reference is

R�n� = 	
r1

T�n� r1
T�n − 1� . . . r1

T�n − I + 1�
r2

T�n� r2
T�n − 1� . . . r2

T�n − I + 1�
] ] ]

rM
T �n� rM

T �n − 1� . . . rM
T �n − I + 1�


 , �10�

where a filtered reference vector was introduced as

rm�n� = �r1m�n� . . . rLm�n��T. �11�

The filtered reference rlm�n� corresponds to the reference sig-
nal convolved with the plant impulse response from repro-
duction source l to error sensor m

rlm�n� = �
j=0

J−1

Glmjx�n − j� , �12�

where the J-coefficient plant impulse responses are stocked
GL�M�J.

The general cost function for multichannel AWFS is
�Gauthier and Berry, 2006�

JAWFS = E�eT�n�e�n�� + �wT�n�w�n�

+ 	�w�n� − wWFS�T�w�n� − wWFS� , �13�

where the first term represents the summation of the qua-
dratic reproduction errors, the second term represents a con-
trol effort penalty �Elliott, 2001�, the third term corresponds
to a quadratic penalty for the coefficients w�n� deviation
from wWFS �the time-domain WFS operators�. The math-
ematical expectation is denoted E�·�. The time-domain WFS
operators are obtained from inverse discrete-time Fourier
transform of the WFS operator Q�x1

�l� ,ej�� defined in Eq. �2�.
In Eq. �13� the WFS operators wWFS have been arranged
similarly to the control filter coefficient vector in Eq. �8�.

The stochastic gradient, using instantaneous values of
the gradient of Eq. �13� is

�JAWFS

�w
= 2�RT�n�R�n� + �� + 	�I�w�n� − 2RT�n�d�n�

− 2	wWFS. �14�

Using a classical gradient algorithm �Elliott, 2001� �w�n
+1�=w�n�−
�JAWFS /�w�, a multichannel recursive algo-
rithm is obtained

FIG. 2. Generalized sound field reproduction using adaptive filtering. Capi-
talized subscripts denote signal dimensions.
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w�n + 1� = �1 − ��� + 	��w�n� + �	wWFS + �R̂T�n�e�n� ,

�15�

which corresponds to a modified version of the multichannel
leaky LMS algorithm �Elliott, 2001� where �, �1−���+	��,
�	wWFS, and R̂T�n�e�n� are, respectively, the convergence
coefficient ��=2
�, the leakage term, the WFS operators co-
efficients �wWFS� re-injection in the solution and the adaptive
filter update according to the instantaneous errors. The WFS
departure term in Eq. �13� introduces a leakage term in the
filter update �Eq. �15�� plus a bias which is proportional to
wWFS ��	wWFS�. In Eq. �15�, the matrix RT�n� has been re-

placed by R̂T�n� which uses a plant model to compute the
estimated filtered reference.

Analysis of convergence of FXLMS applied to AWFS is
detailed in the remainder of this section. Using these results,
one may evaluate the convergence behavior of the multi-
channel AWFS in comparison with standard FXLMS or
leaky FXLMS.

Equation �15� is rewritten using the error vector defini-
tion of Eq. �5�

w�n + 1� = w�n� + �	wWFS + �R̂�n�d�n�

− ���R̂T�n�R�n� + �� + 	�I��w�n� , �16�

which allows the derivation of the asymptotic filter coeffi-
cients w�=limn→�E�w�n��

w� =
E�R̂T�n�d�n�� + 	wWFS

E�R̂T�n�R�n�� + �� + 	�I
, �17�

where it is assumed that E�w��=w� and E�wWFS�=wWFS

since wWFS is constant for a fixed virtual source position.
Equation �17� shows that the reproduction filters after con-
vergence of the adaptation algorithm are partly defined by
the WFS operators to an extent determined by 	 and partly
by the leaky LMS error attenuation.

Using Eq. �17�, and Eq. �15�,

E�w�n + 1� − w�� = �I − �E�R̂T�n�R�n�

+ �� + 	�I��E�w�n� − w�� . �18�

The eigenvalue decomposition of the matrix

E�R̂T�n�R�n�+ ��+	�I� is introduced

E�R̂T�n�R�n� + �� + 	�I� = QTQ−1, �19�

where T is a diagonal matrix of eigenvalues and Q is the
matrix of the eigenvectors. The transformed adaptive filter is

t�n� = Q−1E�w�n� − w�� . �20�

One can rewrite Eq. �18� as a set of uncoupled update equa-
tions for the various convergence modes since T is diagonal

t�n + 1� = �I − �T�t�n� . �21�

Each convergence mode will converge provided that 0� �1
−�Ti � �1 with Ti being the ith eigenvalue of the decompo-
sition introduced in Eq. �19�. This allows the following cri-

terion for the convergence factor which would provide stable
convergence �Morgan, 1980; Elliott, 2001�

0 � � � 2
R�Ti�
�Ti�2

, �22�

where R�·� indicates the real part of the argument. This is a
typical FXLMS result for which convergence properties in
relation with plant responses are known �Elliott, 2001�, thus
supporting that modified FXLMS for AWFS has the same
convergence properties as classical FXLMS. Since the penal-
ization terms ���+	�I� in Eq. �19� form a diagonal matrix,
they have the effect of stabilizing standard FXLMS algo-
rithm by compensating for potentially small or negative ei-
genvalues Ti� �Elliott, 2001�, where Ti� is the ith eigenvalue

of E�R̂T�n�R�n��. This effect can be shown by rewriting Eq.

�22� using the eigenvalue decomposition of E�R̂T�n�R�n�� as
Q�T�Q�−1

0 � � � 2
R�Ti�� + �� + 	�
�Ti� + �� + 	��2

. �23�

Both the control effort penalization ��� and the WFS penal-
ization 	 have the same effect in terms of convergence con-
dition and may both equally stabilize a system by compen-
sating for small negative eigenvalues Ti�.

Although sound field reproduction using AWFS as de-
fined by the adaptation algorithm of Eq. �15� is readily ap-
plicable, some well-known disadvantages of multichannel
FXLMS also apply to AWFS. These are related to the slow
FXLMS convergence properties and computational load as-
sociated with an increasing number of filter coefficients I and
reproduction sources L. Most of the slow convergence prop-
erties of the multichannel FXLMS are related to the cross-
coupling paths and the non-flat frequency responses of the
electroacoustical multichannel plant between the sources and
the sensors �Elliott, 2001; Bai and Elliott, 2004�. Since a
sound field reproduction system like a AWFS system implies
many reproduction sources, this might limit the application
of FXLMS for AWFS. With this in mind, it would be inter-
esting to transform the multichannel problem in a set of in-
dependent single-channel systems. This is possible on the
basis of independent radiation mode control �Gauthier and
Berry, 2006� and is related to the principal-component LMS
�PC-LMS� algorithm �Cabell and Fuller, 1999; Elliott, 2000;
Bai and Elliott, 2004�.

C. AWFS with independent radiation mode control

This section presents the system preconditioning for in-
dependent radiation mode control using parallel single-
channel adaptive systems �as already suggested in a previous
paper �Gauthier and Berry, 2006��. Independent radiation
mode control is based on singular value decomposition
�SVD� of the plant matrix G�ej��. Further details are pro-
vided in Appendix A.

The control architecture is shown in Fig. 3. The upper
branch is the target wave field definition. The second branch
represents the fixed WFS contribution, obtained by the WFS
operators projection on the null space of G�ej��. This part is
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non-adaptive. Note that the corresponding two dashed blocks
in this figure are combined in a single operation with an
additional delay of �SVD samples �see Appendix B�. The
third branch includes the independent adaptive controllers
w̃m, the first synthesis filter matrix �s�G��z�, the reproduction
source signals yL�n�, and the plant response G�z� to produce
the reproduced sound pressures pM�n�. The bottom branch
includes the uncoupled plant model z−2�SVD, the independent
single-channel LMS gradient algorithms and the analysis fil-
ter matrix �a�G�z� �to transform the reproduction errors into
the pressure mode basis�. Details about the synthesis and
analysis filters are given in Appendices A–C.

The independent LMS algorithms operate on the decou-
pled plant. This means that each single-channel independent
LMS algorithm controls a single radiation mode obtained
from the SVD of G�ej��.

Several preconditioning methods have been published
for feedforward control �Cabell and Fuller, 1999; Cabell et
al., 2001; Elliott, 2001, 2000; Bai and Elliott, 2004�. Precon-
ditioning using plant decoupling has been treated using prin-
cipal component LMS �PC-LMS� algorithm, based on SVD,
for tonal disturbances �Cabell and Fuller, 1999� or, equiva-
lently, SVD controller for tonal disturbances �Elliott, 2000�.
SVD decoupling has been recently extended for broadband
signals using a decoupling filter formulation in the frequency
domain and inverse transformation towards the time domain
for two-channel cross-talk cancelation �Bai and Elliott,
2004�. This paper includes considerations for the null space
of the plant response �which has proven to be of importance
for AWFS �Gauthier and Berry, 2006� and for the realization
of singular vectors reordering and modification �to reduce
the time-domain leakage in the decoupling filters �synthesis
and analysis filters��. Moreover, the AWFS approach implies
the projection of the WFS operators on the source mode
basis. This differs from Bai’s work which was also devoted
to a different application. All these special considerations are
described in the Appendices to lighten the main content of
the paper.

For the sake of brevity, the following developments are
presented for system uncoupling and whitening. Minor
modifications are needed when the system is only decoupled.

Since the control system shown in Fig. 3 can be considered
as a set of independent single-channel radiation-mode con-
trollers, for the mth independent radiation mode controller
the instantaneous reproduction error is

ẽm�n� = d̃m�n� − p̃m�n� , �24�

where d̃m�n� is the mth element of d�n� passed through the
analysis filter matrix �a�G�z� and p̃m�n� is the mth element of
p�n� passed through the analysis filter matrix. This equation
can be rewritten as follows:

ẽm�n� = d̃m�n� − w̃m
T �n�x�n − 2�SVD� , �25�

where w̃m�n� is the I-coefficient vector associated with the
control filter for the mth radiation mode and the reference
signal vector is x�n�= �x�n�x�n−1� . . . x�n− I−1��T. In this
case the cost function associated with the mth radiation mode
is expressed as

J̃m = E�ẽm
2 �n�� + 	m�w̃m�n� − w̃WFSm

�T�w̃m�n� − w̃WFSm
� ,

�26�

where w̃WFSm
is the I-coefficient vector of the WFS operators

projected on the mth first synthesis filter �see Appendix C�.
The gradient of this cost function is

� J̃m

�w̃m

= − 2rxd̃m
�2�SVD� + 2Rxx�0�w̃m�n� + 2	mw̃m�n�

− 2	mw̃WFSm
�27�

with rxd̃m
�t�=E�d̃m�n+ t�x�n�� and Rxx�t�=E�x�n+ t�xT�n��.

Using Eq. �25�, the instantaneous value of the gradient be-
comes

� J̃m

�w̃m

= − 2ẽm�n + 2�SVD�x�n� + 2	mw̃m�n� − 2	mw̃WFSm
.

�28�

A single-channel LMS algorithm �w̃m�n+1�= w̃m�n�
− ��m /2�� J̃m /�w̃m� with a convergence coefficient �m for the
mth controller gives

w̃m�n + 1� = �1 − �m	m�w̃m�n� + �mẽm�n + 2�SVD�x�n�

+ �m	mw̃WFSm
. �29�

The adaptation rule is, however, based on future values of
the reproduction error ẽm�n+2�SVD� so that a modification of
this algorithm is introduced

w̃m�n + 1� = �1 − �m	m�w̃m�n� + �mẽm�n�x�n − 2�SVD�

+ �m	mw̃WFSm
, �30�

where x�n−2�SVD� represents the filtered reference in the
SVD-transformed domain which includes decoupling and
whitening. This last equation can be implemented for each
radiation mode controller for practical applications of AWFS
based on plant decoupling. If plant whitening is excluded, it
is still possible to use the last equation as an adaptation al-
gorithm since x�n−2�SVD� would then correspond to a de-

FIG. 3. Block diagram of the AWFS least-mean-square adaptive digital
processing implementation based on independent radiation mode control.
Subscripts denotes signal dimensions.
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layed version of the reference signals. �This implementation
is related to the DXLMS �delayed-reference LMS� algorithm
�Ahn and Voltz, 1996�. More than simplifying the computa-
tion by replacing a multichannel implementation by a set of
independent controllers, the amount of operation is also re-
duced since the filtered reference is now replaced by a simple
delay operation �x�n−2�SVD�� in Eq. �30�. In the FXLMS
algorithm �Eq. �15��, the computation of the filtered refer-

ence �R̂T�n�� involved a multichannel convolution. This is an
advantage of AWFS based on independent radiation mode
control.

Denoting w̃m�
=limn→�E�w̃m�n�� and finding the math-

ematical expectation of Eq. �30�, one finds

w̃m�
=

rxd̃m
�2�SVD� + 	mwWFSm

Rxx�0� + 	mI

=
E�d̃m�n�x�n − 2�SVD�� + 	mw̃WFSm

E�x�n − 2�SVD�xT�n − 2�SVD�� + 	mI
. �31�

The structure of Eq. �31� is very similar to the one obtained
for the multichannel FXLMS case �Eq. �17��, except that it
applies independently to each radiation mode. Such imple-
mentation therefore allows for the independent tuning of the
convergence properties of each radiation mode. This is the
second advantage of AWFS based on independent radiation
mode control.

III. SIMULATIONS RESULTS

In order to demonstrate the feasibility of an AWFS sys-
tem based on the adaptive signal processing described in this
paper, numerical simulations were performed.

A. Free field

The system shown in Fig. 4 was simulated using a
simple free-field model: The reproduction sources were rep-
resented by monopoles with a radiated sound pressure field
e−jkr /r where r�m� is the distance from the reproduction
source and k the wavenumber. There are four error sensors
and 24 reproduction sources. The four error sensors are sepa-
rated by 0.175 m along x1 and x2. The source array has a
diameter of 2 m and the source separation is 0.2611 m. The
impulse responses from the reproduction sources to the error
sensors were then computed using an inverse fast Fourier
transform �IFFT� of the frequency-domain response func-
tions. Since the function e−jkr /r generally involves fractional
time delays �Laakso et al., 1996�, Hanning windows were
applied in the time domain �centered on the main impulsion
of the response� to reduce time aliasing. For the free-field
simulations, the circular group of monitor sensors shown in
Fig. 4 is used. The sampling frequency is 1200 Hz.

Results of time-domain AWFS simulations for this case
are shown in Figs. 5–7. �Appendix B presents the synthesis
and analysis filters.� The results, shown in Fig. 5, are de-
scribed in terms of the ELS performance criterion defined by

ELS�n� = e�n�Te�n� �32�

and corresponds to the sum of the squared reproduction er-
rors either at the error microphones �top of Fig. 5� or at the
monitoring microphones �bottom of Fig. 5�. In Fig. 5, ELS is
also smoothed with a moving-average filter to enhance the
figure readability.
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The fixed WFS solution is obtained by setting the con-
vergence coefficient �=0 and the penalization parameter 	
=0 in Eq. �15�. Since �=0, the control filters then coincide
with the WFS solution which is used as the initial value for
the control filters. We used �=0.00004 and 	=0 for the first
FXLMS case while �=0.00004 and 	=10 were used for the
second FXLMS case. As for the AWFS algorithm based on
independent radiation mode control, each radiation mode is
associated with its own values of the convergence coeffi-
cients �1=0.0002, �2=�3=0.001, �4=0.004 and penaliza-
tion parameters 	1=	2=	3=	4=1. In all cases, the size of
the control filters was set to 256 and � was set to 0. The
convergence coefficients were chosen to approach the maxi-
mum value for stable convergence. A modeling delay of 16
samples, �=16, was used in these simulations. The SVD
delay was set to 128, �SVD=128. The first and second syn-
thesis filters and the analysis filters all include 256 coeffi-
cients.

Figure 5 shows that the different algorithms effectively
reduce the reproduction error in comparison with WFS. The
independent radiation mode control implementation implies
a delayed adaptation caused by the supplementary delay in
the synthesis and analysis filters �a total of 2�SVD samples
delay�. Although the FXLMS algorithm can reach a similar
residual criterion as the AWFS algorithm based on indepen-
dent radiation mode control, the independent implementation
allows for fine tuning of the convergence properties of each

mode, which is not possible with the FXLMS algorithm.
This is highlighted in Fig. 6, which shows the 24 control
filters after convergence for the FXLMS and SVD-based al-
gorithms. Note that for the SVD-based algorithm, these con-
trol filters correspond to the multiplication of the adaptive
filter matrix �M �256, with M =4� with the first synthesis
filter matrix �s�G��z��L�M �256� along with the addition of
the null space synthesis filters matrix �s�G��z��L�256�.
Clearly, both algorithms result in a similar set of control
filters. However, for the SVD-based algorithm, the presence
of the higher-order SVD radiation modes is visible from
sources 1–12 where the spatial variation of the control filters
with reproduction source number is more pronounced
�Gauthier and Berry, 2006�. This is also shown in Fig. 7
where the total energies �quadratic sums of all the coeffi-
cients� of the control filters are shown for each reproduction
source. This more pronounced variation for the reproduction
sources 1–12 is due to the faster convergence of higher-order
radiation modes in independent radiation mode control, be-
cause it is based on modal convergence coefficients �m and
penalization 	m. �With the FXLMS algorithm, these radiation
modes are not allowed to converge in the given adaptation
time.� Indeed, see Appendix B, the higher-order radiation
modes correspond to more pronounced spatial variations of
the corresponding first synthesis filters.

B. Semi-infinite space delimited by a rigid floor
and two hard walls

To investigate the effectiveness of the AWFS algorithms
for active sound field reproduction in non-anechoic environ-
ments, other simulations were performed where the acousti-
cal responses included three rigid surfaces. The sources and
the sensors are 1.22 m above a rigid floor. Two perpendicular
walls are also included as planes located at x2=−2 m and
x1=−6 m. The configuration is shown in Fig. 8. For the
simulation results presented here, the linear array of moni-
toring sensors shown in Fig. 4 is used.

Although this reproduction space is simpler than a real
listening room, it provides enough departures with respect to
the free field situation to investigate AWFS in a reflective
reproduction space.
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Appendix B presents the first synthesis filters �s�G��z�
and analysis filters �a�G�z� each of which includes 256 coef-
ficients. A modeling delay of 16 samples, �=16, was used in
these simulations.

A comparison of WFS and AWFS is reported in Fig. 9 in
terms of the learning curves for the various algorithms. The
following values were used: �=0 and 	=0 for WFS. We
used �=0.00004 and 	=0 for the first FXLMS case while
�=0.00004 and 	=10 were used for the second FXLMS
case. As for the AWFS algorithm based on independent ra-
diation mode control, the convergence and penalization pa-
rameters were adjusted for each individual radiation mode:
�1=0.00015, �2=�3=0.0004, �4=0.003 and 	1=1, 	2=	3

=0.1, 	4=0.01. The adaptation coefficients were chosen to
approach the maximum value for stable convergence. It is

possible to reduce the corresponding penalization parameter
so that the convergence of the higher-order modes is not
blocked by excessively large penalization parameters. In all
cases, the size of the control filters was 256 and � was set to
0. According to the learning curves of Fig. 9, it is clear that
AWFS provides a reduction of the reproduction error both at
the error and monitor sensors when compared to WFS.

The effects of the reflective surfaces on sound field re-
production in space are shown in Figs. 10–12, which present
the reproduced impulse responses �instantaneous sound pres-
sure� at the monitoring sensors for the linear monitor array
shown in Fig. 4. For the WFS solution, one can clearly dis-
tinguish the undesirable reflections reaching the monitor ar-
ray in Fig. 10. The FXLMS case, Fig. 11, is obtained for a
penalization parameter 	=10. In this figure, one can note the
reduction of the reflections. This reduction of room effects is
most notable for the floor and late reflections. The attenua-
tion of the room effects is noticeable at the central monitor-
ing sensors �this region corresponds to the control region
�error sensors position�, that is monitor sensors Nos. 4 and
5�. The comparison between Figs. 11 and 12 shows how the
AWFS algorithm based on independent control effectively
reduces the undesirable reflections at the monitoring sensors.
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IV. CONCLUSION AND PERSPECTIVES

Adaptive wave field synthesis, as introduced by the au-
thors �Gauthier and Berry, 2006�, was originally proposed as
a solution for active sound field reproduction and active
room compensation for WFS. AWFS is based on minimiza-
tion of the reproduction errors with a departure penalty from
the WFS solution. Such penalization is what makes the
AWFS original. This paper furthered the understanding and
definition of AWFS by analyzing broadband signal process-
ing and implementation on the basis of two algorithms:
modified FXLMS and independent radiation mode control
based on plant decoupling by singular value decomposition.

It was shown theoretically that the application of classi-
cal adaptive algorithm for active noise control such as
FXLMS provides a practical implementation frame for
AWFS. The convergence properties of the modified FXLMS
algorithm are very similar to the properties of the classical
leaky FXLMS algorithm. The main difference between this
classical algorithm and its modified counterpart for AWFS is
the constant reintroduction of a scaled part of the WFS solu-
tion at each sample in the adaptation rule. Plant SVD and
AWFS based on independent radiation mode control were
then introduced. The corresponding adaptation equation
showed that it is possible to control independently the con-
vergence properties of each of the radiation modes. This is a
major advantage of plant decoupling for AWFS along with
reduction of the computational burden �partly caused by the
simplification of the adaptation rules and of the computation
of the filtered reference signals�. In comparison with other
published results on plant preconditioning by SVD �Bai and
Elliott, 2004�, further practical considerations for first syn-
thesis and analysis filters were presented in the Appendices.
It was shown that either a reordering algorithm or a sign
change tracking algorithm �both working in the frequency
domain� are needed before any tractable time-domain imple-
mentation of AWFS can be achieved. Moreover, special at-
tention was given to the practical null space definition which
is of great importance for AWFS.

Simulations results for free field and in a semi-infinite
space bounded by three rigid surfaces were presented. The
first case was introduced to validate the AWFS algorithms in
a simple situation. It proved the workability of the algo-
rithms. The second case was introduced as a demonstration
of the interest of AWFS: active sound field reproduction and
active room compensation. A simple semi-infinite space was
chosen as an example where identifiable discrete reflected
wave fronts impinge on the sound field reproduction system.
In this example, it was demonstrated that in-plane AWFS can
effectively be used to compensate for undesirable room ef-
fects such as discrete reflections in the vicinity of the error
sensors. These included reflections from vertical and hori-
zontal surfaces. It is therefore possible to compensate for
reflections coming from horizontal surfaces with a planar
horizontal system using AWFS and the presented configura-
tion. Recent experiments with AWFS support these observa-
tions.

From all these remarks and from the detailed results
presented in Sec. III, we conclude that AWFS can be used for

active sound field reproduction and active room compensa-
tion according to the original AWFS definition �Gauthier and
Berry, 2006�. An experimental AWFS system using the con-
figuration depicted in Fig. 4 was recently evaluated in sev-
eral environments: hemi-anechoic chamber, laboratory space,
and reverberation chamber. Experimental evaluations of
physical AWFS performance for active sound field reproduc-
tion is thus a topic of current research.

As for most recent WFS systems, the configuration re-
tained here was a two-dimensional distribution of reproduc-
tion sources. Simplicity and lower cost are the usual reasons
behind this choice. Such a configuration was selected for
illustration purposes and because it corresponds to our ex-
perimental system �not presented in this paper�. In all cases,
the presented algorithms and AWFS concepts are not limited
to a given specific configuration. As an example, use of com-
pact sensor arrays can easily be extended to three dimen-
sions. Another example is a three-dimensional reproduction
source array.

Recent experiments with AWFS in real reproduction
spaces also confirmed the importance of the higher-order ra-
diation modes for the enlargement of the effective control
region. This is only possible with the independent radiation
mode control algorithm. Experiments also showed an even
better performance of AWFS in several reproduction envi-
ronments.

Other issues related to AWFS are open questions:evalu-
ation of system size on performance, possible use of several
compact error sensor arrays in a larger distributed reproduc-
tion region, effects of modeling delay, supplementary consid-
erations for causality, modification of other classical adaptive
algorithms �frequency domain implementation, sparse adap-
tation and others �Garas, 1999; Elliott, 2000�, or various
types of penalization� for AWFS and both subjective and
objective evaluations of AWFS performance in several repro-
duction rooms.
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APPENDIX A: SYSTEM DECOUPLING AND
WHITENING USING SINGULAR VALUE
DECOMPOSITION „SVD… IN THE FREQUENCY
DOMAIN

The electroacoustical plant G�z� is represented in the
frequency domain by G�ej��=G�z��z=ej� where j=�−1. Us-
ing the SVD, the plant matrix can be expressed as

G�ej��M�L = U�ej��M�M��ej��M�LVH�ej��L�L �A1�

with
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��ej�� = 	�1�ej�� ¯ 0

] � ] �0�M��L−M�

0 ¯ �M�ej��



M�L

,

�A2�

where U is the column matrix of the left singular vectors, V
is the column matrix of the right singular vectors, ��ej�� is a
pseudo-diagonal matrix of the real singular values �i�ej��
�ordered on the main diagonal by decreasing amplitude�. The
left singular vectors are defined as pressure modes �i.e., ra-
diation modes evaluated at the error sensor array� and the
right singular vectors are defined as source modes �i.e., ra-
diation modes evaluated at the reproduction source array�.
Superscript H denotes Hermitian transposition. In Eq. �A2�,
the plant matrix rank r was assumed to be M for notation
convenience and we assume LM.

The first radiation mode synthesis filter L�M matrix
�s�G��ej�� is defined by

�s�G��ej��L�M = V�ej��L�L���ej���L�M
+ , �A3�

where the pseudo inversion �·�+ of the pseudo-diagonal ma-
trix � is defined as follows:

�+�ej�� = 	1/�1�ej�� ¯ 0

] � ] �0�M��M−L�

0 ¯ 1/�M�ej��



T

.

�A4�

The first synthesis filters �s�G��ej�� are used to define repro-
duction source inputs in the frequency domain that corre-
sponds to the source modes �not belonging to the null space�.
Each column of �s�G��ej�� is a set of L synthesis filters that
creates one of the source modes. According to this definition,
one notes that: �1� the �s�G��ej�� columns cover the range of
the matrix G�ej�� by its multiplication with the plant FRF
matrix G�ej�� and �2� the first radiation mode synthesis filter
matrix �s�G��ej�� removes from V�ej�� the null space of
G�ej�� by post-multiplication by �+�ej�� in Eq. �A3�. Alter-
natively, the 1 /�i can be replaced by 1 on the main diagonal
of Eq. �A4� so that the plant is decoupled but not whitened.
In this specific case, the same terminology and notation, for
the synthesis filters, are used. For the simulations reported in
this paper, the plant is only decoupled, but not whitened.

An analysis filter matrix �a�G�ej��M�M is defined from
the SVD

�a�G�ej��M�M = UH�ej��M�M , �A5�

The analysis filter matrix transforms the physical sound pres-
sures �pM�n� or eM�n�� in pressure mode basis �giving p̃M�n�
or ẽM�n��. Each column of �a�G�ej�� is a set of M analysis
filters that create a pressure mode. The first step of plant
decoupling is the multiplication of the plant matrix by the
first synthesis filter matrix

G�ej���s�G��ej�� = U�ej����ej��VH�ej��V�ej���+�ej��

= U�ej�� . �A6�

The second step is the pre-multiplication of Eq. �A6� by the
analysis filter matrix

�a�G�ej��G�ej���s�G��ej�� = I�ej�� , �A7�

since V�ej�� and U�ej�� are unitary matrices. I is the identity
matrix. Equation �A7� allows plant decoupling and pre-
whitening by pre- and post-multiplication with synthesis and
analysis filters. This property is of fundamental importance
for practical implementation of AWFS based on independent
radiation mode control �Gauthier and Berry, 2006�. If, as
noted earlier, the plant is only decoupled, one has:
�a�G�ej��G�ej���s�G��ej��=���ej��, where ���ej�� is the first
M �M submatrix of ��ej��.

The second radiation mode synthesis filter matrix
�s�G��ej�� �producing the null space of G�ej��� is

�s�G��ej��L�1 = V�ej��L�LiL�1, �A8�

where i is a block vector defined by iL�1

= ��0�1�M�0�1��L−M��T. This filter matrix produces all the ra-
diation modes which belong to the null space of the plant
matrix G�ej�� so that, according to the null space definition
�Lancaster and Tismenetsky, 1985�, G�ej���s�G��ej��=0M�1.

APPENDIX B: TIME-DOMAIN FILTERS FROM SVD
IN THE FREQUENCY DOMAIN

The procedure used to generate time-domain decoupling
filters from the frequency response matrices �s�G��ej�� and
�a�G�ej�� has been described by Bai and Elliott �2004�. For
AWFS, a similar procedure must also be applied to
�s�G��ej��. Other procedures such as WFS projection on the
SVD basis and radiation mode reordering are also original
aspects.

The frequency response matrices, temporarily denoted
F�ej��, are calculated �for simulations� or measured �for
practical implementations�. Using inverse discrete-time Fou-
rier transform �DTFT�, a discrete-time sequence matrix F�n�
is obtained: F�ej����=�2�/N�k↔F�n�, where k represents a fre-
quency index and N the number of samples in the frequency
domain. A time delay of �SVD samples is then added for
causality purposes. F�n� is then transformed to produce the
filter coefficient matrix F�z�.

Although this procedure is readily applicable to derive
the synthesis and analysis filters, the SVD decoupling being
independently computed at each frequency, the complex fre-
quency response functions may not be directly passed into
inverse DTFT to create time-domain filters without risk. The
limitation comes from the SVD definition that involves a
singular value matrix ��ej�� in which the singular values are
ranked in decreasing order of magnitude. Left and right sin-
gular vectors are accordingly ranked in the matrices U�ej��
and V�ej��. Some singular values may thus coincide or cross
over a frequency range so that singular vector ordering arbi-
trarily switches between the two singular values. At this
point, the SVD calculation with classical numerical algo-
rithms will introduce a switch in the radiation mode ordering
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so that the frequency responses �s�G��ej��, �s�G��ej��,
�a�G�ej�� and their components go through abrupt transitions
over the frequency range of interest. Such discontinuities
�amplitude and phase� as function of frequency produce
longer impulse responses when inverse DTFT is applied. Ap-
plying a simple smoothing algorithm to the SVD matrices in
the frequency domain �that is radiation mode reordering so
that they smoothly change shape over the reproduction
source array as function frequency� before taking the inverse
DTFT proved to greatly decrease the length of the impulse
responses of the filters. This constitutes an originality of the
present work in comparison with Bai and Elliott �2004�.

Note that to increase the robustness of the reordering
algorithm for the simulations reported in this paper, an arti-
fact has been introduced for a practical SVD decoupling
demonstration. A random variation �normal distribution with
zero mean and 1 mm variance� of the source and sensor po-
sitions �in the horizontal plane� proved, along with standard
SVD algorithm and smoothing process, to enhance the de-
coupling results. Placing of such random artifact in the the-
oretical configuration is somewhat more representative of a
real situation than the otherwise geometrically perfect con-
figuration.

1. Examples

To illustrate these ideas, an example of plant decoupling
based on SVD and smoothing process is introduced for the

free-field condition in Figs. 13–16 for the configuration
shown in Fig. 4. Note that this example does not include
plant whitening. In Fig. 13, the 24 synthesis filter impulse
responses for each source mode �corresponding to the first
synthesis filters matrix� are shown with 256 points in the
time domain with a sampling frequency of 1200 Hz �a con-
servative approximation of the minimal spatial aliasing fre-
quency for the given reproduction source separation distance
is 634 Hz, at least two reproduction sources per wavelength,
so that a sampling frequency of 1200 Hz covers the fre-
quency range of interest�. These impulse responses have
been delayed by 128 samples ��SVD=128�. Each of the sub-

FIG. 13. Free-field theoretical synthesis filters in the time domain for the
source modes 1–4. Each plot includes 24 synthesis filters to create the given
source mode with 24 reproduction sources. Each filter includes 256 coeffi-
cients. The small plots on the right display the algebraic sum of the filters
response along the 256 coefficients.

FIG. 14. Free-field theoretical analysis filters in the time domain for the
pressure modes 1–4. Each plot includes four analysis filters to construct the
pressure mode from four pressure sensors. Each filter includes 256 coeffi-
cients.
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FIG. 15. Plant decoupling: 10 log10 of the total energies of the impulse
responses of individual components of the 4�4 matrix
�a�G�ej��G�ej���s�G��ej�� using the synthesis and analysis filters shown in
Figs. 13 and 14.
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plots represents the 24 impulse responses of a column of the
first synthesis filter matrix �s�G��z�L�M to produce yL�n� from
ỹM�n� �see Fig. 3�. Without the smoothing algorithm before
inverse DTFT, the time leakage of these filters had proven to
be much more important. Figure 14 shows the four analysis
filters �for each pressure mode� in the time domain using
�SVD=128 samples delay. Each of the subplots represents the
four impulse responses of a column of the analysis filter
matrix �a�G�z�M�Mto transform the reproduction errors eM�n�
into ẽM�n�. To illustrate the fact the higher-order source
modes imply more spatial variations than lower-order radia-
tion modes, a set of small subplots are included in Fig. 13.
They show the algebraic sums of the filter coefficients over
the 256 coefficients. Clearly, the first source mode involves
an in-phase radiation from all the reproduction sources on
the average. The other modes involve more source-to-source
variations, but they show simple spatial distributions. As an
example, it is clear that the fourth source mode appears in
AWFS based on independent radiation mode control shown
in Fig. 7. In contrast, for AWFS based on FXLMS algorithm,
the first radiation dominates more in Fig. 7. Another point
should be noted: both the synthesis and analysis filters ap-
proach simple multipolar patterns. The first radiation mode
implies an in-phase radiation from the reproduction sources
and in-phase capture from the error sensors. The higher-order
radiation modes imply an alternation of in-phase and out-of-
phase average over the reproduction source and error sensors

arrays; these are then approaching simple multipolar patterns
�Gauthier and Berry, 2006�.

To test the validity of the SVD decoupling using these
filters, the plant decoupling has been simulated using the
synthesis and analysis filters described above. The total en-
ergies of the impulse responses in individual components of
the 4�4 matrix �a�G�ej��G�ej���s�G��ej�� are shown in Fig.
15. Clearly, this matrix is diagonal. This proves that broad-
band plant decoupling using SVD as described herein is ef-
fective.

For the simulated case with three rigid surfaces, the syn-
thesis and analysis filters impulse responses are shown in
Figs. 16 and 17. The same small subplots on the right of Fig.
16 show the algebraic sums of the filter coefficients along the
256 coefficients. These filters show a more complex response
than those of the free-field case �see Figs. 13 and 14�, but
they have a mean spatial distribution approaching the filters
for the free-field case. The synthesis filters of the first source
mode clearly show an in-phase response from all the repro-
duction sources this; is in agreement with our previous the-
oretical results �Gauthier and Berry, 2006�. Again both the
synthesis and analysis filters approach simple multipolar pat-
terns. The first radiation mode implies an in-phase radiation
from the reproduction sources and in-phase sensing at the
error sensors. The higher-order radiation modes imply an al-
ternance of in phase and out of phase over the reproduction
source and error sensors arrays, they then approach simple
multipolar patterns. Note that, the synthesis and analysis fil-
ters only include plant decoupling. The SVD delay was set to
128, �SVD=128.

FIG. 16. Synthesis filters in the time domain for the source modes 1–4 for
the system with a rigid floor and two hard walls. Each plot includes 24
synthesis filters to create the given source mode with 24 reproduction
sources. Each filter includes 256 coefficients. The small plots on the right
display the algebraic sum of the filter’s response along the 256 coefficients.

FIG. 17. Analysis filters in the time domain for the pressure modes 1–4 for
the system with a rigid floor and two hard walls. Each plot includes four
analysis filters to construct the pressure mode with four pressure sensors.
Each filter includes 256 coefficients.
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APPENDIX C: PROJECTION OF THE WFS
OPERATORS ON THE SOURCE MODES
AND PRACTICAL SYNTHESIS OF THE
NULL SPACE OF G„e j�

…

The AWFS algorithm based on SVD decoupling requires
the projection of the WFS operators on the synthesis filters
�Gauthier and Berry, 2006�.

Once the first radiation modes are reordered, it is pos-
sible to write the column-reordered matrix V�ej�� as a block
matrix: V�ej��L�L= �V��ej��L�MV��ej��L��L−M�� where V�
was used to create the first synthesis filter according
to the method described in Appendix B while V� is used
for the second synthesis filters. In a similar manner, ��ej��
is made of two blocks: �M�L= ��M�M� 0M��L−M��. The pro-
jection of the WFS operators on the first radiation modes
is a vector of dimension M defined by q̃WFS�ej��
=���ej��V�H�ej��qWFS�ej��. Each component of q̃WFS repre-
sents a projection of the WFS operators on the given source
mode multiplied by the corresponding singular value. The
multiplication by the singular value is needed since the first
synthesis filters are made from V��ej����−1�ej�� according to
the method described in Appendix B. If the system is only
decoupled, the projection of the WFS operators becomes
q̃WFS�ej��=V�H�ejm�qWFS�ej��. Taking the inverse discrete-
time Fourier transform �DTFT� of a component of q̃WFS

gives the impulse response w̃WFSm
for the mth source mode

�see Eq. �29��, that is the projection of the WFS filters on the
source mode m. This impulse response is non-causal and an
additional delay of �SVD is added to make it causal. The
importance of the resulting filter �projection of the WFS op-
erators on the first synthesis filters� is clear in light of the
algorithm described in Sec. II C.

For the null space basis, any smoothing or reordering
operation on the corresponding source modes is by far more
complicated and less effective than for the first synthesis
filters. For the projection of the WFS operators on the null
space, a different approach is used. Rather than directly pro-
jecting the WFS operators on the null space �with
V�H�ej��qWFS�ej���, a simple approach is to substract the first
radiation mode contributions from the WFS operators so
that qWFSnull

�ej��= �IL�L−V��ej��L�MV�H�ej��M�L�qWFS�ej��
where both qWFSnull

�ej�� and qWFS�ej�� are L�1 vectors. The
vector qWFSnull

�ej�� is the portion of qWFS�ej�� which belongs
to the null space. This was defined without using the projec-
tion of the WFS operators on the null space basis. Since the
impulse responses corresponding to qWFSnull

�ej�� are non-
causal, an additional delay of �SVD is included in the impulse
responses for the synthesis of the WFS operators projected
on the null space basis.
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Friction induced vibrations in automotive brakes is recognized as a major problem in industry.
Squeal is a difficult subject because of its unpredictability caused by a not completely understood
sensitivity to variation of the system parameters. In the literature several analytical and numerical
studies deal with the relationship between damping and system propensity to have instability. These
studies highlight the existence of a nonintuitive effect of damping distribution on modal coupling
that gives rise to the unstable vibrations. The complexity of commercial brakes and the difficulties
to identify the values of modal damping in brake assemblies lead to the necessity to rely on
experimental analysis using simplified test rigs. This paper presents an experimental investigation of
the relationship between the distribution of modal damping and the propensity to develop squeal in
a beam-on-disk setup, which reliably reproduces squeal events with easy control and measurement
of the damping of the disk and the beam, respectively. The experiments highlight the key role played
by the modal damping distribution on squeal: A nonuniform repartition of the modal damping causes
an increase of the squeal propensity. © 2008 Acoustical Society of America.
�DOI: 10.1121/1.2875628�

PACS number�s�: 43.40.At, 43.50.Lj, 43.20.Ks �JGM� Pages: 2017–2023

I. INTRODUCTION

Brake squeal is an example of noise caused by vibra-
tions induced by friction forces that can induce a dynamic
instability.1 Analytical and numerical2,3 approaches have
been proposed to explain the self-excited vibrations of the
brake apparatus which cause the squeal sound emission.
Mills4 and Fosberry and Holubecki5,6 tried to correlate the
occurrence of squeal with a negative slope of the friction
coefficient-relative velocity curve, while Spurr7 proposed his
sprag-slip theory, followed later by Earles et al.8,9 and Jarvis
and Mills.10 In 1972, North,11,12 published the first experi-
mental work on a real brake apparatus. Akay et al.,13 Tucinda
et al.,14,15 Allgaier et al.,16,17 and Tarter18 conducted exten-
sive analyses on the beam-on-disk setup. Nowadays, the
modal coupling11–13 �mode lock-in� between two system
modes, one of which becomes unstable, is one of the most
accepted theories.

The squeal unpredictability is due both to the sensitivity
to the system parameters and to the still unknown effect of
some system characteristics such as the structural damping.
In brake design several modifications are applied to suppress
the instability, nevertheless no effective solution for a
“squeal-free” design has been reached.

Recent works investigate the role of damping on the
squeal occurrence. Douffor19 included the damping effect
into an analytical analysis of instabilities between bodies in

sliding contact, with a particular addressing to brake squeal.
This work highlights the importance of the damping distri-
bution between the coupling modes.

The complex eigenvalue analysis is a popular numerical
tool for squeal instability prediction.20–22 Hoffmann et al.23

conducted numerical studies on the effect of damping on the
mode lock-in on a two degrees of freedom system. Sinou,24

and Fritz et al.25 performed an extensive numerical analysis
by a finite element model to investigate the effect of damping
on squeal prediction. As in the other cases, their analysis
highlighted the increase of the squeal propensity with the
ratio between the modal damping of the two coalescing
modes.

Nevertheless, either because of the complexity of a com-
mercial brake system or because the difficulty to retrieve the
modal damping experimentally, only analytical or numerical
analyses have been developed in the literature.

To overcome the above-mentioned difficulties, here the
authors present an experimental analysis developed on a sim-
plified brake apparatus, the beam-on-disk setup that allows a
reduction of the parameter uncertainties, a consistent repro-
ducibility of the squeal events and, above all, an easy mea-
surement and variation of the modal damping of the coalesc-
ing modes.

The obtained experimental results agree and confirm the
analytical and numerical findings existing in literature and
mentioned earlier.

II. EXPERIMENTAL SETUP

The beam-on-disk is an extension of the pin-on-disk
proposed by Earles and Soar8,9 in the 1960s. It was proposeda�Electronic mail: francesco.massi@insa-lyon.fr
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by Akay et al.,13 and later used, with the same basic geom-
etry, by Tuchinda et al.14,15 and Allgaier et al.16,17 For the
analysis presented in this paper the setup is redesigned for
the specific aim of investigating the effect of modal damping.

The analyzed beam-on-disk consists of a cantilever
beam �representing the brake pad� and a rotating disk �the
disk brake rotor� pressed against each other using a dead
weight. Figure 1 shows a photograph and a schema of the
setup: The disk and the cantilever beam are both made of
steel. The disk has a diameter of 600 mm and thickness of
10 mm. The beam cross section is 10�10=100 mm2. The
angle of incidence of the beam and its length are adjustable.
The cantilever beam is mounted on a massive block which is
held by two thin plates. This design allows the cantilever
beam to be preloaded against the disk with a specified nor-
mal load by using weights and a system of pulleys. The thin
plates let the beam follow the misalignments of the rotating
disk so to ensure constant boundary conditions. In fact, the
normal force is one of the several parameters characterizing
the system. By changing the normal force, the contact stiff-
ness and the boundary conditions at the beam constraints
change. Therefore, the squeal conditions can be varied by
varying the normal force. This is the reason to perform this
analysis mantaining the normal force constant �as all the
other parameters�. A small tip is attached to the edge of the
beam in contact with the disk and is made by machining a
commercial brake pad. The tip is 1 mm large and is applied
to increase the friction coefficient �up to 0.3� and to avoid the
wear of the disk and beam surfaces.

This setup, even if it is a reduced order form of a real
brake, is able to capture features of the interaction between
the disk and the brake pad for the purpose of analyzing the
squeal mechanism. In particular, the beam-on-disk setup is
suitable to reproduce and study the mode lock-in phenom-
enon that is widely considered to be the cause of the squeal
instabilities in brakes.

Figure 2 shows the Frequency Response Function �FRF�
measured on the disk. The FRF is obtained by a multi-
impulse excitation with an instrumented hammer. Several
impulses in random sequence are applied while the bending
acceleration of the disc at the drive point is measured by an
accelerometer. The signals are treated as random, and the
FRF is estimated by the H1 function. Because of the large
frequency range covered by squeal �1–20 kHz�, this method
is used to introduce enough energy at high frequency, where
the pass band of a single hammer impulse is lower than
7 kHz. The grey band is the range of frequency covered by
the natural frequency of the second bending mode of the
beam, when the beam length is ranged between 90 and
130 mm. As shown in Fig. 2, the natural frequency of the
bending mode of the beam crosses the natural frequencies of
the �0,4�26 and �0,5� bending modes of the disk, respectively,
at 2521 Hz �length of the beam 130 mm� and 3729 Hz
�103 mm�.

The coalescence between the mode of the beam �Fig.
3�b�� and the �0,4� mode of the disk �Fig. 3�a�� is chosen for
the presented analysis, in order to have a larger surface of the
beam where to place the damping material. Nevertheless, the
same qualitative results have been obtained by selecting the
coalescence between the mode of the third beam and the
�0,5� mode of the disk. The coupling conditions between
these couples of modes have been selected because they pro-
vide the more suitable conditions to have robust and repro-
ducible squeal. Damping is in fact a really highly sensitive
parameter and squeal is a highly fugitive phenomenon.

FIG. 3. �Color online� Operative deflection shape for the: �a� �0,4� mode of
the disk and �b� second mode of the beam.

(b)

(a)

FIG. 1. �Color online� �a� Experimental setup and �b� schema of the experi-
mental rig.

FIG. 2. �Color online� FRF of the setup measured on the disk periphery and
frequency range covered by the second bending mode of the beam.
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III. DAMPING AND SQUEAL PROPENSITY

The aim of this paper is to retrieve the propensity of the
squeal instability in function of the modal damping of the
two coalescing modes. The simple dynamics of the setup
allows having a reliable measurement of the modal damping.
Moreover, the addition of damping material along the exter-
nal circumference of the disk �Fig. 4�a�� or along the surface
of the beam �Fig. 4�b�� allows one to modify separately the
value of the structural damping related to the two substruc-
tures, and thus the damping values of the two coalescing
modes.

Five cases are studied and presented hereafter:

�A� Naturally damped system: no damping layer is used.
�B� Parallel distribution of added damping: one damping

layer attached to both the disk and the beam.
�C� Unequal distribution of added damping: one damping

layer added to the beam.
�D� Unequal distribution of added damping: two damping

layers added to the beam.
�E� Unequal distribution of added damping: one damping

layer added to the disk.

The modal damping of both the disk mode26 and the beam
mode changes consistently depending on the contact condi-
tion, i.e., when the two subparts of the system are in sliding
contact a larger value of the modal damping is measured.
Table I shows the values of the respective modal damping
with and without contact. The modal damping of the sub-
structures not in contact are evaluated from the measured
FRFs by the software ICATS for modal analysis using the
half-power points and the circle-fitting method.

To obtain the actual modal damping when the two sub-
systems are in contact, during the disk rotation, each sub-
system is excited with an hammer impact, the response to the
impulse is filtered and the logarithmic decrement is mea-
sured.

In order to have a representative value �not affected by
any uncertainty related to the variation of the contact condi-
tions� of the modal damping of each mode of the substruc-

tures, the values presented throughout the paper are calcu-
lated when the disk and the beam are not in contact.
Nevertheless, the obtained results can be as well referred to
the values obtained with the contact.

Table II shows the modal damping of the disk and beam
modes calculated for different configurations of the setup.
The application of the damping layers to the substructures
increases sensibly the modal damping of the respective
mode, as shown by the FRFs of the beam calculated for the
different configurations �Fig. 5�.

The propensity of the system to be unstable is referred to
here as the range of variation of the system parameters that
brings the instability. The wider the range of the parameters
that bring the instability the larger the squeal propensity.

The following procedure is performed in order to re-
trieve experimentally �see Figs. 6–10� the lock-in curves that
can be obtained numerically by the complex eigenvalue
analysis:21

�1� The length of the beam is previously fixed in order to
have the natural frequency of the beam slightly higher
than the natural frequency of the disk.

�2� A lumped mass is then added at a point of the beam to
decrease its natural frequency. Different values of the
mass are added and for each value a brake phase is per-
formed.

FIG. 5. FRFs of the beam for, respectively, no damping layer �black line�;
one damping layer �grey line�; and two damping layers �dashed line�.

FIG. 4. �Color online� Addition of layers of damping material: �a� On the
disk and �b� on the beam.

TABLE I. Modal damping of the beam and disk with and without contact.

Setup configuration Modal damping �%�

Disk without contact 0.48
Disk with contact 0.7

Beam without contact 2.5
Beam with contact 3.5

TABLE II. Modal damping of the beam and disk mode for different con-
figurations.

Disk configuration
Modal damping of the

disk mode �%�

Disk without damping
layer

0.48

Disk with damping layer 1.45
Beam configuration Modal damping of the

beam mode �%�
Beam without damping

layer
2.5

Beam with one damping
layer

3.7

Beam with two damping
layers

5.7
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�3� For each value of the mass, the natural frequency of the
beam and of the disk are measured during the braking.

�4� During the tests, for a well-defined value of the added
mass, the natural frequency of the beam reaches the
natural frequency of the disk and squeal vibration oc-
curs: This coalescing point is labeled as the lock-in
point.13

�5� The mass is increased in steps �about 2 g�; for each step,
a braking phase with squeal is obtained and the squeal
frequency is measured.

�6� For a well-defined value of the added mass the lock-out
point is obtained: The two natural frequencies split at
two different frequencies, and the squeal noise disap-
pears.

�7� The mass is still increased: The beam natural frequency
decreases moving away from the disk natural frequency.

The squeal conditions are identified by the harmonic
sound emission that can reach 100 dB, and by the power
spectral density �PSD� of the system acceleration that during

squeal conditions presents a pick in frequency that is
40–100 dB above the whole frequency spectrum. In stable
conditions the frequency spectrum is characterized by a low
quasirandom spectrum characteristic of the “friction noise.”1

Before and after “lock-in” no squeal is recognized.
The measurement of the natural frequencies of the

coupled system has to be performed in the effective operat-
ing conditions, i.e., when the beam is in contact with the disk

FIG. 7. �Color online� Plot of the system instability �lock-in graphic� for
system without damping layers. The unstable range of the system parameter
�added mass� and the corresponding frequency range �beam dynamics�.

FIG. 9. �Color online� Plot of the system instability �lock-in graphic� when
one �a� and two �b� damping layers are applied to the beam; no damping
layers are applied to the disk.

FIG. 6. �Color online� Experimental evaluation of the lock-in plot.

FIG. 8. �Color online� Plot of the system instability �lock-in graphic� when
one damping layer is applied on both the disk and the beam.
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and the disk rotates. In fact, contact conditions have a strong
effect on the dynamics of the setup and, if neglected, produce
nonrepresentative results.

Figure 6 shows how the lock-in plots are obtained. Be-
fore the lock-in point and after the lock-out point the system
is stable. In these conditions the PSD of the signal coming
from the accelerometer placed on the tip of the beam con-
tains picks corresponding to the natural frequencies of the
two components �Fig. 6�b��. An external excitation of the
system is, in these conditions, useful to increase the modal
response.

In the unstable range, between the lock-in and the lock-
out points, the signal is characterized by only one main har-
monic, corresponding with the squeal frequency �Fig. 6�c��.
The frequency of this main harmonic is reported in the
lock-in plot.

Moreover, for each step of the added mass, a measure-
ment of the natural frequencies of the beam, when not in
contact with the disk is also measured.

In the presented particular case, the dynamics of one
component of the system �i.e., the beam� is varied by modi-
fying the added mass. An increase of the mass corresponds to
a decrease of the natural frequencies of the beam.

Because a commercial brake apparatus is extremely
more complicated than the beam-on-disk, several parameters
can be varied to modify the system dynamics.

In order to generalize the obtained results, the ranges of
the substructure dynamics that bring the unstable behavior
�for different values of the damping distribution� are com-
pared by comparing the values of the natural frequencies of
the beam �when not in contact with the disk� at the lock-in
and lock-out point �see Table III�. The wider the range of the
natural frequencies that bring the unstable coalescence, the
more probable it is to have squeal. Comparing the natural
frequencies of the beam allows one to compare directly the
range of the subsystem dynamics that leads to the instability.

A. Naturally damped system „case A…

The first set of tests is performed on the beam-on-disk
without the addition of damping materials. The damping co-
efficient of the second mode of the beam is 2.5%, while the
damping of the �0,4� mode of the disk is 0.48%. The large
damping of the beam mode is due to the contact damping at
the connection between the beam and the massive block. The
relative motion between the beam sides and the block sur-
faces introduces the damping due to the friction between
these surfaces. The lumped mass is added at 25 mm from the
constraint. Such point is chosen to have the best compromise
between the range of frequency covered by the application of
the mass �to range the system dynamics from the lock-in to
the lock-out points�, and an acceptable sensitivity �about
20 Hz /g� to the mass increment, so that an accurate measure
of the coalescing zone can be obtained. Figure 7 shows the
behavior of the system natural frequencies, calculated during
the braking phase� in function of the value of the added
mass. In this case the mass ranges between 0 and 33 g to
shift the natural frequency of the beam from
2800 to 2370 Hz. When 17 g are attached the mode of the
beam coalesces with the �0,4� mode of the disk and squeal
vibration and noise �over 100 dB� appear. This point is la-
beled as lock-in point.

By increasing the attached mass, squeal occurs at every
braking test at the coalescing frequency, which remains al-
most constant. Once the lock-out point is reached, the mode
of the beam shifts at a frequency lower than the mode of the
disk and the squeal disappears.

The graphic in figure 6 is the experimental equivalent of
the lock-in plots, often obtained numerically in the literature
by the complex eigenvalue analysis.21,22

The difference of added mass between the lock-in and

FIG. 10. �Color online� Plot of the system instability �lock-in graphic� when
one damping layer is applied to the disk; no damping layers are applied to
the beam.

TABLE III. Modal damping distribution and unstable frequency range for different configurations.

Setup configuration
Damping of

disk mode �%�
Damping of

beam mode �%� Damping ratio

Lock-in
frequency
range �Hz�

A No damping layers 0.48 2.5 5.2 150
B Damping layer on both the

disk and the beam
1.45 3.7 2.6 80

C One damping layer on the
beam

0.48 3.7 7.7 200

D Two damping layers on the
beam

0.48 5.7 11.8 380

E Damping layer on the disk 1.45 2.5 1.7 110
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lock-out points is in this case 9.7 g. As mentioned earlier, to
generalize the problem to whatever change in the parameters
of a brake system, the dynamics of the substructures giving
instability is accounted for. The natural frequency of the
beam �not in contact with the disk� is calculated for the mass
values corresponding to the lock-in �2450 Hz� and lock-out
point �2606 Hz�. The frequency range corresponding to the
unstable interval is then 156 Hz.

It can be asserted that whatever configuration of the pa-
rameters influencing the dynamics of the beam, which main-
tains the natural frequency of the second mode of the beam
in such frequency range, leads to the unstable coalescence.27

B. Parallel distribution of added damping „case B…

Figure 8 shows the lock-in graphic when a layer of the
material damping is added to both the beam and the disk. In
this case the damping of the beam mode is 3.7% and the
damping of the disk mode is 1.45%. Two different effects are
obtained by the simultaneous addition of the damping layers
to the beam and the disk: �i� a general increase of the system
damping with a reduction of the system vibrations, and �ii�
an homogenization of the two modal damping values from a
ratio28 of 5 �no damping layers� to a ratio of 2.5 �with damp-
ing layers�. In such a condition the vibrational response of
the subsystems is reduced. The coalescence of the two modes
is obtained for an addition of mass of 17 g, and the lock-out
is obtained at 23 g. The unstable range of the mass is of 6 g,
equivalent to an unstable frequency range of the natural fre-
quency of the beam equal to 78 Hz �lock-in at 2563 Hz,
lock-out at 2485 Hz�.

C. Unequal distribution of added damping „cases C,
D, and E…

Figure 9�a� �case C� and Fig. 9�b� �case D� show the
lock-in plots when one and two damping layers are attached
to the beam, respectively. No damping material is attached to
the disk. In these cases only the modal damping of the beam
mode is increased. Therefore, other than to increase the
damping of a substructure, the difference between the modal
damping of the coalescing modes is increased. The ratio be-
tween the damping of the beam and disk mode is, respec-
tively, 7.7 for one damping layer and 11.9 for two damping
layers. The unstable ranges become, respectively; 23.6 g for
one damping layer �equivalent to 200 Hz� and 30 g for the
two damping layers �equivalent to 380 Hz�.

A secondary effect of the increase of the range where the
unstable coalescence happens is the increase of the vertical
frequency jump of the natural frequency of the beam shown
in the graphics. In fact, at the lock-in point the measured
frequency drops to the squeal frequency that is close to the
natural frequency of the less damped mode �the disk mode in
this case�. The authors showed29 that the range of frequency
in which a mode can coalesce �“tuning-in” frequency range�
with another one depends on its modal damping. This effect
is caused by the smoother frequency phase shift of such a
mode due to the larger damping, so that the larger the damp-
ing the wider the tuning-in frequency range. The coalescence
happens, indeed, when the tuning-in frequency range of the
beam mode overlay with the tuning-in frequency range of the

disk mode. The disk mode has a tuning-in frequency range
extremely smaller than the one of the beam mode. Therefore,
the squeal frequency is closer to the disk natural frequency.

The last tested case is presented in Fig. 10 �case E�: The
damping layer is attached to the disk, and not to the beam. In
this case the ratio between the two modal damping values is
decreased to 1.7. The unstable range of the added mass is
14.4 g �equivalent to 110 Hz of the natural frequency of the
beam�.

The squeal frequency is no more coincident with the
disk natural frequency, but rather lies in between the disk and
the beam natural frequencies. This is due to the fact that the
tuning-in range of the disk mode is increased with the in-
crease of the modal damping.

IV. RESULT DISCUSSION

The tests reported in this paper are aimed to reproduce
the behavior of the unstable coalescence between two appro-
priate modes of the system at the variation of a system pa-
rameter that allows modifying appropriately the system dy-
namics. The tests are performed for different distributions of
the modal damping, and the mode lock-in plots are mea-
sured. The propensity of the system to be unstable is valued
by the comparison of the ranges of the parameter that leads
to the instability. To generalize the results, the range of the
parameter �the added mass in the proposed set of experi-
ments� is also measured as the frequency range covered by
the natural frequency of the coalescing mode that is influ-
enced by the variation of the parameter. The natural fre-
quency of the beam is measured at the lock-in and the lock-
out points; the difference gives an index of the range of the
beam dynamics able to couple with the disk.

Table III shows the damping distribution, the ratio be-
tween the damping values and frequency range of the beam
mode that leads to squeal. From the comparison between
case A and case B it can be asserted that a homogeneous
increasing of the modal damping of the two coalescing
modes stabilizes the system by decreasing the unstable fre-
quency range.

Comparing case A with cases C and D it is evident that
increasing the damping of the beam mode increases the dif-
ference between the damping of the two coalescing modes
�larger damping ratio�; the effect is a large increase of the
unstable range of the system dynamics, from 150 up to
380 Hz. On the contrary, passing from case A to case E only
the disk damping is increased, the damping ratio decreases
and, consequently, the unstable range decreases.

In conclusion, the results of the analysis indicate two
different, almost opposite, effects due to the addition of
damping material:

�1� An homogeneous increase of the structural damping of
the system leads to a simultaneous increase of the modal
damping of the coalescing modes, by lowering the sys-
tem response and the propensity of the system to gener-
ate squeal.

�2� A nonhomogeneous increase of the system damping that
increases the difference between the damping of the coa-
lescing modes, leads to an increase of the propensity of
the system to squeal.
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This analysis confirms the numerical results obtained in
literature,19,23–25 highlighting the importance of the distribu-
tion of the structural damping in a brake apparatus. More-
over, by analyzing the different graphics it is clear that the
smaller the modal damping, the closer the squeal frequency
to the natural frequency of one mode of the coupled system
�usually a disk mode�. In fact, a large modal damping in-
creases the tuning-in frequency range, by increasing the fre-
quency range where the excited mode responds with a suffi-
cient phase shift.29

V. CONCLUSIONS

Notwithstanding decades of research on squeal and the
considerable effort by the brake industries, an effective solu-
tion to obtain “squeal-free” brakes is not yet reached. Several
solutions adopted in brake design are based on increasing
system damping. Several recent studies19,23–25 numerically
investigate the behavior of system stability as a function of
modal damping distribution. Due to the complexity of com-
mercial brake systems it is not possible to have a clear ex-
perimental measurement of the modal damping distribution
or to perform controlled modifications in the modal damping.
Thus, an experimental analysis on commercial brakes, corre-
lating the damping distribution and the squeal propensity, has
not yet been performed. This paper reports measurements
conducted on a simplified brake system, the beam-on-disk,
aimed at investigating the influence of damping on the squeal
propensity. The simple dynamics of the system and the ro-
bustness and reproducibility of the squeal events allow for
consistent results.

The key role of the ratio between the modal damping
values of the two coalescing modes is highlighted: The larger
the ratio between the modal damping, the larger the propen-
sity of the system to squeal.

Therefore, when increasing the modal damping of one of
the two coalescing modes different effects can develop as a
function of the damping ratio: By increasing the damping of
the lower-damped mode a decrease of the squeal propensity
is obtained �the damping ratio decreases�; by increasing the
damping of the larger damped mode an increase of the squeal
propensity is obtained �the damping ratio increases�. These
results agree with the analytical19 and numerical23–26 analy-
ses reported in literature. Moreover, a homogeneous increase
of the system damping decreases the squeal propensity of the
system.

These results also explain the difficulties in designing
squeal-free brakes since such systems are characterized by
large modal density with several localized sources of damp-
ing due to parts in contact �including the sliding contact be-
tween pads and disk�. Thus, several pairs of modes that are
characterized by large damping ratios can coalesce and lead
to the squeal.
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Many problems of current interest in underwater acoustics involve low-frequency broadband sonar
interrogation of objects near the sea surface or sea floor of a shallow-water environment. When the
target is situated near the upper or lower boundary of the water column the acoustic interactions with
the target objects are complicated by interactions with the nearby free surface or fluid-sediment
interface, respectively. A practical numerical method to address such situations is presented. The
model provides high levels of accuracy with the flexibility to handle complex, three-dimensional
targets in range-independent environments. The model is demonstrated using several bottom target
scenarios, with and without locally undulating seabeds. The impact of interface and boundary
interactions is considered with an eye toward using the sonar return signal as the basis for acoustic
imaging or spectral classification. © 2008 Acoustical Society of America.
�DOI: 10.1121/1.2839002�
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I. INTRODUCTION

Sonar detection, classification, and identification sys-
tems often involve broadband acoustic interrogation of com-
plex targets in shallow-water environments. Sonar imaging
systems rely on a return signal that is a nearly undistorted
replica of the emitted pulse, whereas structural acoustics-
based classifiers exploit the spectral features imprinted by
the target on the return signal. Imaging resolves the spatial
features of the external target geometry, while spectral clas-
sification techniques also probe the internal structure and
material composition of the target. For either approach, sys-
tem design and analysis require a great deal of data involving
a wide variety of target structures and environmental situa-
tions. Numerical simulations provide a cost-effective means
for developing these computer-aided detection and classifi-
cation technologies and for assessing their performance char-
acteristics without relying only on expensive field data.

Many practical problems of current interest involve low-
to mid-frequency acoustic interrogation of complex bottom
objects in shallow-water ocean environments. Typical ranges
run from tens to hundreds of meters and targets can be proud,
partially buried or fully buried in the seabed sediment layer.
As illustrated in Fig. 1, the sonar simulation problem in-
volves the propagation of an acoustic pulse from a projector
to the target, acoustic wave scattering from the elastic target,
and the propagation of the scattered waves back to a hydro-
phone. This problem can be modeled with a single, unified
approach such as finite difference, finite element, or bound-
ary element methods, but for most practical situations the
computational burden would be prohibitive. This is espe-
cially true when considering broadband signals in the low- to

mid-frequency range where a dense sampling in frequency is
required to resolve spectral details in the scattered wave
field.

Alternatively, by coupling a waveguide propagation
code with a near-field structural acoustics solver a more ef-
ficient hybrid model can be achieved. With a hybrid ap-
proach, a waveguide propagation code transmits the signal
from the source to the target and back to the receiver, a
structural acoustics solver accounts for the complex interac-
tions of the acoustic waves with the elastic target in its local
environment, and coupling mechanisms link the two models.
Several propagation models exist to handle the signal trans-
fer between the sensor and the target, but these models and
the coupling mechanisms joining them to the structural
acoustics problem may engender important modeling limita-
tions. The structural acoustics problem has proven to be a
significant challenge for complex targets at the ocean surface
or at the sea floor. The main difficulty here is in approximat-
ing the radiation condition while using a small truncated
computational domain when the exterior acoustic medium
contains contact surfaces and/or other strong inhomogene-
ities.

The formulation presented in the following sections is
conceptually similar to the wave-field superposition method,
introduced by Kravtsov et al.1 and developed more fully by
Ingenito,2 which couples the target free-field, plane-wave
scattering function to a local plane-wave decomposition of
the normal mode representation of the waveguide pressure
field. This approach is also used by Norton and Werby3 and
Sarkissian.4,5 Due to the plane-wave decomposition of the
normal modes at the target depth and the far-field approxi-
mations used, this methodology is restricted to longer-range
problems where the scatterer is a significant distance away
from the waveguide boundaries. Makris et al.6,7 reformulated
the approach using wave number integration techniques for
waveguide propagation and extended the approach to three
dimensional �3D�, thereby making it suitable for short-range

a�Author to whom correspondence should be addressed. Electronic mail:
giddings@metsci.com.
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problems. The virtual source formulation of Schmidt et al.8,9

also uses wave number integration and has been applied to
problems with scatterers at the seabed interface.

Other approaches, like those based on the T-matrix
method,10–12 boundary integral equation,13,14 invariant
embedding,15 or parabolic equations,16 neither meet our ob-
jectives nor are they closely related to the present approach.
Furthermore, none of the aforementioned articles explicitly
treat the problem of a structurally complex scatterer near or
penetrating a boundary or material interface of the wave-
guide. In Sec. II A we employ a 3D normal mode propaga-
tion model, and retain all physically relevant modes, to re-
solve the near-field acoustic behavior in a stratified, finite-
depth waveguide. Model coupling occurs in close proximity
to the target using a projection technique, as described in
Sec. II C. The accurate simulation of near-field scattering
physics for complex elastic objects located at the air-water or
water-sediment interface has been the main impediment to
realistic sonar simulations involving surface or bottom tar-
gets, and this is our primary focus.

Near-field acoustic scattering from underwater targets
located at the waveguide boundaries cannot be accurately
treated with free-field scattering formulations. Furthermore,
neither Absorbing Boundary Conditions17–21 nor Infinite El-
ement Methods22–24 are directly applicable when the medium
that surrounds the targets contains contact surfaces or other
strong inhomogeneities. The Dirichlet-to-Neumann map25

may be applicable but would likely be less efficient than the
approach offered here. The T-Matrix26,27 approach has been
successfully applied to the two-fluid problem by Lim et
al.28,29 but it is limited to relatively simple target geometries.
In Sec. II B we detail a finite element model for structural
acoustics in unbounded, inhomogeneous domains, which is
an extension of prior work.30,31 The approach uses a Per-
fectly Matched Layer �PML� at the truncation boundary,32–34

which has been successfully applied to several exterior struc-
tural acoustics problems.30,35,36 In the present development
targets may be structurally complex with variable internal
elastic material composition, and can be arbitrarily close to,
or penetrating, flat or locally undulating waveguide bound-
aries or material interfaces. Example computations are pro-
vided in Sec. III.

II. NUMERICAL APPROACH

We outline the computational procedure for resolving
the ensonification of, and scattering from, an elastic target in
a range-independent waveguide with depth-varying density

and speed of sound. Physically, the waveguide represents a
stratified fluid layer overlaying a stratified fluid-saturated
sediment layer. This scenario will serve to illustrate the cou-
pling of the waveguide propagation and near-field structural
acoustics models, and to demonstrate the importance of ac-
counting for the interface between external media when com-
puting the scattered field of a nearby target. A 3D normal
mode approach is used for the channel propagation problem,
and a finite element formulation is used for the near-field
structural acoustics problem, as introduced in a recent
paper.37

A. Waveguide propagation model

Consider a time-harmonic pressure field of frequency f ,
or circular frequency �=2�f , with spatial variation p in an
acoustic waveguide with depth-dependent density �0 and
sound speed c0. The density is real and positive, �0�0, and
the sound speed is generally complex with positive real part,
R�c0��0, and negative imaginary part, I�c0��0. We may
take the origin of the coordinate system to be at the water
surface, where the positive z direction is pointing downward,
as shown in Fig. 1, so that z=zS corresponds to the water
surface, z=zF corresponds to the sea floor, and z=zB�zF is
the top of the ocean basement, which is the lower boundary
of the computational domain.

1. Review of 3D normal mode expansion

We consider the spatial variation of the acoustic pressure
field p�x�= p�r ,� ,z�, which is governed by the Helmholtz
equation. Applying the Helmholtz operator L in cylindrical
coordinates to the pressure field leads to the linear differen-
tial expression

Lp =
1

r

�

�r
�r

�p

�r
� + �0

�

�z
� 1

�0

�p

�z
� +

1

r2

�2

��2 +
�2
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2 p , �1�

where separated boundary conditions are prescribed at the
upper and lower waveguide boundaries. The pressure field
must also satisfy the radiation condition in the radial direc-
tion. We can construct the solution to such problems using
the normal mode expansion method.38,39

The solution for the above problem can be obtained by
constructing a spectral representation of the Helmholtz op-
erator. Using the separation of variables technique, solutions
of the following form are proposed:

p�r,�,z� = ��r�	���
�z� , �2�

where the complete solution for a given problem is a linear
superposition of individual modes, each taking the form in
Eq. �2�. Substituting the above representation into the homo-
geneous form of the Helmholtz equation,

Lp = 0, �3�

we obtain three ordinary differential equations linked by
separation constants. The equation governing the depth-
dependent term is

Waveguide Propagation
Problem

Near-Field Structural
Acoustics Problem

Water

Sediment

z

r

z=zF

z=zB

z=zS

Coupling

FIG. 1. �Color online� Sonar simulation as a waveguide propagation model
coupled to a structural acoustics model.
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 = 0, �4�

where �2 is the separation constant. At the water surface we
prescribe a pressure-release boundary condition,


�zS� = 0. �5�

We impose a Neumann boundary condition at the lower
computational boundary of the domain,

	d


dz
	

zB

= 0, �6�

to approximate the rigid basement layer.
Equation �4� together with boundary conditions �5� and

�6� constitute an eigenvalue problem. Since we restrict atten-
tion to finite depths, this problem admits a countably infinite
number of solutions 
n, at discrete eigenvalues �n, indexed
by n. These eigenfunctions 
n form a complete orthonormal
basis with respect to the weighted inner product,



zS

zB 1

�0�z�

m�z�
n�z�dz = �1, m = n

0, m � n
� . �7�

A procedure for computing the eigenvalues �n and eigen-
functions 
n is outlined in the next subsection.

Since 
n �n=0,1 ,2 , . . . � constitutes a complete basis on
the interval �zS ,zB�, we propose an expansion for the pres-
sure field,

p�r,�,z� = �
m,n

�mn�r�	m���
n�z� .

Substituting this expansion into Eq. �3�, simplifying accord-
ing to Eq. �4�, multiplying through by 
n /�0, and integrating
over z� �zS ,zB�, we obtain the equation

r

�mn

�

�r
�r

��mn

�r
� +

1

	m

�2	m

��2 + r2�n
2 = 0, �8�

where �n is the eigenvalue corresponding to 
n.
The eigenvalue problem for the angle-dependent term is

given by

d2	m

d�2 + �m
2 	m = 0,

with periodic boundary condition 	m�0�=	m�2��. Solutions
exist for discrete �m and are given by

	m��� =
eim�

�2�
, �9�

where the separation constant �m=m, for m=0,1 ,2 , . . .. The
set 	m �m=0,1 ,2 , . . . � constitutes a complete orthonormal
basis on the interval �� �0,2�� with respect to the un-
weighted inner product.

The equation governing the range-dependent term is
then

r
d

dr
�r

d�mn

dr
� + ��n

2r2 − m2��mn = 0.

The relevant solutions to this equation, which satisfy the ra-
diation condition, are

�mn�r� = Hm
�1���nr� , �10�

where Hm
�1� is the Hankel function of the first kind of order m.

The complete three-dimensional eigenfunction expan-
sion of the pressure field then takes the form

p�r,�,z� = �
m,n

amnHm
�1���nr�eim�
n�z� , �11�

where all multiplicative factors have been absorbed into the
coefficients amn. Solutions of the above form satisfy all
physical boundary conditions by construction, where each
Hm

�1���nr�eim�
n�z� constitutes a normal mode of the wave-
guide propagation problem. The coefficients amn are deter-
mined by the applied forces and/or prescribed boundary val-
ues.

2. Calculation of the depth modes

The eigenvalue problem we need to solve is specified by
Eq. �4�, with the pressure-release boundary condition �5� at
the water surface and a sound hard condition �6� at the lower
boundary. When the properties are uniform in the fluid and
sediment layers the depth problem can be reduced to a root-
finding problem using the end point method.39 Then the com-
plex roots can be found using what has come to be called the
Lehmer–Schur algorithm. In general, however, the eigenval-
ues and eigenfunctions of the depth problem can be found
using finite difference or finite element techniques. We opt
for the latter approach because of its potential accuracy and
flexibility. The eigenvalues and corresponding eigenfunc-
tions are found by solving a �Rayleigh–Ritz� variational
problem using the �Galerkin� finite element method.37

The eigenvalue problem has a purely discrete spectrum.
Multiplying Eq. �4� by a suitable test function  and inte-
grating over the interval �zS ,zB� we obtain

A�,
� − �2B�,
� = 0, �12�

where the bilinear forms are

A�,
� = 

zS

zB �−
1

�0

d

dz

d


dz
+

�2

�0c0
2
�dz

and

B�,
� = 

zS

zB 1

�0

dz .

We note that �zS�=0 and 
��zB�=0.
Expanding  and 
 in terms of a piecewise polynomial

finite element basis, substituting these expansions into Eq.
�12�, and specifying that the resulting relation holds for any
 results in a generalized eigenvalue problem,

Ax − �2Bx = 0. �13�

The matrices A and B are tridiagonal in the case of linear
elements and are banded, with a narrow bandwidth, for
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higher-order elements. The matrices are real symmetric when
c is real, but A is complex symmetric �non-Hermitian� when
c is complex. B is positive definite.

The standard eigenvalue problem �13� can be solved
with the Implicitly Restarted Arnoldi Method,40 using the
routines available in ARPACK.41 The routines compute �2

and one must take ���2 as appropriate, i.e., the root with
non-negative real and imaginary parts. Thus we obtain nu-
merical approximations of the eigenfunctions in terms of the
piecewise polynomial finite element basis functions. These
eigenfunctions should be normalized according to Eq. �7�.
The normal mode propagation model has been verified
against full finite element solutions for very short ranges
�i.e., 1 m� out to tens of meters, which encompasses the most
challenging modeling regime, and excellent agreement was
observed throughout.

B. Structural acoustics model

The structural acoustics model consists of a finite ele-
ment formulation for target scattering near a fluid-fluid inter-
face or pressure release surface in a domain that is un-
bounded in at least one direction.30,31 Since the acoustic
waveguide is infinite in the radial direction we truncate the
physical domain at some finite radial distance from the scat-
terer to obtain a bounded computational domain. The finite
element formulation uses a Perfectly Matched Layer �PML�
in the radial direction to approximate a nonreflecting bound-
ary where the computational domain has been truncated.32–34

The PML approach has been successfully applied to various
exterior structural acoustics problems,30,35,36 and is more
readily adaptable to the present situation than the boundary
truncation techniques mentioned in the introduction.17,19–23,25

In the following, we consider two possible scattering sce-
narios: �1� an elastic target occupying the open domain �e

with wet surface �e, where the water-sediment interface is
flat, as in Fig. 2; and, �2� a target near a locally undulating
water-sediment interface, as in Fig. 3.

Referring to Fig. 2, we consider a problem domain that
extends from the surface of the water column �z=zS� to some
depth zB�zF within the sediment layer, which matches the
upper and lower boundaries of the waveguide propagation
problem. The domain �R, which is the open annular region
between �e and �R, is the physically relevant portion of the
fluid, where the properties are the same as those specified in

the waveguide. We truncate the computational domain at a
radial distance r=S�R, and let �S denote the surface of this
outer cylindrical boundary. The thin cylindrical annulus �S

between �R and �S is the fluid PML. The PML is a numerical
contrivance used to prevent the reflection of outgoing waves,
so that the eventual solution within �S has no physical mean-
ing. The entire computational fluid domain is � f

=�R��S��R. We aim to calculate the scattered acoustic
pressure field on a cylindrical surface �R at some radial dis-
tance r=R from the center of the scatterer.

1. PML treatment of the truncation boundary

Consider the scattered acoustic pressure field ps arising
from the forcing due to sources outside the computational
domain. The acoustic pressure field satisfies the Helmholtz
equation for inhomogeneous media in the physically relevant
portion of the fluid domain,

� · �1

�
� ps� +

�2

�c2 ps = 0 in �R, �14�

where we specify a pressure release surface and sound hard
bottom,

ps�zS� = 0 and 	 �ps

�z
	

zB

= 0. �15�

For the depth-dependent waveguide properties, �0 and c0, the
differential equation in Eq. �14� is equivalent to Eq. �1�, but
here we develop the more general case where the density �
and speed of sound c can be fairly arbitrary �i.e., � ,c
�L2�� f��.

We extend consideration to the PML region �S by ap-
plying a transformation T to the physical coordinates x
= �x1 ,x2 ,x3� to obtain42–46

x̃ = T�x� = �x̃1, x̃2, x̃3� . �16�

As a function of the transformed coordinates, the pressure
field satisfies the modified Helmholtz equation

�̃ · �1

�
�̃ps� +

�2

�c2 ps = 0 in �̃ f , �17�

where �̃ is the gradient operator with respect to x̃, and �̃ f

= T�x� :x�� f� is the image of � f under the transformation
T. The transformation will be constructed so that x̃=x inside

z

r

Γe
Ωe

ΩR

p=0

∂p

∂z
=0

n̂ΓS ΓR

ΩS

ΓR

ΩS

ΓS

FIG. 2. Computational domain for the structural acoustics problem with a
flat seabed.

z

r

Γe
Ωe

Ω1

p=0

∂p

∂z
=0

n̂ΓS

n̂ Σ

Ω2
ΓS

FIG. 3. Computational domain for the structural acoustics problem with
locally undulating seabed.
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�R such that Eq. �17� reduces to the usual Helmholtz Eq. �14�
in �R. Consequently, the solution in �R is physically mean-
ingful and all boundary conditions internal to �R are unmodi-
fied in the PML formulation.

The radial distance R is chosen to be just large enough
so that the domain �R encloses the scatterer �e and any
undulations of the fluid-fluid interface, but otherwise it is as
small as possible to minimize computational cost. The choice
of boundary condition on the artificial truncation boundary
�S is somewhat arbitrary as it does not have an appreciable
affect on the solution within �R.47,48 For simplicity we im-
pose the boundary condition

n̂ · �̃ps = 0 on �̃S, �18�

where �̃S= T�x� :x��S� is the image of �S under the trans-
formation T.

We formally derive a weak form of Eq. �17� by multi-
plying this equation by a test function q, integrating over the
closure of the fluid domain, applying the divergence theo-
rem, and imposing the truncation boundary condition �18�, to
yield



�̃f

1

�
��̃q · �̃ps −

w2

c2 qps�d�̃ f + 

�e

1

�
qn̂ · �psd�e = 0.

The boundary integral term will couple the acoustic pressure
field in the fluid to the response of the scatterer under the
prescribed loading through the appropriate boundary condi-
tion, which will be addressed in the next subsection.

From the chain rule for differentiation

�

�xj
= �

k=1

3
�x̃k

�xj

�

�x̃k

or � = J�̃ ,

where the matrix J has components Jjk=�x̃k /�xj. Letting

M = J−1 and W = det�J� ,

we arrive at the weak form of the scattering problem in the
physical coordinates x: Find p�H1�� f� such that



�f

1

�
��M � q� · �M � ps� −

�2

c2 qps�Wd� f

+ 

�e

1

�
qn̂ · �psd�e = 0, �19�

for all q�H1�� f�. Within the subdomain �R we have M
=I �the identity matrix� and W=1, so that Eq. �19� reduces to
the usual weak form of the Helmholtz equation on that part
of the computational domain.

We now provide an explicit form of the transformation
T. Let �r ,� ,z� be cylindrical coordinates, and let �r�0 be a
monotonically increasing function satisfying �r�r�=0 for 0
�r�R. For example, we use

�r = ��e�� − 1� for R � r � S

and zero otherwise, where ��r�= �r−R� / �S−R� and � is a
real, positive parameter that determines the amount of wave

attenuation. We construct the complex change of variables
r̃=�r�r�r, where

�r�r� = 1 +
�1 + i�

r



0

��r�

�r����d�� for R � r � S

and �r�r�=1 for r�R. The gradient in cylindrical coordi-
nates is given by

� = � �

�r
,
1

r

�

��
,

�

�z
� .

It is straightforward to derive

M�r� = diag� 1

�r�r�
,

1

�r�r�
,1�

and

W�r� = ��r��r�r� ,

where

�r�r� =
�r̃

�r
= 1 + �1 + i��r�r� .

This treatment ensures that there are no significant wave re-
flections at the truncation boundary so that waves propagate
only away from their source, and it is suitable for both
propagating and evanescent waves.

2. Elastic target near a flat interface

Apart from the treatment of the truncation boundary, the
finite element formulation for this case follows standard
hp-finite element procedure for structural acoustics.49,50 The
target structure supports an elastic displacement field u
= �u1 ,u2 ,u3� in Cartesian coordinates, which is governed by
the equations of linear elasticity

�ij,j�u� + �e�
2ui = 0 in �e, �20�

where �e is the density of the elastic material. The stress
tensor �ij is related to the strain tensor �ij through the gen-
eralized Hooke’s Law

�ij�u� = Cijkl�kl�u� , �21�

where Cijkl is a fourth-order tensor of material constants, and
the strain tensor has components

�ij�u� =
1

2
� �ui

�xj
+

�uj

�xi
� .

The boundary conditions on the wet surface are

� �ij�u�nj = − pni

1

�
n̂ · �p = �2u · n̂ � on �e, �22�

where n̂= �n1 ,n2 ,n3� is a unit vector normal to the surface of
the scatterer and directed into the surrounding fluid. The re-
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lations in Eq. �22� provide for the balance of force and nor-
mal velocity on the wet surface of the elastic target.

A weak form of the elasto-dynamics equation can be
developed by integrating the scalar product of Eq. �20� with
a test function v�H1��e�3 over the domain �e and applying
the divergence theorem to obtain



�e

��ij�v��ij�u� − ��2v · u�d�e − 

�e

vi�ij�u�njd�e = 0,

�23�

where v= �v1 ,v2 ,v3�. The surface integrals of Eqs. �19� and
�23� couple the elastic response to the pressure loading
through the boundary conditions �22�.

The total pressure in the fluid is written as p= p0+ ps,
where p0 is the incident pressure field due to acoustic sources
in the waveguide in the absence of a scatterer and ps is the
scattered pressure field. The total pressure must satisfy Eq.
�14�. The incident pressure p0 satisfies Eq. �1�, and since the
properties in � f are the same as those throughout the wave-
guide, i.e.,

� = �0 and c = c0 in � f , �24�

Eq. �14� is the same as �1�. Linearity then implies that ps also
satisfies Eq. �14� so that Eq. �19� is the appropriate weak
form for ps in the entire fluid domain.

The weak formulation for the coupled problem is then to
find ps�H1�� f� and u�H1��e�3 such that

A�ps,q� + �2C�q,u� = D�p0,q� �25�

and

B�u,v� + C�ps,v� = − C�p0,v� �26�

for all q�H1�� f� and v�H1��e�3. In the above, we have
made use of the weak forms �19� and �23�, and boundary
conditions �15� and �22�. To simplify notation, we have de-
fined the bilinear forms

A�p,q� = 

�f

1

�
��M � q� · �M � p� −

�2

c2 qp�Wd� f

�27�

B�u,v� = 

�e

��ij�v��ij�u� − ��2v · u�d�e �28�

C�p,u� = 

�e

pu · n̂d�e �29�

D�p,q� = 

�e

1

�
qn̂ · �pd�e. �30�

3. Scattering volume around an undulating
interface

Here we introduce a boundary � that completely en-
closes an inner fluid domain �2, or scattering volume, which
is the annular region bounded by �e and � in which the fluid
properties may vary arbitrarily in space �see Fig. 3�. The

outer fluid domain �1 is the annular region exterior to �
where the fluid properties vary only with depth and are the
same as those throughout the waveguide. Note that �2 is
inside �R so that the Helmholtz equation and all boundary
conditions on and interior to � are unmodified by the PML
formulation.

We formally write the total pressure p= p0+ ps as the
sum of the incident pressure p0 and the scattered pressure ps.
The incident pressure field satisfies Eq. �1� throughout the
waveguide, and we can rewrite this equation as

� · � 1

�0
� p0� +

�2

�0c0
2 p0 = 0, �31�

where the density �0 and speed of sound c0 are those speci-
fied for the waveguide propagation problem.

The density and speed of sound in the outer fluid domain
are the same as those throughout the waveguide,

� = �0 and c = c0 in �1, �32�

so that the incident pressure p0 and scattered pressure ps

satisfy the Helmholtz equation individually in �1. In particu-
lar,

�̃ · �1

�
�̃ps� +

�2

�c2 ps = 0 in �1, �33�

where we have extended consideration to the PML region.
Within the inner fluid domain �2 the fluid properties

may vary in all directions, but the total pressure p= p0+ ps

must satisfy the Helmholtz equation, so that

� · �1

�
� ps� +

�2

�c2 ps = − � · ��1

�
−

1

�0
� � p0�

− �2� 1

�c2 −
1

�0c0
2�p0 in �2,

�34�

where we have made use of Eq. �31�. Note that within �2 the
definition of p= p0+ ps is merely a convenience, and not a
physically meaningful decomposition.

We label the total pressure field

p = �p1 in �1

p2 in �2
� ,

so that the subscripts “1” and “2” indicate the fluid properties
in the outer and inner fluids, respectively. We then have the
fluid-fluid interface boundary condition

� p1 = p2

1

�1
n̂ · �p1 =

1

�2
n̂ · �p2 � on � . �35�

We note that �1=�0 by construction, and p0 is continuous
across the interface �.

We note that the entire fluid domain � f =�1��2��.
Combining the weak forms for Eqs. �33� and �34� with Eq.
�23�, and using the boundary conditions �15�, �18�, �22�, and
�35�, the weak formulation for the structural acoustics prob-
lem is then to find ps�H1�� f� and u�H1��e�3 such that

J. Acoust. Soc. Am., Vol. 123, No. 4, April 2008 T. E. Giddings and J. J. Shirron: Model for sonar interrogation in waveguide 2029



A�ps,q� + �2C�q,u� = D�p0,q� − A2�p0,q� − D2�p0,q�

�36�

and

B�u,v� + C�ps,v� = − C�p0,v� �37�

for all q�H1�� f� and v�H1��e�3, where A�p ,q�, B�u ,v�,
C�p ,u�, and D�p ,q� are defined as before in Eqs. �27�–�30�.
The new terms arising in the formulation are:

A2�p,q� = 

�2

��1

�
−

1

�0
� � q · �p

− �2� 1

�c2 −
1

�0c0
2�qp�d�2, �38�

which is the contribution from the scattering volume, and

D2�p,q� = 

�e

�1

�
−

1

�0
�qn̂ · �pd�e. �39�

It is clear that when the density and sound speed in �2 are
the same as those throughout the waveguide, i.e.,

� = �0 and c = c0 in �2,

then A2�p ,q�=0 and D2�p ,q�=0, and we revert to the for-
mulation for the flat interface given in the previous subsec-
tion. Note that ps is not really the scattered field in �2 be-
cause p0 is not really the incident field there. We are only
interested in the solution at radius R, however, where ps is
indeed the scattered field.

C. Coupling waveguide and structural acoustics
models

We will consider the response of a complex scatterer to
a point source at depth z0 in the water column �i.e., zS�z0

�zF�. We first determine the pressure field incident on the
scatterer. The pressure field in the channel due to an omni-
directional point source situated at �r0 ,�0 ,z0� is

p0�r,�,z� =
i

4��z0��m,n
Hm

�1���nr��
n�z0�
n�z�

� Jm��nr��eim��−�0�, �40�

where r�=max�r ,r0� and r�=min�r ,r0�.51 With Eq. �40� we
can evaluate the loading of the incident pressure field on the
surface of the scatterer.

The structural acoustics problem involving the target is
solved using the finite element formulation described in the
previous subsection, which is an extension of prior work.30,31

The computational domain for the structural acoustics prob-
lem is a cylindrical “plug” that extends from the water sur-
face, z=zS, to the bottom of the computational domain used
for the waveguide problem, z=zB, as depicted in Fig. 4. The
radius of the plug r=S is large enough to contain the target
and a thin radial PML layer. The solution to the structural

acoustics problem yields the pressure due to the scattered
wave field on the �level� surface of the cylinder �R, i.e.,
ps�R ,� ,z�.

In order to propagate the scattered waves back to a re-
ceiver some distance away �i.e., radius r�R� we propose a
normal mode expansion, as given in Eq. �11�, for the field
outside �R. On the surface �R we have the matching condi-
tion

�
m,n

amnHm
�1���nR�eim�
n�z� = ps�R,�,z� , �41�

where ps�R ,� ,z� is the solution to the structural acoustics
problem on �R. The coefficients are, therefore,

amn =
1

C



0

2�

e−im�

zS

zB


n�z�ps�R,�,z�
d�dz

��z�
, �42�

where C=�2�Hm
�1���nR�. Using the resulting expansion we

can evaluate the scattered pressure field anywhere in the
channel away from the target. Note that the scattered acous-
tic pressure field is generally three-dimensional, even for axi-
symmetric target geometries, so that higher azimuthal har-
monics �m�0� must be included. Typically, ten azimuthal
harmonics are required to resolve the scattered field for f
�5 kHz.

III. RESULTS

To demonstrate the capabilities of the formulation we
consider two scenarios: �1� scattering from an evacuated
sphere at the seafloor; and, �2� scattering from a more com-
plex elastic target near a locally undulating seafloor. The ex-
amples illustrate the resolution of the relevant physics and
also provide an opportunity to make some observations con-
cerning the computational costs. The normal mode problem
was solved using the ARPACK suite of eigensolvers,41 and
for the structural acoustics problem we modified the SONAX
hp-finite element implementation for axially symmetric tar-
get geometries developed by Shirron.24

First, we consider an evacuated spherical shell near the
bottom of a water column that is bounded below by a water-
saturated sediment layer as illustrated in Fig. 5. Both the
water column and the sediment layer are treated acoustically
as fluids. The water column is 20 m deep with constant den-
sity of 1000 kg /m3 and sound speed of 1500 m /s. The sedi-
ment layer is 10 m thick with constant density of

r

z

R

Sediment

Water

z=zB

z=zF

ΓRz=zS

FIG. 4. Schematic illustrating the coupling of the waveguide propagation
and structural acoustics models.
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2000 kg /m3 and complex sound speed of 1700�1
−0.01i�m /s. The bottom boundary of the sediment layer is
taken to be sound hard, which models the rigid interface of
the ocean basement rock layer.

The outer diameter of the evacuated spherical shell is
0.6 m and the wall thickness is 1.5 cm. The elastic shell is
made of stainless steel with density of 7900 kg /m3, Young’s
modulus E=200 GPa, and a Poisson ratio of �=0.3. We pro-
vide results for proud, partially buried, and fully buried
shells, as illustrated in Fig. 5. For the proud and fully buried
cases the shell is three centimeters away from the flat fluid-
sediment interface at its closest point. In the partially buried
case the center of the shell is at the depth of the interface z
=zF, so that the shell is half buried. In all cases the inner
compartment of the shell is evacuated �p=0�.

For the results shown in Figs. 6–8 the omnidirectional
source is located at a depth of z0=10 m in the water column.
The source is at a range of r0=10 m from the spherical target
and is to the right of the targets in the figures ��0=0�. A thin
horizontal line marks the water-sediment interface. The fig-
ures show the amplitude of the scattered pressure field at
1 kHz out to a range of 15 m on either side of the shell ��
=0,180° �. Results for the three cases differ perceptibly due
to the position of the shell relative to the interface. Run times
for these cases were about 15 s per harmonic per frequency
on a 1.4 GHz PC system where cubic finite elements, with an

average element size of about 0.1 m, were used. Results in
Figs. 6–8 were verified against full finite element solutions
and were in near-perfect agreement.

In Fig. 9 we compare the target strength for the previ-
ously described spherical shell in the free field �exterior fluid
with properties of water�, half buried in semi-infinite fluid/
fluid medium �water/sediment�, and half buried in 30 m
channel �20 m water overlying 10 m sediment�. In each case
the source is 9 m above the shell center and at a range of
9 m. The scattered pressure is evaluated 10 m above the
shell and at a range of 10 m from the shell. There are corre-
sponding resonances in the free-field and water/sediment re-
sults, shifted due the different sound speed in the sediment
layer. These resonances are also present in the waveguide
results but are obscured by the multipath channel distortion
and the reflections off the basement layer. These channel
effects are mitigated when the sediment layer is more dissi-
pative or when the bottom boundary �z=zB� is moved further
below the water/sediment interface.

FIG. 6. �Color online� Amplitude of the scattered pressure field at 1 kHz for
a proud spherical shell.

FIG. 7. �Color online� Amplitude of the scattered pressure field at 1 kHz for
a half-buried spherical shell.

FIG. 8. �Color online� Amplitude of the scattered pressure field at 1 kHz for
a buried spherical shell.

[a] proud [b] partially buried [c] buried

0.6 m

1.5 cm

3 cm

3 cm

Sediment

Water

ρ = 1000 kg/m3

c = 1500 m/s

ρ = 2000 kg/m3

c = 1700 (1 + 0.01i) m/s

Stainless Steel

ρ = 7900 kg/m3

E = 200 GPa
ν = 0.3

FIG. 5. Positions, properties, and dimensions used in evacuated sphere ex-
ample problems.
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We next consider the case illustrated in Fig. 10, where
the axisymmetric target is more complicated and the seabed
is locally undulating. This situation is intended to model a
more realistic bottom object with scouring. The outer elastic
target frame is made of stainless steel and is 1.0 cm thick.
The upper and lower compartments are separated by 2.0 cm
of stainless steel welded to the outer shell. The outer geom-
etry is roughly that of a truncated cone 50 cm high with a
lower radius of 65 cm and upper radius of 32.5 cm. The
target has two compartments, where the upper compartment
is evacuated and the lower compartment is filled with con-
crete �with properties listed in Fig. 10�. For the structural
acoustics problem, the “plug” is 30 m deep and 3 m in radius
�including 1 m of radial PML� and is discretized using 166
cubic elastic elements for the target and 26,628 quadratic
fluid elements for a total of 82,000 DOFs �axisymmetric�.
Run time was approximately 17 s per harmonic per fre-
quency.

The water column is again 20 m deep, overlying a
10-m-thick sediment layer with a sound hard lower bound-
ary. The water and sediment properties are the same as those
used in the previous example. A single omnidirectional point
source is positioned r0=10 m away from the target and z0

=10 m below the water surface. The scattered pressure is
computed at the location of the source. Figure 11 compares
the spectra of the received signal for flat and undulating bot-
toms. The spectra are in good agreement at low frequencies
but their differences are readily apparent at the higher fre-
quencies. This indicates that the local shape of the water/
sediment interface near the target may have a significant in-
fluence on the received signal even in the low- to mid-
frequency range.

IV. CONCLUSIONS

We are concerned with the acoustic response of an ob-
ject that is located at a locally wavy sea surface or seabed
within a shallow-water waveguide. The numerical formula-
tion detailed here treats realistic, structurally complex ob-
jects, with irregular external geometry, internal structures
and compartments, and varying material composition. The
coupling of a 3D normal-mode waveguide propagation
model and a 3D hp-finite element formulation for structural
acoustics provides an efficient, flexible and accurate method-
ology for the simulation of low- to mid-frequency acoustic
scattering from surface, volume, and bottom objects in
shallow-water environments. The coupling is accomplished
so that targets can be at any depth in the waveguide, even
penetrating the upper or lower boundary, without violating
model assumptions.

The present formulation considers a finite-depth wave-
guide and resolves all acoustic interactions, including mul-
tiple scattering between the target, the sea surface, the sea-
bed, and the basement boundaries. This all-inclusive
approach carries with it some limitations. Formally, the re-
striction to finite depth precludes consideration of
waveguides with bottoms that are modeled as fluid half
spaces, such as a Pekeris waveguide; however, the physics
for such situations can be very closely approximated by in-
cluding a thin PML layer at the lower computational bound-
ary. This fictitious bottom layer effectively absorbs outgoing
acoustic waves, approximating the effect of a fluid half
space.

Inclusion of multiple scattering from the upper and
lower waveguide boundaries is a technical advantage of the
present approach that introduces a numerical disadvantage.
To resolve these interactions we consider a structural acous-
tics problem on a domain that runs the full vertical extent of
the waveguide. As the waveguide depth increases so too does
the compuational cost of the structural acoustics problem.
Still, the present approach provides a practical method for
shallow-water waveguides and can be used to validate other
numerical approaches, which may involve simplifying as-
sumptions related to the upper and lower boundary interac-
tions.

The approach presented here provides a new capability
and is applicable to the study of several problems of current
interest. With high-fidelity simulations one can ascertain
when lower-frequency signals become too distorted upon in-

FIG. 9. �Color online� Comparison of the spectra from half-buried, evacu-
ated spherical shell.

Stainless Steel
ρ = 7900 kg/m3

E = 200 GPa
ν = 0.3

z

Water

Sediment

Vacuum

Concrete

ν = 0.2
E = 40 GPa
ρ = 2400 kg/m3

FIG. 10. Schematic of a structurally complex bottom target, partially buried
with scouring.

FIG. 11. �Color online� Received spectra for a half-buried target with flat
and undulating seabed interfaces.
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teraction with prospective targets to permit detailed sonar
imagery. Another area of potential investigation is related to
object classification based on the spectral characteristics of
the scattered wave field. Classification can be based on
single returns,52–54 or sequences of returns that take advan-
tage of the aspect dependence.55–60 The present simulation
model can inform feature selection and help characterize per-
formance for these structural acoustics-based classification
systems.61
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Conventional Schroeder diffusers have been successfully used for many years. However, their
frequency range is limited by the flat plate effect that occurs when all the wells radiate in phase. This
occurs at harmonics of p times the design frequency f0, where p is the small prime that is used to
generate the structure. A typical diffuser, using p=7 and f0=500 Hz, has an upper frequency limit
of only 3.5 kHz. Achieving a first flat plate frequency above 20 kHz requires a prime equal to at
least 41 and results in diffusers that are too big to be practical in most applications. This paper
suggests an alternative approach using number theoretic sequences that, although short in length, are
based on large integers. Two new sequences, Type-II Lüke and power residue, have this desired
characteristic. They are investigated using both simple models and the more exact boundary element
method. The results show the flat plate effect is moved to much higher frequencies as expected. For
Lüke sequences at certain frequencies, redirection rather than dispersion is achieved. Modulation
techniques can be used to mitigate these problems. Power residue sequences perform the best,
providing good diffusion and a flat plate frequency outside the audible range.
© 2008 Acoustical Society of America. �DOI: 10.1121/1.2885761�

PACS number�s�: 43.55.Br �NX� Pages: 2035–2042

I. INTRODUCTION

In the 1970s, Schroeder introduced the concept of using
maximum length sequences in diffuser design to improve
sound diffusion in concert halls and reverberation chambers.1

Since then, a variety of diffusers has been developed.2 A well
known and widely applied class of diffusers is one that con-
sists of wells with the depths being determined by an integer-
based pseudorandom sequence. The most common examples
are quadratic residue diffusers �QRDs� or primitive root dif-
fusers �PRDs�.2,3 A cross-section through such a device is
shown in Fig. 1�a�.

When sound is incident on this surface, the wave has to
travel different distances before it is reflected back out of
each well. Thus the reflected waves display different phases
as they exit the wells. By choosing well depths which result
in appropriate radiated phases, scattering via interference be-
tween these reflected waves is achieved.

The depth of the nth well dn in the diffuser is set using a
pseudorandom sequence:2

dn =
sn�0

2P
, �1�

where sn is the nth term of the pseudorandom sequence, �0 is
the design wavelength, and P is the integer the sequence has
generated using, e.g., the prime p for QRDs.

Unfortunately, at certain specific frequencies, the wells
of these diffusers radiate in phase and the whole structure
will reflect sound as though it is a flat surface. This flat plate
effect arises because there is a simple integer relationship

between the different well depths. To illustrate this, consider
a N=7 QRD which is based on the sequence �0,1,4,2,2,4,1�.
Because of this construction, there will be a frequency for
which the wells corresponding to 1 in the sequence will
equal half a wavelength. At this frequency, all the reflected
waves radiated from the diffuser wells will be in phase, due
to their integer relationship. The lowest frequency that this
flat plate effect is noticed is usually Pf0, where f0 is the
design frequency.2 The flat plate effect is also seen at har-
monics of this lowest frequency. Unfortunately, for both the
QRD and PRD, the prime number is directly linked with the
period of the sequence and therefore the number of wells
in the diffuser N. For the QRD P=N while for the PRD
P=N+1. One solution is to move the first flat plate fre-
quency to a high enough frequency so that it is not of con-
cern. For QRDs and PRDs, however, in order to move the
flat plate effect to higher frequencies, one is forced to use
much longer sequences, which results in wider diffusers. The
experience of the last 30 years shows that short period dif-
fusers are used much more often than wide diffusers, not
least because such surfaces are cheaper to make and install.

Angus suggested the use of non-integer based sequences
to remove this problem,4 but the physical realization of the
diffusers suggested is problematic. Angus also suggested
ways of mitigating the problem using orthogonal modulation
schemes.5 Another solution to this problem is to use numeri-
cal optimization where a computer searches for the best well
depths.6 Because the computer no longer uses depths that are
integer based, then the flat plate effect is not a problem.
However, the optimization process is a rather brute-force de-
sign method, and consequently, a more elegant solution
based on number theory was sought.

It is suggested that by utilizing integer-based sequences
that have small periods, but are generated using larger inte-

a�
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gers, the flat plate effect can be avoided. Two possible se-
quences are investigated: Type-II Lüke and power residue.
The paper begins by outlining the Fourier prediction model
used as it enables the underlying principles to be more easily
understood. Then the general principles behind the sequences
are given and their performance considered using this model.
Finally, a boundary element model �BEM� is used to gain
more accurate predictions.

II. THEORY

Consider a structure with a distribution of reflection co-
efficients Rn across its surface. The structure is considered to
be extruded in one direction, so that significant diffraction
only occurs in one plane. This simplifies the prediction and
interpretation of the results. For normal incidence sound, the
far field reflected pressure, p, can be found using2

p��� = �
n=0

N−1

Rne−inkdn sin���, �2�

where � is the angle of reflection, n is the well number, Rn is
the reflection coefficient of the nth well, k the wavenumber
and N the number of wells. Note that this is a discrete Fou-
rier transform using kd sin���, and for this reason the predic-
tion model is often referred to as a Fourier model.

III. SEQUENCES

The goal of a diffuser design is usually a uniform scat-
tered pressure distribution, and therefore a structure that has
reflection coefficients whose Fourier transform has a uniform
magnitude should diffuse well. The Wiener–Khinchin theo-
rem states that the square of the magnitude of the sequence’s
Fourier transform is equal to the Fourier transform of its
autocovariance �or autocorrelation� function. As a result a
sequence of reflection coefficients, whose autocorrelation
function is a Kronecker delta function, will display good
diffusion properties. Consequently, pseudo-random number
sequences should be a good choice, because they display this
ideal property, and many have been devised for use in other
areas of engineering and science.

The reflection coefficients of the wells are given by

Rn�f� = exp�i2�
sn

P

f

f0
� , �3�

where f is the frequency and f0 is the design frequency of the
diffuser.

For some frequencies, all the phases of the reflection
coefficients will become multiples of 2�, and so all the re-
flection coefficients will be 1. This occurs when the fraction
f / �Pf0� is an integer. These flat plate frequencies, as shown
in Fig. 1�b�, are given by

fm = mPf0, where m = 1,2,3. . . �4�

While in theory every structure displays an infinite num-
ber of flat plate frequencies, in reality it is rare for there to be
more than one of these frequencies in the bandwidth of con-
cern. Therefore, it is common to refer to the first of them as
“the” flat plate frequency.

Of interest in this paper are power residue and Type-II
Lüke sequences, which are both manipulations of primitive
root sequences.

A. Type-II Lüke sequences

Type-II Lüke sequences are generated in families which
have p−1 members, each of which could be used to make a
diffuser. For any given prime p the nth terms of the se-
quences are given by7,8

sn
�r� = ��n�p − 1� + rnp�mod p�p − 1� , �5�

where � is the primitive root of the prime p, r denotes the
family member and mod indicates the least non-negative re-
mainder. The sequences are generated via the integer P
= p�p−1� and have a period length of N= p−1. A necessary
condition is 0�n ,r� p−2.

The reflection coefficients of Type-II Lüke sequences
have the following, two valued, autocorrelation magnitudes:

�Gr,r���� = 	p − 1, � = 0

1, −
p − 1

2
� � �

p − 1

2
� � 0, 
 �6�

where G is the autocorrelation and � is the autocorrelation
delay variable. This autocorrelation function is the same as
that of a PRD of the same period. Note that it is the autocor-
relation magnitude that is constant for ����0, which is un-
usual for sequences used in diffuser design. Table I shows
the properties for an example sequence based p=7.

TABLE I. Characteristics of the autocorrelation function for some cases of
Type-II Lüke and power residue sequences.

Sequence p M N
�G�

��=0�
�G�

���0�

Quadratic residue 7 n /a 7 7 0
Primitive root 7 n /a 6 6 1
Type-II luke 7 n /a 6 6 1
Power residue 19 2 9 9 2.236
Power residue 37 4 9 9 2.646
Power residue 73 8 9 9 2.828

FIG. 1. �a� One period of a quadratic residue diffuser �QRD� of well width
w and depth of the nth well, dn. �b� The flat plate effect occurs when a
multiple of � /2 exactly fits in all the wells.
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Essentially the Type-II Lüke sequences are formed by
superposing the primitive root sequence q of prime p:

qn = an mod p �7�

and a steady step sequence t of the same period:

tn = rn mod p − 1 �8�

with r giving the step size, as shown in Fig. 2.
This is possible because a linear ramp can be added to

any number sequence, provided the period is correct, without
changing the autocorrelation properties.8

For the above reason, every primitive root sequence can
be considered to be the first sequence �r=0� of each Type-II
Lüke sequence family. From any primitive root sequence a
set of p−2 new Type-II Lüke sequences can be generated,
each one with a different step size.

To give an example for p=7, �=3 and r=0 the primitive
root sequence is q= �1,3 ,2 ,6 ,4 ,5�. The phases of the reflec-
tion coefficients of this sequence, at the design frequency f0,
are 2� /7 2�3 /7, 2�2 /7, etc. The flat plate effect will occur
when all phases are multiples of 2�; this can be accom-
plished by multiplying all the arguments by a factor of
7, which happens when the incident wave is of frequency
f =7f0 as previously discussed.

On the other hand for p=7, �=3 and r=1 the Type-II
Lüke sequence is given by s= �6,25,26,15,10,23�. The
phases of the reflection coefficients in this case, at the design
frequency f0, are 2�6 /42, 2�25 /42, etc. For all the phases
in this case to become multiples of 2� they need to be mul-
tiplied by a factor 42 which happens when the incident wave
is of frequency f =42f0. Therefore, by using Type-II Lüke
sequences it is possible to increase the frequency at which all
the wells radiate in phase by a factor of 6.

B. Power residue sequence

For a prime number p that can be expressed in the form:

p = MN + 1, �9�

where M and N are integers, M power residue sequences of
period N can be generated using the equation8

sn
�r� = ��r�n�mod p , �10�

where 0�r	M, 0�n	N, � is a primitive root of p and �
is � raised to the power of M ��=�M�.

In the case that a set of N integers D= �d1 ,d2 , . . .dN� are
modulo an integer p they are said to form an integer differ-
ence set if every integer h�0 can be expressed in exactly �
ways in the form:

di − dj � h mod p �11�

The properties of the difference set are usually repre-
sented using the nomenclature �p ,N ,��.

If, and only if, the power residue sequence forms a cy-
clic difference set �p ,N ,��, then the reflection coefficients
that it generates displays two level autocorrelation
magnitudes:8

�Gr,r���� = 	N , � = 0

�N −
N

M
+

1

M
,

N − 1

2
� � �

N − 1

2

,

�� � 0� , �12�

where Table I gives a few examples, and demonstrates that
power residue sequences display worse autocorrelation prop-
erties than QRD, PRD and Type-II Lüke sequences, as the
out-of-phase magnitude is always greater than 1 and be-
comes greater as M increases.

Essentially, power residue sequences are under-sampled
primitive root sequences, with a sample taken every Mth
coefficient, with a different starting point, as shown in Fig.
2�b�.

The starting point is set by r. For instance, for p=11,
the primitive root is 2, and the primitive root sequence is
q= �1,2 ,4 ,8 ,5 ,10,9 ,7 ,3 ,6�. For M =2, and r=0 every
other coefficient is taken to form the power residue sequence
starting from the first s�0�= �1,4 ,5 ,9 ,3� while for r=1 the
starting point is the second s�1�= �2,8 ,10,7 ,6�. Note that the
one sequence is the inverse of the other. If the coefficients of
s�1� are cyclically shifted back 2 positions, it becomes
�10,7,6,2,8�. So in this case, the two power residue sequences
are connected via the equation

s�0� = p − s�1�. �13�

This connection between the two sequences results in
pairs of diffusers in a family that performs similarly, because
pairs have reflection coefficients with opposite phases.

To postpone the flat plate effect to a higher frequency,
sequences with larger p are needed. There are three cases
that form cyclic difference sets and need to be considered:8

FIG. 2. Schematic showing the generation of �a� Lüke �p=7,r=1� and �b�
power residue �p=11,M =2,r=0� sequences.
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M = 2 and N odd

M = 4 and N = j2 where j is odd

M = 8 and p = 8j2 + 1 = 62m2 + 9

where j and m are odd �14�

Since the goal is to push the flat plate effect to higher
frequencies, the most promising case is the last as it com-
bines higher primes p with the shortest sequences possible.
The first case that falls under this category is

M = 8, n = 3, m = 1 ⇒ p = 73.

This generates a short sequence typical of the length
used in practical Schroeder diffusers �period N=9� but with a
prime number generator of 73. One such a sequence is
s�1�= �5,10,20,40,7 ,14,28,56,39�, which is the second of
the family �r=1�. The higher prime number gives a first flat
plate frequency of 73 times the design frequency.

IV. SCHROEDER DIFFUSERS

In order to evaluate the performances of the two new
sequences, diffusers were simulated and predictions of their
scattered pressure distribution were made. From these their
diffusion coefficient2 was calculated and comparisons with
other integer based diffusers such as the standard QRD and
PRD were made.

As the main reason for choosing these new sequences
was the fact that they are both based on large prime number
generators and display two level autocorrelation properties,
according to a Fourier model, this model will initially be
used to estimate their relative performance.

A. Type-II Lüke diffusers

Type-II Lüke sequences are formed by the addition of a
step sequence to a primitive root sequence. Consequently,
diffusers that are generated with steady step sequences of
opposing inclinations can be paired as they perform simi-
larly. This leaves one sequence that cannot be paired, the
middle one which is generated for r=M /2.

The case of Type-II Lüke sequence diffusers �LSD� gen-
erated by the integer P=42 is considered. These are diffusers
of period N=6 and well width approximately 4.2 cm. Their
design frequency is f0=500 Hz. Eight periods of the diffuser
are used. This gives a structure with an overall width of 2 m.

The diffusion coefficient will be used initially to esti-
mate the overall performance of the diffusers. This coeffi-
cient has values from 0 to 1, where 0 represents perfect
specular reflection �no diffusion� and 1 represents uniform
scattered distribution into all angles of reflection9 �complete
diffusion�.

Figure 3 displays the diffusion coefficients of some dif-
fusers of this family of LSDs along with the equivalent PRD
of the same characteristics. Since the design frequency used
is 500 Hz the PRD is expected to display a flat plate effect at
7500 Hz=3.5 kHz while the LSDs are expected to display
their first flat plate effect at 42
500 Hz=21 kHz.

Unfortunately the LSD with r=1 displays a dip in the
diffusion coefficient similar to the PRD’s flat plate effect at
3.5 kHz. This is because the r=1 LSD causes redirection
rather than diffusion at this frequency. The reflection coeffi-
cients at 3.5 kHz have phases of 0, � /3, 2� /3, �, 4� /3,
5� /3 which have equal phase shift increment of � /3 from
one well to the next. This constant phase increment of the
reflection coefficients is why the main reflected lobe is redi-
rected into another direction; it is identical to the phase shifts
used to beam steer loudspeaker arrays. This behavior is in-
herent in Lüke sequence diffusers because they are formed
by adding a PRD to a linear stepped ramp. At the frequency
in question, all the reflection coefficients of the base PRD are
equal to 1 with a phase shift of 0, leaving only the linear
stepped ramp. Essentially the PRD disappears and the dif-
fuser acts like a tilted flat plate.

This can be seen in Fig. 4 where the scattered intensity
distribution from one period of this LSD with r=1 is com-
pared to that from a plane surface of the same size and shows
that the diffuser is redirecting instead of scattering the inci-
dent wave.

All the LSDs of the family display this behavior with the
exception of the middle one �in this case r=3� �Fig. 3� which
appears to be dispersing the incident wave uniformly. How-

FIG. 3. Autocorrelation diffusion coefficient, as predicted using the Fourier
model, of different types of periodic Lüke and primitive root diffusers of the
same total width.

FIG. 4. Scattered intensity distribution �dB� at the tilted flat plate frequency
of a Lüke diffuser.
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ever, a closer inspection reveals that the reflection coeffi-
cients at this frequency are simply +1 and −1 one after the
other �representing a steady phase shift of ��. Based on the
Fourier model, cancellation in the specular reflection direc-
tion occurs. However, mutual interactions between adjacent
wells will tend to “smooth out” the surface pressure distri-
bution and reduce the cancellation in real surfaces.

All sequences of the same family perform almost iden-
tically when considered in a 1 /3rd octave band. They vary in
their performance at specific frequencies and in the overall
variation of their diffusion coefficient with frequency. The
diffusers that have r=2 and r=4 display more variation of
diffusion with frequency and have many dips in the diffusion
coefficient. For this reason they are considered to perform
worse than r=1, r=3, and r=5. However, it remains to be
verified whether the r=3 LSD will perform as well as pre-
dicted by the Fourier model.

Another aspect worth taking into consideration is the
maximum depth of the diffusers because of the space it re-
moves from the room. For this family of LSDs r=1 displays
the smallest maximum depth of 21.3 cm which is consider-
ably smaller than that of the equivalent PRD which is
29.5 cm, for the given design frequency. However, although
LSD �r=1� appears to be the most promising of its family it
does not seem to perform any better than the equivalent
PRD.

The dips that are evident in the diffusion coefficients of
all three structures around 1.2 and 2.4 kHz are due to the
periodicity caused by the repetition of the base diffuser 8
time. Because of this, the structures can be considered as 8
point sources spaced 25 cm apart which will generate addi-
tional minima due to the grating lobes generated by that
periodicity.

B. Power residue diffusers

Power residue diffusers �PWRDs� of the same family
can be separated into pairs that diffuse similarly as well.
Each diffuser is paired with its inverse, which is found in the
same family M /2 sequences away ��r1−r2�=M /2�.

The cases of PWRD of period N=9 are taken into con-
sideration. They can be generated by the following cases:

M = 2,N = 9 ⇒ p = 19

M = 4,N = 9 ⇒ p = 37

M = 5,N = 9 ⇒ p = 73

Their well width was set to approximately 4.4 cm so
that a structure of 5 periods was 2 m long and their design
frequency was also set to 500 Hz. This allows direct com-
parison of their diffusion performance with the Lüke se-
quence diffusers. Given their design frequency and their
prime number generator their flat plate frequencies are ex-
pected to be 8.5, 18.5 and 37.5 kHz, respectively.

Figure 5 shows the performance of one case of each
PWRD family compared to 8 periods of a PRD �p=7�. Their
flat plate frequency is, as expected, far beyond the frequency
range of the PRD, and that of the graph. However, they seem
to perform worse than the PRD at some frequencies. How-
ever, they display a more uniform performance over the
whole frequency range. Again the diffusers all display poor
performance at just over 700 Hz due to the repetition of a
single diffuser.

These three diffusers were chosen over others of their
family because they performed better. Both PWRD �p=19�
performed identically on their own, as one is the inverse of
the other. The other two PWRDs were chosen because they
appeared to perform better, or as well as, the rest of the
diffusers in their family. Overall, the most promising are the
diffusers of larger integer number �p=37 and p=73� as they
display more uniform diffusion over the bandwidth. Further-
more, the fact that there are more than two diffusers in these
families allows more design options. The shallowest diffuser
is the PWRD based on the prime p=73 which displays a
maximum depth of 26.4 cm. The other cases have maximum
depths around 30 cm.

C. Boundary element method „BEM…

Having predicted the performance of the diffusers using
the Fourier method, and established their overall behavior, a
more detailed and exact BEM10 simulation was used for pre-
diction as it has been shown to give accurate results for
Schroeder diffusers.11 The design frequency and dimensions
of the diffusers are the same as given previously and the
results are displayed in Figs. 6 and 7. The diffusion coeffi-
cients display a broadly similar pattern to those of the Fou-
rier model but they seem to have more variation with fre-
quency.

Figure 6 displays the performance of LSDs in compari-
son with the PRD of the same size. It is evident from this

FIG. 5. Autocorrelation diffusion coefficient, as predicted using the Fourier
model, of different types of periodic power residue and primitive root dif-
fusers of the same total width.
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graph that the middle diffuser of the family �r=3� performs
almost identically to the PRD at the flat plate frequency of
the latter. This contradicts the earlier prediction of good dif-
fusion from the Fourier model �Fig. 3�. On the other hand,
the initial prediction of the behavior of the other LSD
�r=1� is quite accurate. It is also evident that none of the
LSDs perform any better than the PRD.

Figure 7 shows the behavior of PWRD of period N=9
with the same characteristics that were used for the Fourier
model in comparison with the PRD of period N=6 in 1 /3rd
octave bands. Once again, the results display a similar pat-
tern to that of the Fourier model. Unlike the LSDs the
PWRDs have no problematic frequencies within this band-
width in particular p=73 has; better diffusion than all the
other ones.

V. MODULATION AND PERIODICITY

To cover large surface areas more than one period of a
diffuser structure is commonly used. The repetition of the
sequences introduces the problem of periodicity. Periodicity
causes harmonics to be created in the autocorrelation func-
tion this; creates sharper grating lobes and as a result a less
uniform scattering distribution.5,12

One method of dealing with the effects of periodicity is
to modulate the base sequence with another.5,12 In order to
modulate two sequences a binary pseudorandom sequence is
required. The binary sequence defines the order in which the
sequences will be placed with 1 corresponding to the first
sequence and 0 to the second.

There are three major ways of choosing the second se-
quence to be used in the modulation. These are as follows:

�1� Using the inverse of the base sequence: An inverse
sequence is created by subtracting the original sequence
from the integer that it was generated from. So, for ex-
ample, the sequence that will generate the inverse dif-
fuser of the LSD with P=42 and r=1 �6,25,26,15,10,23�
is calculated by subtracting this sequence’s coefficients
from its integer number generator, 42 in this case, to give
�36,17,16,27,32,19� as the inverse.

�2� Using the base sequence in reverse order: Another
technique for modulation is to use the same sequence but
in reverse order. In practice this is easily achieved by
rotating the diffuser in its plane such that its left becomes
its right.13 The modulation is essentially a diffuser and its
mirror image. For example, for LSD with P=42 and
r=1 �6,25,26,15,10,23� the mirror diffuser is simply
�23,10,15,26,25,6�. This method has the added advantage
of the overall structure having the same depth as the base
diffuser; in addition it only requires one base diffuser.
However, it only works if there is a degree of asymmetry
in the base diffuser.

�3� Using a different sequence to that of the base dif-
fuser: In principle any alternate sequence may be used,
but it is usual to use one that is performing better than
the base sequence at the frequencies where it is perform-
ing badly. For example, for the base sequence above, a
suitable sequence would be P=42 and r=5
�6,11,40,15,38,37 because it complements the base se-
quence in performance.

A. Type-II Lüke diffusers

As shown above, at some frequencies the LSDs simply
redirect the sound because they act like beam steerers. In
general, diffusers should be dispersing sound and not simply
redirecting it. An effective solution is to modulate the dif-
fuser with another that, at the problematic frequencies, redi-
rects sounds into another angle. Such a diffuser could be the
inverse or the mirror image of the first diffuser or an LSD
from the same family constructed from a step sequence of
opposing inclination. Figure 8 displays the scattered distribu-
tion from such composite structures at this frequency. The
main lobe of the periodic diffuser has been substituted by

FIG. 6. Autocorrelation diffusion coefficient, as predicted using the bound-
ary element model, of different types of periodic Lüke and primitive root
diffusers of the same total width.

FIG. 7. One-third octave band autocorrelation diffusion coefficient, as pre-
dicted using the boundary element model, of different types of periodic
power residue and primitive root diffusers of the same total width.
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two wider lobes of less energy. Thus the incident wave is
scattered more uniformly in comparison to the periodic dif-
fuser.

The binary sequence �1,0,0,1,1,0,1,0� was used to modu-
late the base diffuser, LSD �r=1, P=42�, in the three differ-
ent ways discussed earlier. Modulation in all three ways im-
proves the overall performance of the diffuser, as shown in
Fig. 9, because the diffusion coefficient is higher for all fre-
quencies compared to the periodic case.

It is important to note that for the periodic case and the
modulation with the mirror diffuser the maximum depth is
21.3 cm while for the inverse it is 29.5 cm and for the LSD
of opposing inclination �r=5� it is 32.7 cm. From these three
modulations the one with the inverse diffuser and the other
with the LSD �r=5� seem to disperse best. However, if the
maximum depth is taken into account, the fact that the modu-
lated with the mirror diffuser will take up less space from the
volume of the room could make it more desirable for some
applications. If the lost volume is of no concern, it is impor-
tant to note that the modulation with the other LSD manages
to treat the notable dip of the diffusion coefficient that is
evident in the other cases around 2.4 kHz.

The phenomenon of periodicity could be used to treat
the problem of beam steering occurring with the LSD. Con-

sider a structure that is composed of the periodic repetition
of LSDs. If the maximum reflection lobe could be set on the
angle that a minimum of the periodicity pattern occurs, it
could be cancelled out. Unfortunately, in order for that to be
accomplished a large number of periods must be considered
while the wells must be thinned down to unrealistic values.
Even in the cases that uniform diffusion in achieved at the
flat plate frequencies, the performance of the diffuser is
worse than poor for the frequencies up to that.

B. Power residue diffusers

PWRDs do not present any notable problems until their
flat plate frequency. So the only problem that needs dealing
with is periodicity. The widely used modulation with the
diffusers inverse can be applied in this case. The modulations
with the mirror diffuser and another diffuser of the same
family can be used as well. The binary sequence �1,0,1,1,0�
has been used for the modulation.

Figure 10 shows the diffusion coefficient of a PWRD of
period N=9, prime number generator p=73 and r=1. All
modulations diffuse much better than the periodic case, in
addition modulation with the inverse diffuser performs more
uniformly compared to the others.

VI. DISCUSSION

This paper has presented two new types of diffusers,
estimated their performance, and showed improved perfor-
mance compared to a standard PRD. But which is the best
sequence, Type-II Lüke or power residue?

The PWRDs seem to be the best. As Fig. 11 shows, both
PWRDs in their modulated version have better diffusion co-
efficients than the other diffusers. They have no problematic
frequencies, where they are unable to scatter the incident
wave, and they have a more uniform diffusion coefficient
over this bandwidth. The PWRD generated when p=73
could be preferable as it displays steadier diffusion with fre-
quency.

FIG. 8. Scattered intensity distribution �dB� at the flat plate frequency for
two periods of LSD �p=7,r=1� periodic and modulated with its inverse in
comparison with a plane surface of the same width.

FIG. 9. Autocorrelation diffusion coefficient, as predicted using the Fourier
model, of different modulations of Lüke diffusers of the same total width.

FIG. 10. Autocorrelation diffusion coefficient, as predicted using the Fou-
rier model, of different modulations of power residue diffusers of the same
total width.
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The LSD, shown in the above figure, is more ambigu-
ous. It is evident that they do not diffuse as well as the QRD
and the PRD except at their flat plate frequencies �3.5 kHz�.
The periodic version of the LSDs has a tilted flat plate at that
frequency, but when modulated manages to avoid the prob-
lem. Modulated the LSD is preferred to a PRD or QRD
because it is well behaved until the flat plate frequency at
21 kHz.

VII. CONCLUSIONS

This paper has proposed the use of Type-II Lüke and
power residue sequences for the design of number theoretic
diffusers with a small numbers of wells per period. The logi-
cal and mathematical background has been presented and
their performance has been predicted with both the Fourier
and the boundary element methods. Classic Schroeder diffus-
ers based on quadratic residue and primitive root sequences
suffer from flat plate frequencies where no scattering is
achieved. Type-II Lüke and power residue sequences use

larger numbers to generate the sequence, and consequently
their flat plate frequencies are at much higher frequencies,
often outside the audible range for practical diffusers.

The results show that Type-II Lüke sequences act like
beam steerers at some frequencies, and consequently at these
frequencies diffusion is poor. Modulation techniques have
been presented to mitigate this problem. However, the per-
formance of Power Residue sequences has been found to
meet the initial demands for more-uniform diffusion and
very high flat plate frequency and with the addition of modu-
lation their performance is greatly improved.

Finally both types of diffuser are shown to display better
diffusion characteristics when modulated than standard
modulated quadratic and power residue diffusers.
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I. INTRODUCTION

Room equalization has been one of the essential issues
in various application areas including car audio, home
theatre, wave field synthesis �WFS�, three-dimensional audio
using loudspeakers, acoustic echo cancellation, speech en-
hancement, and speech recognition. Especially, robustness to
the perturbations due to movement of the sound source or
receiver is one of the most important aspects for room equal-
ization to be used in those applications. In this paper, we
propose an acoustic model for the robustness analysis of
multipoint optimal equalization based on measured room im-
pulse responses �RIRs� around the target receiving point.
Since the equalization is based on the multipoint RIRs, it can
be easily expected to be more robust to changes in listener
position compared to the case using only one RIR.1 How-
ever, the robustness tends to vary depending on design pa-
rameters such as the distance between measurement points,
the number of the measurement points, and the frequency.
Therefore, it is necessary to have an acoustic model for the
robustness analysis and it can be used for the theoretical
robustness estimation before implementing the real equaliza-
tion system.

There has been previous research to propose robustness
analysis in different circumstances. Radlovic et al. proposed
an acoustic model for the robustness analysis of the room
equalization1 for the first time, but their model is restricted to
the case of using only one measured RIR from the source to
the measurement point. The robustness analysis of the single

point shall be generalized by the proposed multipoint model
later. Talantzis and Ward proposed a multichannel version of
the acoustic model, under the assumption that postprocessing
equalization filters are applied to all channels after the room
response.2 This postprocessing is not applicable for the sce-
nario of human listening. We are focusing on the case when
we use a fixed prefiltering for the room equalization. There-
fore, their robustness analysis cannot be applied in this situ-
ation, although they developed a robustness model for one
form of optimal multipoint equalization method. Bharitkar et
al. proposed the robustness analysis of a spatial average
equalization,3 in which several room responses are averaged
in order to create a representative response, which is then
inverted using a reciprocal fast Fourier transform �FFT�. The
general purpose of the optimal multipoint equalization is to
guarantee the similar equalization performance at all mea-
sured points in the sense of minimizing mean-squared
error,4–7 but the equalization of the spatial average of the
room responses does not always meet this optimality crite-
rion. This approach also does not explicitly produce robust-
ness analysis depending on the critical design parameters
such as the distance between measurement points, the num-
ber of the measurement points.

All of these approaches measure the robustness of an
equalizer in terms of the expected squared error of the equal-
ized room response, where the expectation is computed using
the theoretical model of Cook et al. of the spatial coherence
of the reverberant field.8 Some researchers,4–7 possibly in-
spired by these methods, proposed designing an equalization
filter specifically for the purpose of minimizing the mean
squared equalization error, with mean computed by summing
squared error over a “receiver multipoint,” that is to say, a
vector of room responses measured at several points in the
vicinity of the expected listener location. It is reasonable to
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speculate that this approach should be more robust than most
previous equalizer design methods, in the sense of the ex-
pected squared error defined by Radlovic et al. because of
the similarity between the expected-squared-error and mean-
squared-error criteria. Although the criteria are similar, they
are not identical: The expected-squared error criterion is
computed using a theoretical approximation to the sound
field coherence, while the multipoint design criterion is com-
puted using a finite number of measured samples of the room
response. The goal of this paper is to analyze the spatial
robustness of an optimal multipoint equalizer in the mini-
mum mean squared error sense. Results will show that the
multipoint equalizer is, as predicted, more robust than any
single-point equalizer, but that the robustness of the equalizer
depends in important ways upon frequency, and upon the
number and spatial distribution of the measurement points
used to design the equalizer.

This paper is organized as follows. In Sec. II, we review
optimal equalization using multipoint RIRs. In Sec. III, we
propose an acoustic model for the robustness analysis of the
optimal multipoint equalization. In Sec. IV the proposed
acoustic model is validated using 102 simulated room im-
pulse response sets with randomly chosen position of the
source and primary receiver. Also, we compare the robust-
ness of the existing multipoint equalization methods. Finally,
we address how the design parameters affect the robustness,
and why we should take the low frequency response more
into account in terms of the robustness. Section V concludes
our paper.

II. OPTIMAL EQUALIZATION USING MULTIPOINT
ROOM IMPULSE RESPONSES

In this section, we review optimal least-squares equal-
ization using multipoint RIRs. For easy comprehension, we
first consider the simplest multipoint, only two measurement
points. Let H1, H2 be RIR convolution matrixes as shown in
Eq. �1� for the two RIRs respectively, let x̂ be the equaliza-
tion filter, and let b represent the target impulse response
�usually a Dirac delta�.

Hi = �
hi�0� 0 . . . 0

hi�1� hi�0� � ]

] hi�1� � 0

hi�lh − 1� ] � hi�0�
0 hi�lh − 1� ] hi�1�
] � � ]

0 . . . 0 hi�lh − 1�

�,

i = 1,2, �1�

where �hi�0�hi�1�¯hi�lh−1��T is ith room impulse response,
lh is the length of it, and the superscript T means transpose.
The general purpose of the optimal multipoint equalization is
to guarantee the similar equalization performance at all mea-
sured points as shown in the following:

x̂ = argminx�H1x − b�2 + �H2x − b�2

= argminx�	H1

H2

x − 	b

b

�2

= �	H1

H2

T	H1

H2

�−1	H1

H2

T	b

b

 . �2�

Equation �2� can be reformulated in frequency domain
as shown in Eq. �4� after transforming the convolution ma-
trixes in Eq. �1� into the circulant matrixes in the following:

Hi� = �
hi��0� hi��N − 1� hi��N − 2� ¯ hi��1�
hi��1� hi��0� hi��N − 1� ¯ hi��2�
hi��2� hi��1� hi��0� ¯ hi��3�
] ] ] � ]

hi��N − 1� hi��N − 2� hi��N − 3� . . . hi��0�
�,

i = 1,2, �3�

where �hi��0�hi��1�¯hi��lh−1��T is ith modified room im-
pulse response to have circular representation and N is the
length of it,

X̂f = argminXf
�	�1

�2

Xf − 	Bf

Bf

�2

, �4�

where if FH and F are discrete Fourier transform �DFT� and
inverse DFT matrixes, respectively, �1=FHH1�F, �2

=FHH2�F are diagonal matrixes, whose diagonal entries, �1f

and �2f, are frequency samples of the room response com-
puted by applying DFT to the RIRs, and Xf =FHx, Bf =FHb.

If we simply set Bf =1, then the solution X̂f is given by

X̂f =
�1

H + �2
H

�12 + �22
. �5�

In the limiting case when multipoint inversion is per-
formed using only one measured room response, then �1 and

�2 are the same as a single measured � f, X̂f =� f
−1. Equation

�5� can be expanded into the case of the optimal N-point RIR
equalization as

X̂f =
�1

H + �2
H
¯ �N

H

�12 + �22 ¯ �N2
. �6�

III. ROBUSTNESS ANALYSIS OF OPTIMAL
MULTIPOINT EQUALIZATION

Here, we propose an acoustic model for the robustness
analysis of the optimal multipoint equalization and show that
the equalization error coming from the mismatch between
measurement and target points can be predicted through this
acoustic model. Basic assumption is given by statistical wave
acoustics, which is that above “Schroeder’s frequency” we
can consider the steady state room responses as statistical
quantities.9 The low frequency response below Schroeder
frequency should be dealt with in a deterministic way, in
other words, it is really dependent on the specific acoustic
space, the position of source and receiver. Schroeder fre-
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quency specifies the frequency above which the average
spacing of the resonance frequencies is smaller than one-
third of their bandwidth:9,10

fs = c�6

A
� 2000�T

V
, �7�

where c is the speed of the sound, A is the absorbtion area of
the room �m2�, Sabine’s reverberation time T=0.163V /A, �s�
and V�m3� is the volume of the space.

A. Two-point case

We consider a very simple two-point case first as shown
in Fig. 1 and will expand it into N-point case later. The
distances between the source and two measurement points
are both R. Mean squared error at specific frequency f is

Ef = E�H̃fX̂f − 12� �8�

where H̃f is the frequency response of the source to target
position at the specific frequency f and we define it to have

the value � f hereafter, X̂f is the equalization filter response at
the same frequency, designed using RIRs from the source to
measurement points. Note that �i, i=1,2 or i=1,2 , . . . ,N,
respectively, from Eqs. �5� and �6� are diagonal matrixes,
therefore we can proceed with the frequency bin by bin ap-
proach as in Eq. �8�. As is the case in Sec. II, we assume that

X̂f has been designed using RIRs measured at two points.
Therefore the equalization filter is

X̂f =
�

f ,1
* + �

f ,2
*

� f ,12 + � f ,22
,

which is the solution of Eq. �5� at frequency f . If we define

Ĥf =1 / X̂f, Eq. �8� is reformulated as shown in the following:

In order to simplify Taylor series expansion, we define
the error term at specified measurement point to be

g�H̃fH̃f
*,ĤfĤf

*,H̃fĤf
*,H̃

f
*Ĥf�

=
H̃fH̃f

*

ĤfĤf
*

−
H̃fĤf

*

ĤfĤf
*

−
H̃

f
*Ĥf

Ĥ
f
*Ĥf

+ 1. �10�

Radlovic et al.1 define the zeroth-order Taylor series expan-
sion of Eq. �10� as

g�H̃fH̃f
*,ĤfĤf

*,H̃fĤf
*,H̃

f
*Ĥf�

� g�E�H̃fH̃f
*�,E�ĤfĤf

*�,E�H̃fĤf
*�,E�H̃

f
*Ĥf�� �11�

which can be further approximated as

Ef �
E�H̃fH̃f

*�

E�ĤfĤf
*�

−
E�H̃fĤf

*�

E�ĤfĤf
*�

−
E�H̃

f
*Ĥf�

E�Ĥ
f
*Ĥf�

+ 1. �12�

Because we can assume that the direct path is uncorrelated

with reverberation part, H̃f and Ĥf can be divided into two
parts as in the following:

H̃f = H̃f ,dir + H̃f ,rev,

Ĥf = Ĥf ,dir + Ĥf ,rev. �13�

Equation �12� can be rewritten using Eq. �13� as in the
following:

Ef �
H̃f ,dirH̃f ,dir

* + E�H̃f ,revH̃f ,rev
* �

Ĥf ,dirĤf ,dir
* + E�Ĥf ,revĤf ,rev

* �

−
H̃f ,dirĤf ,dir

* + E�H̃f ,revĤf ,rev
* �

Ĥf ,dirĤf ,dir
* + E�Ĥf ,revĤf ,rev

* �

−
H̃

f ,dir
* Ĥf ,dir + E�H̃

f ,rev
* Ĥf ,rev�

Ĥ
f ,dir
* Ĥf ,dir + E�Ĥ

f ,rev
* Ĥf ,rev�

+ 1. �14�

The derivations presented above have been used in the
acoustic model of Radlovic et al.1 We will now extend the
above-described model to analyze multipoint least-squares
equalization. As shown in Fig. 1, the distance between
source and measurement positions are both R, therefore the
response of the direct path from the source to the two mea-
surement points and the target point are all the same as
shown in the following:

H̃f ,dir = � f ,dir = � f ,dir,1 = � f ,dir,2 = − jk�cSf
1

4�R
ejkR, �15�

where k is the wave number, � is the air density, c is the
speed of sound, and Sf is the source strength at frequency f .
Therefore,

Measurement

signal

Equalization

filter θ
Θ

M
1

M
2

R

Measurement

signal

Room

Equalization

filter θ
Θ

M
1

M
2

R

FIG. 1. Conceptual diagram for the robustness analysis of the two-point
optimal equalization: M1, M2 are measurement positions, dotted micro-
phone is the target position. Error is simulated by changing the target posi-
tion.
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H̃f ,dirH̃f ,dir
* = � f ,dir� f ,dir

*

= 4�c�� 1

4�R
�2��4�R�2��c� 1

2�R
�2

Sf2��
=

�c�

4�R2 , �16�

where � is the power of the acoustic source.11 Similarly,

Ĥf ,dir =
� f ,dir,1�

f ,dir,1
* + � f ,dir,2�

f ,dir,2
*

�
f ,dir,1
* + �

f ,dir,2
*

=
� f ,dir� f ,dir

* + � f ,dir� f ,dir
*

�
f ,dir
* + �

f ,dir
*

= � f ,dir, �17�

Ĥf ,dirĤf ,dir
* = � f ,dir� f ,dir

* =
�c�

4�R2 , �18�

H̃f ,dirĤf ,dir
* =

�c�

4�R2 . �19�

Hence, as shown in Eqs. �16�, �18�, and �19�,
H̃f ,dirH̃f ,dir

* = Ĥf ,dirĤf ,dir
* = H̃f ,dirĤf ,dir

* =�c� /4�R2. Next we
consider the reverberation part in Eq. �14�. First, the mean
squared response of the reverberation part is defined as in the
following:

E�H̃f ,revH̃f ,rev
* �

= E�� f ,rev� f ,rev
* �

= E�� f ,rev,1�
f ,rev,1
* � = E�� f ,rev,2�

f ,rev,2
* �

=
4�c��1 − �̄�

S�̄
, �20�

where S is the wall area of the room and �̄ is the averaged
absorption coefficient. Next, the mean squared reverberant
tail of the inverse equalization filter is

E�Ĥf ,revĤf ,rev
* � = E� �� f ,rev,1�

f ,rev,1
* + � f ,rev,2�

f ,rev,2
* �2

� f ,rev,1�
f ,rev,1
* + � f ,rev,2�

f ,rev,2
* + � f ,rev,1�

f ,rev,2
* + � f ,rev,2�

f ,rev,1
* � . �21�

As in Eq. �20� we note that E�� f ,rev,1�
f ,rev,1
* �

=E�� f ,rev,2�
f ,rev,2
* �=4�c��1− �̄� /S�̄, therefore we can

greatly simplify Eq. �21� by dividing both denominator and
numerator using � f ,rev,1�

f ,rev,1
* +� f ,rev,2�

f ,rev,2
* .

Cook et al.8 demonstrated that the normalized spatial
coherence function of an isotropic noise field has the form
sinc�kd�, where k is the wave number, and d is the distance
between any two measurement points. If we assume, as in
the approach of Radlovic et al.,1 that the reverberant field is
approximately isotropic, then we may make the following
approximations: We also note that the normalized cross cor-
relation has the form of the sinc function as shown in the
following:

E�� f ,rev,1�
f ,rev,2
* �

E�� f ,rev,1�
f ,rev,1
* �

=
E�� f ,rev,2�

f ,rev,1
* �

E�� f ,rev,2�
f ,rev,2
* �

�
sin�kd�

kd
= sinc�kd� �22�

or

E�� f ,rev,1�
f ,rev,2
* �

E�� f ,rev,2�
f ,rev,2
* �

=
E�� f ,rev,2�

f ,rev,1
* �

E�� f ,rev,1�
f ,rev,1
* �

� sinc�kd� , �23�

where d is the distance between the two measurement points
used to compute the multipoint equalizer. Therefore Eq. �21�
can be reformulated as

E�Ĥf ,revĤf ,rev
* �

= E� � f ,rev,1�
f ,rev,1
* + � f ,rev,2�

f ,rev,2
*

1 +
� f ,rev,1�

f ,rev,2
* + � f ,rev,2�

f ,rev,1
*

� f ,rev,1�
f ,rev,1
* + � f ,rev,2�

f ,rev,2
* �

�
E�� f ,rev,1�

f ,rev,1
* � + E�� f ,rev,2�

f ,rev,2
* �

1 +
1

2

E�� f ,rev,1�
f ,rev,2
* �

E�� f ,rev,1�
f ,rev,1
* �

+
1

2

E�� f ,rev,2�
f ,rev,1
* �

E�� f ,rev,2�
f ,rev,2
* �

�
2

4�c��1 − �̄�
S�̄

1 + sinc�kd�
. �24�

Using similar approximations,

E�H̃f ,revĤf ,rev
* � = E�� f ,rev

� f ,rev,1�
f ,rev,1
* + � f ,rev,2�

f ,rev,2
*

� f ,rev,1 + � f ,rev,2
�

�
E�� f ,rev� f ,rev,1

* �

E�� f ,rev,1 + � f ,rev,2

� f ,rev,1
�

+
E�� f ,rev� f ,rev,2

* �

E�� f ,rev,1 + � f ,rev,2

� f ,rev,2
�
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�
E�� f ,rev� f ,rev,1

* �

1 +
E�� f ,rev,2�

f ,rev,1
* �

E�� f ,rev,1�
f ,rev,1
* �

+
E�� f ,rev� f ,rev,2

* �

1 +
E�� f ,rev,1�

f ,rev,2
* �

E�� f ,rev,2�
f ,rev,2
* �

�
E�� f ,rev� f ,rev,1

* � + E�� f ,rev� f ,rev,2
* �

1 + sinc�kd�
. �25�

If we define the ratio of the energy of the direct path and the
reverberant part to be

� �
Ed

Er
=

�c�

4�R2

4�c��1 − �̄�
S�̄

=
S�̄

16�R2�1 − �̄�
�26�

and if we denote the distances between target point and each
measurement point as r1, r2, then

E�� f ,rev� f ,rev,1
* �

E�� f ,rev� f ,rev
* �

� sinc�kr1� , �27�

E�� f ,rev� f ,rev,2
* �

E�� f ,rev� f ,rev
* �

� sinc�kr2� �28�

and the final acoustic model for error analysis, based on Eqs.
�14�, �16�, �18�–�20�, and �24�–�26� is

Ef �
� + 1

� +
2

1 + sinc�kd�

− 2

� +
sinc�kr1� + sinc�kr2�

1 + sinc�kd�

� +
2

1 + sinc�kd�

+ 1.

�29�

We should note that the error due to the variation of the
target point is mainly dependent on the distances between the
target point and the measurement points, r1 and r2. As shown
in Fig. 1, if we shift the target point by an angle 	 along a
circle of radius R centered at the source, then

r1 = 2R sin
	
2

, �30�

r2 = 2R sin

 − 	

2
, �31�

where 
=2 sin−1�d /2R�. If 
=0, in other words, if the two
measured RIRs are both measured at the same specific posi-
tion, Eq. �29� reduces to the one-point robustness formula
similar to the formula of Radlovic et al.:1

Ef �
2 − 2

sin�kr1�
kr1

� + 1
. �32�

B. N-point case

Now, let us formally consider the N-point measurement
case. Equation �14� still holds. Equation �17� can be ex-

panded as shown in Eq. �33�, therefore, E�H̃f ,dirH̃f ,dir
* �

=E�Ĥf ,dirĤf ,dir
* �=E�H̃f ,dirĤf ,dir

* �=�c� /4�R2,

Ĥf ,dir =
�� f ,dir,1�

f ,dir,1
* + � f ,dir,2�

f ,dir,2
* + ¯ + � f ,dir,N�

f ,dir,N
* �

�
f ,dir,1
* + �

f ,dir,2
* + ¯ + �

f ,dir,N
*

=
�N� f ,dir� f ,dir

* �

N�
f ,dir
* = � f ,dir. �33�

Equations �24� and �25� can be expanded as in the following:

E�Ĥf ,revĤf ,rev
* � �

N
4�c��1 − �̄�

S�̄

1 +
2

N��n=1

N−1
sinc�kdn,n+1� + �n=1

N−2
sinc�kdn,n+2� + �n=1

N−�N−1�
sinc�kdn,n+N−1��

=

N
4�c��1 − �̄�

S�̄

1 +
2

N
�i�j

sinc�kdi,j�
,

�34�

where dij, i , j=1,2 , . . . ,N is the distance between measurement points i, j,
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E�H̃f ,revĤf ,rev
* � = E�� f ,rev

� f ,rev,1�
f ,rev,1
* + � f ,rev,2�

f ,rev,2
* + ¯ + � f ,rev,N�

f ,rev,N
*

� f ,rev,1 + � f ,rev,2 + ¯ + � f ,rev,N
�

�
E�� f ,rev� f ,rev,1

* �

E�� f ,rev,1 + � f ,rev,2 + ¯ + � f ,rev,N

� f ,rev,1
� +

E�� f ,rev� f ,rev,2
* �

E�� f ,rev,1 + � f ,rev,2 + ¯ + � f ,rev,N

� f ,rev,2
� + ¯

+
E�� f ,rev� f ,rev,1

* �

E�� f ,rev,1 + � f ,rev,2 + ¯ + � f ,rev,N

� f ,rev,1
�

� �
m=1

N E�� f ,rev� f ,rev,n
* �

1 + �n=1,�m

N
sinc�kdm,n�

. �35�

If rn, n=1,2 , . . . ,N, is the distance between the target point
and the nth measurement point, then

E�� f ,rev� f ,rev,n
* �

E�� f ,rev� f ,rev
* �

= sinc�krn�, n = 1,2, . . . ,N �36�

and therefore the complete acoustic model for robustness
analysis of a multipoint equalizer is

Ef �
� + 1

� +
N

1 +
2

N
�i�j

sinc�kdi,j�

− 2

� + �m=1

N sinc�krm�

1 + �n=1,�m

N
sinc�kdm,n�

� +
N

1 +
2

N
�i�j

sinc�kdi,j�

+ 1. �37�

IV. VERIFICATION, COMPARISON, AND
ANALYSIS

Here, we first verify the model using total 102�41
=4182 simulated RIRs, and compare the robustness of the
existing multipoint equalization methods with the proposed
acoustic model. Finally, the robustness results depending on
design parameters are presented and discussed.

A. Verification of the acoustic model

To verify the proposed acoustic model for robustness
analysis, 102 room impulse response sets are simulated with
randomly chosen position of the source and primary receiver
using conventionaly used room simulation method
“image-method.”12,13 One set includes 41 RIRs measured at
aligned 41 different positions, the distance between the mea-
surement positions for each RIR is set to 0.01 m. To avoid

the situation that source is too close to the receivers, we set
the 1 m distance between them at least. A shoebox type of
acoustic space has been used, the dimension of which is
6.25 m�3.75 m�2.5 m and volume of which is 58.59 m3.
The speed of sound, the average absorption coefficient, and
the reverberation time are set to 343 m /s, 0.45, and 0.25,
respectively. To simulate Eq. �8�, the sample mean has been
used:

Êf =
1

N
�
i=1

N

�ĤfX̂f − 1�2. �38�

Figure 2 compares mean squared error between theoret-
ical result �solid line� and simulation result �dotted line� at
different octave frequencies �250, 500 Hz, 1, 2, 4, 16 kHz�,
distance between measurement points is 0.1 m, and the num-
ber of the measurement points is 2. We could confirm similar
result when the number of measurement points is 3. As we
expected from theoretical model, at each frequency, we can
see that it fits the trend of the simulated result.

B. Comparison

As we see in the verification result, robust region to the
perturbation due to the movement of source or receiver po-
sition tends to be much wider in lower frequency region.
Above around 2 kHz, we may not be able to expect reason-
able robustness regardless of the number of the measurement
points to get the equalization filter. Therefore, we should pay
more attention to the lower frequency range rather than to
the entire frequency range equally. Note that the model is
derived under the assumption that reciprocal of FFT can be
used as an inverse filter, which is known to be accomplished
by introducing modeling delay.14 However, previously pro-
posed multipoint equalization algorithms approximate the in-
verse filter with smaller number of taps.4–7

Figure 3 shows the robustness analysis result using Eq.
�2� with short filter length �around one quarter of original
RIR length� and modeling delay �half of the filter length�,
which can be considered as the result of the approach of
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Elliott et al.4,5 As expected, the robustness result becomes
worse, because we cannot model the similar part across the
room responses accurately enough using shorter filter length.
However, we can confirm that the theoretical estimation
gives maximally achievable performance limit. Figure 4
shows the robustness analysis of the approach of Haneda et
al. and the approach of Kim et al. To deal with the all-pole
modeling approach cases,6,7 we modified Eq. �38� as
minimum-phase version of it, because by all-pole modeling
we cannot compensate the nonminimum phase part:

Êf
MP =

1

N
�
i=1

N

�H̃f
MPX̂f

MP − 1�2, �39�

where X̂f
MP and H̃f

MP are minimum phase portion of X̂f and

H̃f, respectively. If we simply use Eq. �38�, then error related
to residual after minimum-phase inversion always shows up.
However, because the all-pole modeling approaches rather
have an objective that is to maximally flatten the magnitude
response except sharp nulls,7 Eq. �39� makes more sense if it
gives similar result when we use Eq. �39� compared with the
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FIG. 2. Verification of the proposed acoustic model by comparing mean squared error between theoretical result �solid line� and simulation result �dashed line�
at different octave frequencies, measurement positions are located at 0 and 0.1 m, distance between receiving points d=0.1 m, and number of measurement
points is N=2: �a� 250 Hz, �b� 500 Hz, �c� 1 kHz, �d� 2 kHz, �e� 4 kHz, and �f� 8 kHz.
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theoretical estimation of Eq. �8�. Interestingly enough, even
with this modification, we could confirm that Eq. �39� still fit
the trend reasonably well with theoretical model. Figure 5
shows the robustness result of Eq. �39� with the theoretic
estimation given by Eq. �8�. For each all-pole approximation

modeling,6,7 the X̂f
MP of Eq. �39� is replaced by the inverse

filter of each method. From the result shown in Fig. 4, we
might be able to say that the approach of Kim et al. is better
in terms of the robustness than the approach of Haneda et al.,

because the former gives better robustness result in the low
frequency range with same number of filter taps, one-
twentieth of the RIR length. Actually, the robustness result of
the approach of Haneda et al. is nearly similar to the result of
RIRs themselves without equalization, because with this
amount of taps ordinary all-pole system cannot accurately
model the room response even in the low frequency region
where the RIRs show similar pattern. However, in the case of
the approach of Kim et al., due to the warping property, it is

FIG. 3. Comparison of mean squared error between theoretical result �solid
line� and simulation result with shorter filter length �dashed line� at different
octave frequencies, measurement positions are located at 0 and 0.1 m, dis-
tance between receiving points d=0.1 m, and number of measurement
points is N=2: �a� 250 Hz, �b� 500 Hz, and �c� 1 kHz.

FIG. 4. Comparison of mean squared error, theoretical result �solid line�, the
model of Haneda et al. �dash-dotted line�—Ref. 6—and the model of Kim et
al. �dashed line�—Ref. 7—at different octave frequencies, measurement po-
sitions are located at 0 and 0.1 m, distance between receiving points d
=0.1 m, and number of measurement points is N=2: �a� 250 Hz, �b�
500 Hz, and �c� 1 kHz.

2050 J. Acoust. Soc. Am., Vol. 123, No. 4, April 2008 Kim et al.: Robustness of optimal multipoint room equalization



possible to model lower frequency much more accurately
such that it can produce better robustness result in the low
frequency range.

Because previously proposed multipoint methods try to
perform equalization with short filter length, it produces
worse robustness result than theoretical estimation. However,
it is possible to evaluate each method by comparing with the
theoretical estimation, because we know that it is the theo-
retical upper bound of the robustness performance when we
do not have any restriction with the filter length.

C. Analysis

Figure 6 is the simulation result of the error analysis at
1 kHz as we change the distance between two measurement
points from 0.05 to 0.15 m with 0.05 m interval. As shown
in Fig. 6, increasing the distance between measurement
points increases the width of the equalization region, but also
increases the mean squared error. Therefore, the distance be-
tween measurement points can be determined based on the
simulation result at a specific frequency while considering
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FIG. 5. Verification of the proposed acoustic model by comparing mean squared error between theoretical result �solid line� and simulation result using
minimum-phase responses only �dashed line� at different octave frequencies, measurement positions are located at 0 and 0.1 m, distance between receiving
points d=0.1 m, and number of measurement points is N=2: �a� 250 Hz, �b� 500 Hz, �c� 1 kHz, �d� 2 kHz, �e� 4 kHz, and �f� 8 kHz.
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the mean squared errors and the width of the equalization
region at the same time. In this simulation, the target point is
constrained to lie on the circle of radius R centered at the
source, as shown in Fig. 1. However, this simplified mis-
match trajectory gives an acceptable simulation result if we
assume that the distance between the source and the target
point is much larger than the distance between the target
point and the measurement points so that the response of the
direct path is almost the same regardless of the target point.
Under this typical far-field assumption, Eq. �29� holds not
only in the simplified trajectory given in Fig. 1, but also for
any target point if we just set the distances between the target
and measurement points, r1 and r2, correctly. Adding a third
measurement point will enhance the robustness in the direc-
tion of the added point: The error curve along a horizontal
line connecting any two of the three measurement points will
be similar to that shown in Fig. 6. Figures 7 and 8 are the
results of the simulation at frequencies 1, 8 kHz as we in-
crease the number of measurement points from one to three
with an interpoint spacing of 0.05 m. Note that the normal-
ized distance kd is equal to 200� /c in Fig. 7, and 1600� /c

in Fig. 8. The same plots apply to any other combination of
distance and frequency resulting in the same values of kd.
We can see that equalization region is restricted more in the
vicinity of the measurement points in Fig. 8 than in Fig. 7,
with a concomitant increase in the mean-squared error within
the equalization region, because the distance between mea-
surement points is quite far compared with the wavelength.
Therefore, to ensure the equalization performance, we should
set an appropriate distance between the measurement points
depending on the frequency range over which equalization
should be effective. We can see the width of equalization
region is directly related to the number of measurement
points. In other words, we can see that equalization based on
careful selection of the measurement number and distance
among the measurement points may allow enlarged equaliza-
tion region with an acceptably low level of mean-squared
error.

V. CONCLUSION

In this paper, we propose an acoustic model which can
be used for estimating the theoretical error of the optimal
multipoint equalization algorithm before implementing an
equalization system, this model can be used for simulating
the robustness of the designed equalizer, as a function of the
number of measurement points, the distance between the
measurement points, and the frequency.

1B. D. Radlovic, R. C. Williamson, and R. A. Kennedy, “Equalization in
acoustic reverberant environment: Robustness results,” IEEE Trans.
Speech Audio Process. 8, 311–319 �2000�.

2T. Talantzis and D. B. Ward, “Robustness of multichannel equalization in
an acoustic reverberant environment,” J. Acoust. Soc. Am. 114, 833–841
�2003�.

3S. Bharitkar, P. Hilmes, and C. Kyriakakis, “Robustness of spatial average
equalization: A statistical reverberation model approach,” J. Acoust. Soc.
Am. 116, 3491–3497 �2004�.

4S. J. Elliott and P. A. Nelson, “Multiple-point equalization in a room using
adaptive digital filters,” J. Audio Eng. Soc. 37, 899–907 �1989�.

5S. J. Elliott, L. P. Bhatia, F. S. Deghan, A. H. Fu, N. S. Stewart, and D. W.
Wilson, “Practical implementation of low-frequency equalization using
adaptive digital filters,” J. Audio Eng. Soc. 42, 988–998 �1994�.

6Y. Haneda, S. Makino, and Y. Kaneda, “Multi-point equalization of room
transfer functions by using common acoustical poles,” IEEE Trans.
Speech Audio Process. 5, 325–333 �1997�.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
−40

−35

−30

−25

−20

−15

−10

−5

0

5

S
qu

ar
ed

er
ro

r
(d

B
)

Target displacement (m)

FIG. 6. Squared error �dB� at 1 kHz as a function of the displacement from
the position of one of two receiving positions to the direction toward the
other receiving position. Parameter is the distance between measurement
points: d=0.05 m �solid line�, 0.1 m �dashed line�, and 0.15 m �dash-dotted
line�.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
−40

−35

−30

−25

−20

−15

−10

−5

0

5

Target displacement (m)

S
qu

ar
ed

er
ro

r
(d

B
)

FIG. 7. Squared error �dB� at 1 kHz, the distance between receiving posi-
tions d=0.05 m: The number of the receiving position N=1 �solid line�,
N=2 �dashed line�, N=3 �dash-dotted line�.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
−40

−35

−30

−25

−20

−15

−10

−5

0

5

S
qu

ar
ed

er
ro

r
(d

B
)

Target displacement (m)

FIG. 8. Squared error �dB� at 8 kHz, the distance between receiving posi-
tions d=0.05 m: The number of the receiving position N=1 �solid line�,
N=2 �dashed line�, N=3 �dash-dotted line�.

2052 J. Acoust. Soc. Am., Vol. 123, No. 4, April 2008 Kim et al.: Robustness of optimal multipoint room equalization



7L. Kim, M. Hasegawa-Johnson, J. Lim, and K. Sung, “Room equalization
based on acoustic and human perceptual features,” in Proceedings of the
122nd Audio Engineering Society Convention, Vienna, May 5–8, 2007.

8R. K. Cook, R. V. Waterhouse, R. D. Berendt, S. Edelman, and J. M. C.
Thompson, “Measurement of correlation coefficients in reverberant sound
fields,” J. Acoust. Soc. Am. 27, 1072–1077 �1955�.

9M. R. Schroeder, “Frequency-correlation functions of frequency responses
in rooms,” J. Acoust. Soc. Am. 34, 1819–1823 �1962�.

10H. Kuttruff, Room Acoustics, 4th ed. �Spon, New York, 2000�.

11P. M. Morse and K. U. Ingard, Theoretical Acoustics �McGraw-Hill, Lon-
don, 1968�.

12J. B. Allen and D. A. Berkley, “Image method for efficiently simulating
small-room acoustics,” J. Acoust. Soc. Am. 65, 943–950 �1979�.

13D. R. Campbell, K. J. Palomaki, and G. J. Brown, “Roomsim, a matlab
simulation of shoebox room acoustics for use in teaching and research,” in
http://media.paisley.ac.uk/campbell/Roomsim/�last visited on 3 January
2008�.

14J. N. Mourjopoulos, “Digital equalization of room acoustics,” J. Audio
Eng. Soc. 42, 884–900 �1994�.

J. Acoust. Soc. Am., Vol. 123, No. 4, April 2008 Kim et al.: Robustness of optimal multipoint room equalization 2053



Expressions of dissipated powers and stored energies in
poroelastic media modeled by ˆu,U‰ and ˆu,P‰ formulations

Olivier Dazela�

Laboratoire d’Acoustique de l’Université du Maine — UMR CNRS 6613, Avenue Olivier Messiaen,
F-72 085 Le Mans Cedex, France

Franck Sgard and François-Xavier Becot
Département Génie Civil et Bâtiment-URA CNRS 1652, Ecole Nationale des Travaux Publics de l’Etat,
F-69518 Vaulx-en-Velin Cedex, France

Noureddine Atalla
Groupe Acoustique de l’Université de Sherbrooke, 2500 Boulevard de l’Université, Sherbroke,
Quebec J1K2R1, Canada

�Received 3 October 2006; revised 10 January 2008; accepted 18 January 2008�

This paper is devoted to the rigorous obtention of the energy balance in porous materials. The wave
propagation in the porous media is described by Biot-Allard’s �u ,U� and �u , P� formulations. The
paper derives the expressions for stored kinetic and strain energies together with dissipated energies.
It is shown that, in the case of mixed formulations, these expressions do not correspond to the real
and imaginary parts of the variational formulations. A quantitative convergence analysis of finite
element scheme is then undertaken with the help of these indicators. It is shown that the order of
convergence of these indicators for linear finite-element is one and that they are then well fitted to
check the validity of finite-element models.
© 2008 Acoustical Society of America. �DOI: 10.1121/1.2874520�
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I. INTRODUCTION

Porous materials are commonly used in noise control
issues as passive devices for reducing both structure and air-
borne sound. Today, most of the vibroacoustic prediction
tools are able to account for the coupling of structures with a
porous medium. These tools are mainly based on
Biot–Allard’s1,2 model. In noise control analysis, it is often
desirable to understand how energy is stored and how power
flows from one system component to the other. Two sets of
poroelastic formulations can be distinguished: The first one
deals with displacement formulations1,2 and the second one
is concerned with mixed formulations.3–5 The finite-element
modeling of porous material by the way of �u ,U�6,7 tech-
niques or �u , P�4,5 techniques. �u , P� finite-element methods
have shown their efficiency compared to displacement
formulation4,5 and a key point to improve them is to study
their convergence and their physical interpretation. Due to
the biphasic nature of porous materials and also to the fact
that in mixed pressure-displacement formulations the fields
are of different nature, the derivation of the expressions of
energies and powers in these media is not obvious; in par-
ticular they cannot be obtained through separating the real
and imaginary parts of the variational formulations. In the
past, only equations related to the dissipated powers have
been presented in the case of Biot–Allard’s �u , P�
formulations.8–10 The first objective of this paper is to rigor-
ously derive the expressions of both stored and dissipated

energies in poroelastic materials based on the theorem of
kinetic energy in the framework of �u ,U� and �u , P� formu-
lations of Biot–Allard’s poroelasticity equations. The second
objective of this paper is to propose a quantitative conver-
gence analysis of finite element scheme with the help of
these indicators. This analysis shows that these indicators are
of order one and can advantageously be used to check the
validity of finite-element schemes.

In the following, the considered porous medium are
usual sound absorbing materials like fibrous aggregates and
foams. As acoustical applications are considered, the porous
skeleton is assumed to be fully saturated by air. According to
Biot’s theory, the porous medium is considered as a super-
position of a solid phase and fluid phase described by ho-
mogenized fields. K �respectively, W� denotes the total ki-
netic �respectively, strain� energy of the porous media. The
separation of these two quantities into a solid part and a fluid
part must be handled with particular care since one deals
with homogenized quantities. In the porous material, three
dissipation mechanisms associated with viscous and thermal
effects together with structural damping occur. Unlike stored
energies, the derivation of the dissipated powers into a solid
and fluid part is more tractable since the physical phenom-
enon is intrinsically linked to a particular phase �solid phase
for structural damping and fluid phase for viscous and ther-
mal effects�.

In this paper, a temporal dependency ej�t is chosen. For
a given quantity X, an index 0 will represent its complex
amplitude so that X=X0ej�t. R� � and I� � denote the real
part and imaginary part functions of complex numbers, the
star exponent is associated with the complex conjugation.a�Electronic mail: olivier.dazel@univ-lemans.fr
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Moreover, for all inertial and constitutive coefficients appear-
ing in the model, a � ˜� above a coefficient indicates that it is
complex-valued and frequency-dependent. Yr and Yi refer to

the real part and imaginary part of Ỹ, respectively.
The classical techniques, dealing with the real and

imaginary parts of variational formulations, must be handled
with care in the case of poroelastic problems. Hence, the
methodology of our derivation is to express in the time do-
main the kinetic energy theorem and the thermodynamics
first principle. Both of these theorems are expressed in the
case of the �u ,U� formulation as this one is fitted for a clear
explanation and separation of the different physical mecha-
nisms. This first step is, by itself, not original and has been
applied in previous works for geomaterials.1,11 Nevertheless,
it has never been applied to acoustical materials involving
frequency-dependent parameters and the link with the po-
roelastic �u ,U� variational formulations has never been es-
tablished. This first step is also interesting as the different
notations and mechanisms can be defined. Once the temporal
expressions of stored energies and dissipated powers are
written, their mean value over a vibrating cycle can easily be
obtained. The expressions of these indicators in the case of
the �u , P� formulation are directly derived from the one of
the displacement formulation through a variable change.
Hence, no energetic demonstration is done in the case of the
mixed formulation, but the expressions are derived from the
displacement ones.

This paper is organized as follows. First, the equations
of motion and stress–strain relationships for a saturated po-
roelastic material are recalled �Sec. II�. Then the expressions
of stored and dissipated energies are derived in the case of
�u ,U� formulation �Sec. III�. These expressions are then pro-
vided in the case of the �u , P� formulation �Sec. IV�. A
simple example is then presented in order to illustrate and a
quantitative and original convergence investigation of a
finite-element scheme, based on the proposed indicators, is
finally described in Sec. V.

II. OVERVIEW OF BIOT’S EQUATIONS

For sake of clarity, Biot–Allard’s poroelasticity equa-
tions are first recalled in order to identify the different terms
appearing in the expressions of the energies given in the
following.

A. Equations of motion

The equations of motion of �u ,U� formulation are1

− �2�1u = � · �s�u,U� + �2�12�U − u� + j�b̃�u − U� ,

�1a�

− �2�2U = � · � f�u,U� + �2�12�u − U� − j�b̃�u − U� .

�1b�

�s�u ,U� �respectively, � f�u ,U�� denotes the partial stress
tensor of the solid �respectively, fluid� phase. �1, �2, and �12

represent homogenized densities. They are given by

�1 = �1 − ���s, �2 = �� f, �12 = − �� f��� − 1� . �2�

� is the porosity, �s is the skeleton material density, � f is the
interstitial fluid density, and �� refers to geometric tortuosity.
�12 accounts for the interaction between the inertia forces of

the solid and fluid phase. �j��b̃�u−U� represents the contri-
bution of viscous forces. It is worth noting that the real part

br and imaginary part bi of b̃ are respectively associated with
the dissipative part of viscous forces and with the modifica-
tion of tortuosity due to the added mass effect associated
with the viscous behavior of the fluid in the pores. In order to
simplify Eqs. �1a� and �1b� an apparent inertial mass can be
introduced,

hence the last two terms on the right-hand side of Eq. �1� can
be grouped; this new coefficient provides a more compact
writing but hides the two different phenomena �geometry and
viscosity� in the real part �denoted by �12� �.

B. Constitutive relations

In order to identify all the macroscopical coefficients,
stress–strain relations must be considered. They read:1,12

�s�u,U� = Ã � · uI + 2N̂�s�u� + Q̃ � · UI , �3a�

� f�u,U� = R̃ � · UI + Q̃ � · uI . �3b�

�s�u� is the strain tensor of the fluid phase and I is the iden-

tity tensor of rank 3. All the constitutive coefficients but N̂
are also complex and frequency dependent and their expres-
sion can be found in Biot and Willis’s work.12 Their complex
and frequency-dependent nature is due to thermal effects; the
real part corresponds to conservative effects �stress� and the
imaginary part to thermal dissipative effects. It is important

to note that Ã is frequency dependent but can be split into
two terms as

Ã = Â +
Q̃2

R̃
, �4�

where Â is linked to the property of the solid in vacuo and

Q̃2 / R̃ can be related to a restoring elastic force induced by
the fluid phase on the solid phase. One can then introduce the
in vacuo solid stress tensor:

�̂�u� = Â � · uI + 2N̂��u� . �5�

Unlike the partial stress tensor of the solid part, �̂�u� is
independent of the motion of the fluid phase; in addition its
constitutive coefficients do not depend on frequency since
the contribution of the fluid phase has been withdrawn. This
tensor plays an important role in the mixed formulation. An-

other interesting property is that in all cases, the ratio Q̃ / R̃ is
real so that a useful nondimensional real parameter can be
defined
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� =
Q̃

R̃
=

Qr

Rr
=

Qi

Ri
� R . �6�

In order to take into account dissipation in the porous
skeleton a hysteretic model is often used and it is then as-
sumed that

Â = Ar + jAi = A�1 + j�s�, N̂ = Nr + jNi = N�1 + j�s� ,

�7�

where �s is the skeleton structural damping coefficient. Note
that other damping models can be substituted. In order to
make a distinction between conservative and dissipative ef-
fects let �̂r

s�u� �respectively, �̂i
s�u�� be the in vacuo tensor

associated to the real �respectively, imaginary� part of coef-
ficients.

III. EXPRESSIONS OF ENERGIES AND POWERS
IN THE CASE OF ˆU,U‰ FORMALISM

A. Theorem of kinetic energy

The theorem of kinetic energy should be first expressed
for Biot’s equations. The methodology is inspired from the
one presented in Ref. 11 and is based on the mechanics and
thermodynamics of open continuous media. This paper ex-
tends Coussy’s purpose to the case of acoustic materials and
gives explicit expressions of all the terms of both �u ,U� and
�u , P� formulations which are not given in detail in the pre-
vious references.

The theorem of kinetic energy is a particular case of the
theorem of virtual powers. This theorem stipulates that for
any material subdomain and for any velocity field whether
actual or virtual, the sum of the powers of external, inertia,
and internal forces is zero; the kinetic energy corresponds to
the case of the actual velocity field. In order to obtain the
expression of theorem of virtual powers, the temporal point
of view must be considered; hence, by introducing v �respec-
tively, V�, the complex velocity field of the solid �respec-
tively, fluid� phase, Eq. �1� is rewritten in the time domain as

�1

dR�v�
dt

+ �12�
d

dt
R�V − v�

= R�� · �s�u,U�� − brR�v − V� , �8a�

and

�2

dR�V�
dt

+ �12�
d

dt
R�v − V�

= R�� · � f�u,U�� − brR�V − v� . �8b�

In order to obtain the kinetic energy theorem, Eq. �8a� �re-
spectively, �8b�� is multiplied by R�v� �respectively, R�V��,
both equations are integrated on the porous domain � and
the sum of the two obtained equations is performed. The
resulting term corresponding to the left-hand side of Eqs.
�8a� and �8b� can be interpreted as the total derivative of the
total kinetic energy K defined by

K =
1

2
�

�

�1R2�v� + �2R2�V� − �12� R2�V − v�d� . �9�

In order to distinguish the powers of external and internal
forces, Green’s second formula is used and the term corre-
sponding to the right-hand side of Eqs. �8a� and �8b� then
reads:

Pext = �
��

R��s�u,U�� · R�v� · nd	

+ �
��

R�� f�u,U�� · R�V� · nd	 , �10�

Pint = �
�

R��s�u,U��:R�ds� + R�� f�u,U��:R�d f�

− brR�v − V�2d� , �11�

where ds and d f are the time derivatives of strain tensors
associated with the solid phase and fluid phase, respectively.
The kinetic energy theorem is then in its classical form:

Pext = Pint +
DK

Dt
. �12�

B. Expression of the first law

For dissipative media, the only use of the kinetic energy
theorem is not sufficient to detail and separate the different
aspects of energy stored and exchanged by the porous media.
It is necessary to use the first law of thermodynamics, which
expresses the conservation of energy in all its forms. This
principle states that at any time, the material derivative of the
total energy E is equal to the sum of the work rate Pext of the
external forces acting upon the porous material and of the
rate Q0 of external heat supply. The total energy is in fact the
sum of the kinetic energy K defined in the following and of
the internal energy E associated with both the deformation of
the media and the random, disordered motion of molecules at
atomic scale:

DE
Dt

= Pext + Q0. �13�

In the classical models used in acoustics of porous me-
dia, it is always assumed that this internal energy is only due
to deformation effects without modification of the tempera-
ture of the matter. This is due to the high ratio of thermal
conductivity to thermal capacity in both media which causes
all the heat produced by dissipation mechanisms to go out-
side of the porous medium without warming it up.

By combining Eqs. �12� and �13�, one obtains

DE

Dt
= Q0 + Pint. �14�

Hence, the integration over a cycle of equations �12� and
�13� leads to
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�
T

Pextdt = �
T

Pintdt = − �
T

Q0dt . �15�

The interpretation is as follows: If over a cycle, mechanical
energy is algebraically provided to the system, an equal
amount of heat is released by the porous medium; in other
words, no energy is stored in the porous media. The trans-
formation of nature of energy is due to the dissipation phe-
nomena inside the porous medium which is more easily un-
derstandable by detailing Pint. The latter is the sum of four
terms:

Pint = dWdef − Pvis − Pstr − Pth �16�

dWdef corresponds to the conservative elastic effects defined
by

dWdef = �
�

�̂r
s�R�u��:R�ds�

+ Rr � · R��u + U� � · R��v + V�d� . �17�

dWdef is the material derivative of the strain energy Wdef

defined by

Wdef =
1

2
�

�

�̂r
s�R�u��:R��s� + Rr�� · R��u + U��2d� .

�18�

Pvis, Pstr, Pth are the powers dissipated by viscous ef-
fects, structural damping, and thermal effects. They read:

Pvis = �
�

brR2�v − V�d� , �19a�

Pstr = �
�

�̂i
s�I�u��:R�ds�d� , �19b�

Pth = �
�

Ri � · I��u + U� � · R��v + V�d� . �19c�

C. Separation of energies stored in the solid and fluid
part

The distinction between the solid and fluid is now un-
dertaken to separate the contribution of each phase to K and
Wdef.

The definition �9� of the kinetic energy K comprises
three terms. The first one can be interpreted as the kinetic
energy of the solid phase Ks:

Ks =
1

2
�

�

�1R2�v�d� . �20�

The last two terms represent the kinetic energy of the fluid
phase Kf:

Kf =
1

2
�

�

�2R2�V� − �12� R2�V − v�d� . �21�

Let us now consider the strain energy. In Eq. �18�, two
terms appear. The first term �referred to in the following as

Ŵdef
s � can easily be defined as the strain energy of the in

vacuo solid phase. To interpret the second part, the stress–
strain relation of the fluid phase must be considered. Since

− �
P

R̃
= � � · u + � · U , �22�

the second term can be expressed and defined as

Ŵdef
f =

1

2
�2Rr�

�

R2	P

R̃

d� , �23�

which can be interpreted as the strain energy of a closed fluid
media. Nevertheless neither the solid is in vacuo, nor the
media is closed. The best way to separate the solid and fluid
phase is to go back to the partial stress tensor. Hence:

Wdef
s =

1

2
�

�

R��s�u,U��:R��s�u��d�

=
1

2
�

�

�̂r
s�R�u��:R��s�

+ Qr�� · R��u + U�� � · R�u�d�

is defined as the strain energy of the solid phase. The strain
energy of the fluid phase reads:

Wdef
f =

1

2
�

�

R�� f�u,U��:R��s�u��d�

=
1

2
�

�

Rr�� · R��u + U�� � · R�U�d� .

Concerning the dissipated powers, there is no need to sepa-
rate them into solid and fluid phases.

D. Time-averaged expressions

All the expressions given in the following are instanta-
neous values. As harmonic excitations are considered, it is
more common to present time-averaged values. Table I sum-
marizes the time-averaged expressions of kinetic and strain
energies together with energies dissipated over a cycle
through the considered mechanism. This energy is defined by
W with the index corresponding to the considered mecha-
nism. �.� is the time-average operator. For this formulation it
is straightforward to check that these time-averaged expres-
sions of the stored energies and dissipated powers are the
ones that can be obtained with the help of the real and imagi-
nary part of the variational formulations.

IV. EXPRESSIONS OF ENERGIES AND POWERS
IN THE CASE OF ˆu,P‰ FORMULATION

In order to transpose the previous results obtained in the
case of �u ,U� formulation to the �u ; P� formulation,4 a
change of variable is performed. It is based on a combination
of both the constitutive relation and the equation of motion
of the fluid phase. Hence:
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U =
�

�̃22�
2 � P −

�̃12

�̃22

u ⇔ U0 =
�

�̃22�
2 � P0 −

�̃12

�̃22

u0.

�24�

Recall that the apparent Biot densities are defined by

�̃11 = �1 − �̃12; �̃22 = �2 − �̃12. �25�

In order to obtain the expressions of the strain energies
and thermal and structural dissipated powers, it is necessary
to calculate � ·U0. It is directly given by the constitutive
relation of the fluid phase:

� · U = −
�

R̃
P − � � · u ⇔ � · U0 = −

�

R̃
P0 − � � · u0.

�26�

A. Kinetic energies and viscous dissipated
power

It is possible to obtain directly both kinetic energies and
viscous dissipated energies by considering the following
complex quantity X= �4 /�2��Ks�+ �4 /�2��Kf�− j�1 /

�2�Wvis. Hence, X can be written as a function of the dis-
placement amplitude:

X = �
�

��̃11u02 + �̃12u0
*U0 + �̃12U0

*u0 + �̃22U02�d� .

�27�

By using Eq. �24�, one obtains

X = �
�

�̃u02 +
�2

�̃22
* �4

�P02 +
2j�

�2 I	 �̃12

�̃22

u0

* � P0d� .

�28�

�̃ has been introduced by Atalla et al.4 and is defined by

�̃ = �̃11 −
�̃12

2

�̃22

. �29�

In order to use the modified �u , P� formulation5 it is neces-
sary to recall the definition of the dynamic tortuosity2 �̃ and
its consequence:

�̃ =
�̃22

�2
. ⇒ I	�12

˜

�22
˜


 = I	 1

�̃

 . �30�

Hence,

X = �2�
�

�̃u02 +
�2

�22
˜*�4

�P02 +
2j

�2I	�

�̃

u0

* � P0d�

�31�

�

�̃
= �̃ + h	1 +

Q̃

R̃

 ⇒ I	�

�̃

 = I��̃� . �32�

By identifying real and imaginary parts of X, it is pos-
sible to separate kinetic energies and viscous dissipated pow-
ers:

�K� =
�2

4
�

�

R��̃�u02 + R	 �2

�22
˜*�4
�P02

−
2

�2I	�

�̃

I�u0

* � P0�d� . �33�

The last expression can be separated into solid and fluid
parts,

�Ks� =
�2

4
�

�

�1u02d� , �34�

�Kf� =
�2

4
�

�

R��̃ − �1�u02 + R	 �2

�22
˜*�4
�P02

−
2

�2I	�

�̃

I�u0

* � P0�d� . �35�

It is possible to define �̃ f = �̃−�1 in order to condense the
former expression.

The imaginary part of X allows for the obtention of the
viscous dissipated energy:

Wvis = − 
�2�
�

I��̃�u02 − I	 �2

�22
˜�4
�P02

+
2

�2I	�

�̃

R�u0

* � P0�d� . �36�

This last expression agree with the ones given by Sgard et
al.8

B. Strain energy and thermal dissipation

Let us now consider the expressions of strain energies
together with thermal and structural dissipated powers. First,

TABLE I. Summary of the energy expressions in the case of �u ,U� formu-
lation.

�Ks� �2

4
���1u02d�

�Kf� �2

4
���2U02−�12� u0−U02d�

�Wdef� 1

4
���̂r

s�u0� :�s�u
0
*�+Rr�� ·u0+� ·U02d�

�Ŵdef
s � 1

4
���̂r

s�u0� :��u
0
*�d�

�Ŵdef
f � Rr

4
���� ·u0+� ·U02d�

�Wdef
s � 1

4
���̂r

s�u0� :��u
0
*�+Qr�� ·u02+QrR�� ·U0� ·u

0
*�d�

�Wdef
f � Rr

4
���R�� ·u0� ·U

0
*�+ � ·U02d�

Wvis br
���u0−U02dS

Wstruct 
���̂i
s�u0� :��u

0
*�d�

Wth Ri
���� ·u0+� ·U02d�
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�Ŵdef
s � and Wstruct remain unchanged as they depend only on

the solid displacement. A second set of expressions can eas-
ily be expressed by using Eq. �26�,

�Wdef� =
1

4
�

�

�̂r
s�u0�:�s�u0

*� +
�2Rr

R̃2
P02d� , �37a�

�Ŵdef
f � =

�2Rr

4R̃2
�

�

P02d� , �37b�

Wth =
�2
Ri

R̃2
�

�

P02d� . �37c�

In order to obtain Eqs. �37b� and �37c�, two intermediate
results are given:

�
�

� · U02d� = �
�
	− �

R̃*
P0

* − � � · u0
*


�	− �

R̃
P0 − � � · u0
d�

= �
�

�2

R̃2
P02 + 2��R	� · u0

*P0

R̃



+ �2� · u02d� ,

�
�

R�� · u0 � · U0
*�d� = − �

�

R	 �

R̃*
� · u0P0

*

+ �� · u02d� .

Therefore,

�Wdef
s � =

1

4
�

�

�̂r
s�u0�:��u0

*� − QrR	�2

R̃*
� · u0P0

*
d� ,

�38�

�Wdef
f � =

Rr

4
�

�

��R	� · u0 . P0
*

R̃*

 +

�2

R̃2
P02d� . �39�

All the results for the modified �u , P� formulation are
summarized in Table II.

C. Discussion

It is necessary to underline that the �u , P� expressions of
the stored energies proposed in Sec. IV B are not the ones
which can be obtained by taking the real part of the classi-
cally called mixed poroelastic variational formulations.4 This
identification, well known as a classical vibration problem
�as well as the �u ,U� formulation�, is not valid in this case.
The reason for this difference lies in the derivation of the
mixed formulation,4 which is not obtained from the differen-
tiation of a Lagrangian density dealing with the whole po-
rous material �solid and fluid phase�. The methodology is in
fact in two steps; the first one is the obtention of motion
equations in terms of �u , P� fields for each phase. The second
step of the method of Attala et al. is to multiply by an ad-

missible field each one of these two motion equations.
Hence, two bilinear formulations are then obtained. The glo-
bal mixed formulation is obtained by adding equations of the
solid and fluid phase. It is interesting to note that every com-
bination of these two equations could have been used. Sev-
eral differences occur while comparing this sum to the ex-
pressions given in Sec. IV B.4,5,8

Despite the remarks of this section, it is fundamental to
indicate that the numerical results obtained through the
finite-element discretization of the mixed formulations based
on Ref. 4 are correct even if the energetic interpretation of
these formulations must be handled with care. This is con-
firmed in Sec. V.

V. APPLICATION TO A MULTILAYERED PROBLEM

A. Presentation of the problem

The following is devoted to the adaptation of the ana-
lytical energetic indicators proposed in the preceding sec-
tions to a discretized problem. The convergence of finite el-
ement schemes is often made through global indicators, it is
then interesting to use the proposed ones. They are comple-
mentary to the mathematical L2 ones �mean square pressure
or velocity, for example� which do not have physical signifi-
cance. It is then necessary to investigate in which way they
are able to check the validity of a finite-element discretiza-
tion.

The configuration of interest is a monodimensional two
layer problem depicted in Fig. 1. The second layer is bonded
on a rigid wall and the first one is excited by a normalized
pressure plane wave. The properties of the two porous media
are given in Table III and the Appendix presents the expres-

TABLE II. Summary of the energy expressions in the case of modified
�u , P� formulation.

�Ks� �2

4
���1u02d�

�Kf� �2

4
��R��̃ f�u02+R� �2

�22
˜ *�4 ��P02

−
2

�2I��

�̃ �I�u
0
*� P0�d�

�Wdef� 1

4
���̂r

s�u0� :�s�u
0
*�+

�2Rr

R̃2
P02d�

�Ŵdef
s � 1

4
���̂r

s�u0� :��u
0
*�d�

�Ŵdef
f � �Rr

4R̃2
��P02d�

�Wdef
s � 1

4
���̂r

s�u0� :��u
0
*�−QrR� �

R̃*
� ·u0P

0
*�d�

�Wdef
f � Rr

4
����R�� ·u0 · P

0
*

R̃* �+
�2

R̃2
P02d�

Wvis −
�2��I��̃�u02−I� �2

�22
˜ �4 ��P02

+
2

�2I��

�̃ �R�u
0
*� P0�d�

Wstruct 
���̂i
s�u0� :��u

0
*�d�

Wth �2
Ri

R̃2
��P02d�
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sions of the coefficients of the Biot–Allard2 model. This
problem is numerically interesting as the acoustical behavior
of these two porous materials is more complex than the case
for a single porous structure. The second advantage is that an
exact analytical solution can be obtained. Hence, the accu-
racy of the discretization scheme can be estimated by a com-
parison to the exact analytical solution of the problem con-
sidered as reference. It is not the case of the convergence
analysis of poroelastic finite element models of the literature
for which the reference solution is a numerical overmeshed
discretized result.

B. Physical considerations

This simple problem can be solved analytically and the
methodology is as follows. The shear waves are not excited
by the normal incident plane wave and only the two com-
pressional waves are involved. The solid and fluid displace-
ments and the pressure can be written as a function of the
amplitude of these waves �similar to Allard’s2 methodology�.
Nine unknowns are then involved �eight amplitude un-
knowns and the reflection coefficient R at the air–porous
interface�. The problem can be solved by way of the nine
following relations. At the rigid backing interface, one has
two relations: cancellation of the solid and total
displacement13 �defined by ut= �1−��u+�U�. At the two po-
rous substructure interface, four continuity relations are in-
volved �solid and total displacement, in vacuo stress tensor13

and pressure�. At the air–porous interface there are three re-
lations: the air displacement is equal to the porous structure
total displacement, the in vacuo stress is null, and the pres-
sure is continuous. It is then possible to solve analytically
this nine linear equation system with Cramer’s determinant,
to find the amplitudes of the eight waves and then to deduce
the analytical expressions of the solid displacement and the

pressure. The energetic indicator of Tables I and II can be
deduced through a formal spatial integration.

It is interesting to first analyze the physics of the prob-
lem in order to point out the interest of energetic indicators.
All the results presented in this section correspond to the
analytical ones. Figures 2 and 3, respectively, present the
partial absorption of the left and the right layer in the
�1;500� Hz frequency band. �1� means nondimensional pa-
rameter. The classical absorption coefficient is defined as the
ratio of the absorbed power over the incident one. Each one
of these six partial absorption coefficients involves the re-
striction of this ratio to a particular mechanism for a consid-
ered layer. For example, the dash-dotted curve of Fig. 2 rep-
resents the dissipation by viscous effects in the first layer:

�vis
l =

Wvis
l

Wvis
l + Wstruct

l + Wth
l + Wvis

r + Wstruct
r + Wth

r �1 − R2� .

�40�

The l and r exponents are related to the left and right layer,
respectively. These figures clearly show that viscous effects

FIG. 1. Configuration of the problem.

TABLE III. Material properties.

Material 1 Material 2

� �1� 0.952 0.937
 �N s m−4� 21300 50485
�� �1� 1.9 2.57
� ��m� 100 57.41
�� ��m� 300 61.62
�1 �kg m−3� 38.4 95.66
E �kPa� 30 66
�s �1� 0.04 0.105
d �cm� 5 5
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FIG. 2. Partial absorption coefficient of the first layer. Solid line: Structural
dissipation; dashed line: Thermal effects; and dash-dot line: Viscous effects.
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FIG. 3. Partial absorption coefficient of the second layer. Solid line: Struc-
tural dissipation; dashed line: Thermal effects; and dash-dot line: Viscous
effects.
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correspond to the major dissipation mechanism. It is a gen-
eral comment which is well known for sound-absorbing ma-
terials. In particular, it is interesting to notice that, at the
resonance frequency of the solid wave �around 90 Hz�, the
viscous effects vanish thereby reducing the global absorption
of the system. In addition, the resonance of the fluid wave
�around 200 Hz� corresponds to a maximum of absorption of
the material induced by a strong contribution of viscous ef-
fects. In addition, the relative influence of thermal and struc-
tural effects mainly depends on the properties of the materi-
als: In the left layer, structural effects are predominant and in
the right layer, thermal effects are predominant. This differ-
ence is of course explained by the comparison of structural
coefficients �s and acoustical parameters of both materials.

Figure 4 presents the ratio of the mean total energy in
the solid phase over the one of the fluid phase. It is of inter-
est to obtain the resonance of the solid-borne waves corre-
sponding to a maximum of this function. The maximum in
the first and second layers do not perfectly coincide as the
properties of the Biot waves are different, but they are close
due to the boundary conditions between the structures induc-
ing a strong coupling of the solid phases of both materials. It
can also be noticed that for higher frequencies, the energy is
mainly in the fluid phase as suggested by Zwikker and
Kosten14 and Biot.1,2

Figure 5 presents both the ratio of total mean energy and
dissipated power of the first layer over the second one. En-
ergy is of course mainly in the first layer than in the second
one. It can be easily explained by pointing out that the acous-
tical wave enters by the left layer and that the second struc-
ture is bonded then vanishing the solid and fluid displace-
ments at the end of the material. A noticeable difference
between the conservative curve and the dissipative one can
be observed. There is no physical reason for an agreement of
these indicators and it can be checked that the one corre-
sponding to dissipated powers is most influenced by the reso-
nance of the solid and fluid waves.

C. Convergence analysis

Several convergence studies of poroelastic finite-
element schemes were published in the past.15–17 The meth-
ods proposed in these works could be considered as qualita-
tive in the sense that the convergence was shown and
analyzed but not compared to a model. In this paper, an
alternative method is proposed on a simple multilayer case.
The main objective of this section is to study the conver-
gence of the finite element method with the energetic indica-
tors and to obtain quantitative estimation of the validity of
the discretization by a comparison to a theoretical conver-
gence model. A finite-element scheme is of order d if

�X − Xh�I � C�I,��hd, �41�

where X and Xh are the exact and discretized solution, � · �I is
the norm associated with indicator I. h is the spatial discreti-
zation step. C�I ,�� is a quantitative parameter of the conver-
gence and d corresponds to the order of the interpolation set.
Relation �41� is more tractable in logarithm representation:

log��X − Xh�I� � log�C�I,��� + d log�h� . �42�

Hence the logarithm of the relative error is an affine function
of the logarithm of the discretization step whose slope �re-
spectively, y intercept� is d �respectively, log�C�I ,����. The
problem is discretized with both �u ,U� and �u , P� linear el-
ements with a regular spatial mesh. The numerical simula-
tions have been done in a frequency range from
100 to 3500 Hz with a 25 Hz step. For each frequency the
substructures are meshed with the same number of nodes.
This number of nodes goes from 5 to 300. Hence, more than
80 000 numerical simulations �137�296�2� were per-
formed. Three-hundred nodes for each layer are of course not
necessary to obtain an adequate solution in terms of indus-
trial classical approximation. It is nevertheless interesting
from a numerical point of view as it confirms for very refined
meshes the results obtained for standard ones.18

Figure 6 �respectively, Fig. 7� presents the convergence
of the mean total energy �respectively, mean total dissipated
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FIG. 4. Ratio of the mean total energy in the solid phase over the fluid one.
Solid line: first layer and dashed line: Second layer.
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FIG. 5. Ratio of the left layer over the right one. Solid line: Total dissipated
power and dashed line: Mean total energy.
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energy� of the whole structure at 1 kHz in a log–log repre-
sentation. The error is plotted as a function of the discretiza-
tion step. In the considered case, both material layers have
the same discretization step to simplify the graphical repre-
sentation, nevertheless additional numerical investigation not
shown here for sake of conciseness allows one to generalize
these results even when the discretization steps of the two
layers are different.

It can be noticed that both relative errors tend to zero
with the discretization step. This means that both �u ,U� and
�u , P� discretization converge toward the exact analytical
value. Hence, even if there is an energetic ambiguity with the
mixed formulation, the authors want to underline once more
that there is no doubt about the results of the finite-element
discretization. In addition, it is also interesting to add a com-
ment on the order of the convergence. The two proposed
results �Figs. 6 and 7� are representative of the whole set of
simulations and one can identify an affine function of slope
around 1. This result means that the order d of the conver-

gence of linear finite element for these two energetic indica-
tors is equal to unity. Figures 6 and 7 enable one to identify
the value of the convergence parameters C�I ,�� as the expo-
nential of the y intercept of the linear interpolation line. This
value is a function of � as the physical parameters of the
model are themselves functions of the pulsation.

A fitting process has been done on the whole set of
simulations. It is as follows: For each frequency, relations
�42� are fitted and d and C�I ,�� are obtained. Figure 8 shows
the evolution of these two parameters C�I ,�� and d versus
the frequency for the kinetic energy of the fluid phase of the
second substructure. The value of C�I ,�� is divided by 60 in
order to plot the two evolutions on the same graph. It can be
noticed that for both formulations the order d is really close
to one for each frequency thereby validating that the ener-
getic convergence of the finite-element scheme for linear po-
roelastic elements is unity. This has been observed for all the
other indicators. In addition, function C�I ,�� is always a
crossing function of �. The spatial step must be shortened
with increasing frequencies. It can also be noticed that the
frequency evolution of C�I ,�� can be fitted through a linear
interpolation in this case. It is unfortunately not possible to
obtain a general interpolation for C�I ,�� law available for all
indicators.

This numerical study proposed a methodology to obtain
the quantitative parameters of the convergence of linear finite
elements for the proposed indicators. This result shows that
the proposed energetic indicators may be used to evaluate the
convergence of finite element schemes and that the order of
convergence is equal to one for all of them. Even if this
result could seem natural, it has never been checked. Further
investigations must be undertaken in order to model the evo-
lution of C�I ,�� and it is a perspective of this paper.

VI. CONCLUSION

This paper was devoted to the rigorous obtention of
stored energies �kinetic and strain� and dissipated ones for
porous materials described by the Biot–Allard model ex-
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FIG. 6. Convergence of the mean total stored energy. Solid line: �u ,U�
formulation and dashed line: �u , P� formulation.
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FIG. 7. Convergence of the mean total dissipated power. Solid line: �u ,U�
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pressed in �u ,U� and �u , P� formulations. It has been shown
that the classical techniques dealing with the real and imagi-
nary parts of the variational formulations are not valid and
must be handled with care. The methodology was based on
the mechanics and thermodynamics of open porous
continua.11 Both kinetic and strain mean energies have been
given and separated into solid and fluid parts. The expres-
sions of energies dissipated over a cycle were also provided
for the three dissipation mechanisms. These expressions
could be very useful to identify the contributions of the dif-
ferent dissipation mechanisms to the sound absorption or the
damping induced by a sound package.

A numerical example has been considered to illustrate
the theoretical results. First, the validity of the analytical
expressions given in the preceding sections has been demon-
strated. Second, the convergence of the finite element
method has been shown to be of order one for the considered
energetic indicators. A methodology to obtain the quantita-
tive parameters of the convergence has also been applied to a
simplified case and must be furthered. It seems then interest-
ing to use these indicators to evaluate the convergence of
finite element methods.

APPENDIX: TOPICS ON BIOT–ALLARD MODEL

This Appendix provides the expressions of the inertial
and constitutive parameters of the Biot–Allard model All
these expressions can be found in Allard.2 This model allows
one to find the expressions of the coefficient used in the
manuscript as a function of the material properties of Table
III. These expressions are given for a circular frequency �.

The viscous effects are modeled through b̃ coefficient
whose expression is

b̃ = j���0��̃ − ��� , �A1�

where �� is the geometric tortuosity, � is the porosity, and �0

is the density of the air. �̃ is the dynamic tortuosity defined
by

�̃ = 1 −
j�

���0�
�1 −

4j��
2 �a�0�

����2 , �A2�

 is the flow resistivity, �a is the dynamic viscosity of air,
and � is the viscous characteristic length. The thermal prop-

erties are given by the dynamic compressibility K̃eq:

K̃eq =
�P0

� − �� − 1��1 +
8�a

j��Pr��0
�1 +

j�0�Pr��2

16�a
� ,

�A3�

where �� is the thermal characteristic length, Pr is the
Prandtl number, P0 is the ambient pressure, and � is the ratio
of specific heats of air. For sound-absorbing materials, one
has

Q̃ = ��1 − ��K̃eq, R̃ = �2K̃eq. �A4�

The structural mechanical parameters N and Â are given
by

N =
E�1 + j�s�
2�1 + ��

, Â =
2N�

1 − 2�
. �A5�
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Detailed acoustical measurements were made in 41 working elementary school classrooms near
Ottawa, Canada to obtain more representative and more accurate indications of the acoustical
quality of conditions for speech communication during actual teaching activities. This paper
describes the room acoustics characteristics and noise environment of 27 traditional rectangular
classrooms from the 41 measured rooms. The purpose of the work was to better understand how to
improve speech communication between teachers and students. The study found, that on average,
the students experienced: teacher speech levels of 60.4 dB A, noise levels of 49.1 dB A, and a mean
speech-to-noise ratio of 11 dB A during teaching activities. The mean reverberation time in the
occupied classrooms was 0.41 s, which was 10% less than in the unoccupied rooms. The
reverberation time measurements were used to determine the average absorption added by each
student. Detailed analyses of early and late-arriving speech sounds showed these sound levels could
be predicted quite accurately and suggest improved approaches to room acoustics design. © 2008
Acoustical Society of America. �DOI: 10.1121/1.2839283�
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I. INTRODUCTION

There have been many published studies of acoustical
conditions in classrooms and a recent review1 summarized
the trends from many of these. Measurements of classroom
noise levels were found to be highest for classes of the
youngest children varying from means of about 60 dB A for
kindergarten �5 year olds� to approximately 50 dB A for
grade 12 classrooms �17 year olds�. Fewer measurements of
teachers’ voice levels, as heard by the students, were found
and these varied from about 50 to 65 dB A, tending to de-
crease with increasing age of the students. Reported mea-
surements of classroom reverberation times were mostly in
the range between 0.4 and 1.2 s.

In an earlier study, Houtgast2 determined from class-
room measurements that a signal-to-noise ratio of 15 dB was
desirable for good communication in classrooms. This was
confirmed by acoustical measurements and related speech
intelligibility tests in 10 classrooms by Bradley.3 The mean
measured reverberation time in the 10 classrooms was 0.7 s
�at 1 kHz� and ambient noise levels �in occupied classrooms
without student activity� varied from 38 to 45 dB A. He also
reported values of various room acoustics parameters and
related intelligibility scores to combinations of reverberation
time and signal-to-noise ratios as well as to useful-to-
detrimental sound ratios.

More recently Iannace et al.4 published results for
schools exposed to high outdoor noise levels with indoor
background levels of 51–61 dB A and early decay times of

1.2–1.5 s. Another study of Italian schools5 found similar
quite reverberant conditions. More adverse conditions were
also reported by Losso et al.6 in Brazilian classrooms. They
reported ambient noise levels varying from 51 to 70 dB A
and reverberation times ranging from 1.1 to 1.7 s. Results
from Japanese schools indicated shorter reverberation times
of 0.2–1.0 s7,8 and ambient noise levels between 22 and
59 dB A.8 Ueno et al.9 reported 30 s Leq values for various
activities in Japanese schools varying from 45 dB A for
“moral education” to over 80 dB A for musical activities. A
recent United States study10 also reported less extreme re-
sults with ambient noise levels varying between 38 and
55 dB A �unoccupied� and reverberation times from 0.3 to
1.1 s �occupied�.

While the published results represent a very wide range
of conditions, few provide information on the acoustical con-
ditions in occupied classrooms. Almost all reported ambient
noise levels exceed current recommendations such as those
in the ANSI S12.60 classroom acoustics standard.11 There
was an obvious lack of information on what really matters,
that is, the conditions in active classrooms, and there were
strong indications that most classrooms have serious acous-
tical problems �usually in the form of excessive background
noise levels�. There was a clear need for better information
on acoustical conditions in classrooms when they are occu-
pied and in operation. It is only by studying occupied class-
rooms with teaching activities that we can optimally refine
our estimates of the required acoustical criteria for class-
rooms and learn how best to achieve these criteria.a�Electronic mail: sato.hiro@aist.go.jp.
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II. ROOM ACOUSTICS MEASUREMENTS IN
CLASSROOMS

A. Measured classrooms

In this project, 41 classrooms were investigated includ-
ing 16 grade 1 classrooms, 12 grade 3 classrooms, and 13
grade 6 classrooms. The grade 1 students were 6 to 7 year
olds, the grade 3 students 8 to 9 year olds, and the grade 6
students were 11 to 12 year olds. Of the classrooms, 30 were
conventional rectangular shaped classrooms, which were
measured to determine room acoustics properties and noise
levels in unoccupied conditions. Of the 30 classrooms, 27
were also successfully evaluated when occupied to determine
teachers’ voice levels as well as occupied noise levels and
room acoustics properties. Table I presents the mean dimen-
sions of the 30 classrooms and the mean number of children
present during the measurements.

B. Room acoustics measurement procedure

Room acoustics quantities were obtained from impulse
response measurements in occupied and unoccupied class-
rooms. A sine sweep signal �covering the 6 octave bands
from 125 Hz to 4 kHz� was used to obtain the impulse re-
sponses and was radiated into the classroom from a small
loudspeaker with directional properties similar to a human
talker. The loudspeaker was set 1.5 m above the floor at the
front of the room where the teacher would frequently stand.
Sound level meters, with digital wireless transmitters, were

located 1.2 m above the floor at four locations evenly dis-
tributed among the seated students in each classroom. The
outputs of the digital receivers were fed to an eight channel
sound card �Echo Layla 24/96� and processed on a laptop
PC. The validity of the new measurement software was de-
termined by comparison with our previously validated
RAMSOFT-3 room acoustics measurement software.12

C. Results of room acoustics measurements

1. Reverberation time, early decay time, and clarity in
occupied and unoccupied classrooms

It is important to know room acoustics properties for
both occupied and unoccupied classrooms to be able to de-
termine the effects of students including the sound absorp-
tion that they add to the room. Table II shows reverberation
times �T60�, early decay times �EDT�, which were obtained
from the first 10 dB of decay,13 and early-to-late energy ra-
tios �C50� for both occupied and unoccupied classrooms. Re-
verberation times were calculated by backward integration of
the octave band filtered impulse responses and using the −5
to −35 dB range of the decay as recommended in ISO3382.13

More than a 45 dB difference between the initial level and
noise floor was found for all measured impulse responses
and all octave bands. Results are given for the octave bands
from 125 Hz to 4 kHz and also for a double-octave band
representing midfrequency results and including the 500 Hz
and 1 kHz bands. Because the loudspeaker used had direc-

TABLE I. Mean dimensions of the 30 classrooms and the number of children present.

Width �m� Depth �m� Height �m�
Floor

area �m2�
Surface

area �m2�
Volume

�m3�

Number
of

students

Average 9.3 7.7 2.8 71 236 198 20.6
s.d. 0.9 0.7 0.2 7.3 21.6 28.0 4.5
Max 10.6 9.6 3.4 97 314 293 30
Min 7.0 6.6 2.3 50 176 136 13

TABLE II. Reverberation times �T60�, early decay time �EDT�, and early-to-late energy ratios �C50� for both
occupied and unoccupied classrooms.

Octave band center frequency �Hz� 125 250 500 1000 2000 4000

0.5–1000,
2 octave

band

Occupied
Mean reverberation time �s� 0.57 0.49 0.43 0.37 0.36 0.38 0.41
s.d. 0.14 0.08 0.09 0.10 0.09 0.08 0.09
Mean early decay time �s� 0.47 0.46 0.41 0.35 0.32 0.33 0.37
s.d. 0.17 0.13 0.12 0.11 0.11 0.11 0.10
Mean C50 �dB� 5.84 6.94 8.59 10.65 12.01 12.18 9.51
s.d. 3.51 2.71 2.34 2.66 2.81 2.64 2.26

Unoccupied
Mean reverberation time �s� 0.59 0.51 0.46 0.42 0.41 0.42 0.45
s.d. 0.16 0.09 0.10 0.12 0.12 0.12 0.11
Mean early decay timer �s� 0.48 0.48 0.44 0.41 0.38 0.39 0.42
s.d. 0.18 0.14 0.13 0.13 0.13 0.12 0.12
Mean C50 �dB� 5.74 6.47 7.83 9.06 10.35 10.46 8.42
s.d. 3.69 2.52 2.30 2.77 2.96 2.67 2.38
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tional characteristics similar to a human talker, these mea-
sured values should be representative of conditions in the
classrooms when the teacher is talking.

For the unoccupied classrooms, midfrequency rever-
beration times varied from 0.3 to 0.7 s with a mean of 0.45 s.
When the classrooms were occupied, reverberation times
were decreased by approximately 10%. Early decay times
also indicated similar results, but early decay times some-
times exceeded reverberation times due to strong flutter ech-
oes observed in some classrooms. Furthermore, C50 values
increased on average by 1.34 dB A when the rooms were
occupied compared to the unoccupied conditions. This im-
provement consisted of a 0.49 dB A �s.d.=0.54� decrease of
early reflection energy �including the direct sound� and a
1.84 dB A �s.d.=0.79� decrease of late-arriving energy.

2. Sound absorption of students in classrooms

The sound absorption of the students was determined
from the measured occupied and unoccupied reverberation
times. For each condition, the total sound absorption was
calculated using the Sabine equation,

A = 0.16 V/T60, �1�

where A is total sound absorption �m2�, V is the room vol-
ume �m3�, and T60 is the reverberation time �s�.

Figure 1 shows the relationship between sound absorp-
tion at midfrequencies �i.e., in the double-octave band of

500 Hz and 1 kHz� for the occupied and unoccupied class-
rooms. These values were obtained from the measured rever-
beration times, room volumes, and by using Eq. �1�. Each
point is the room average of the four measurement points in
one classroom. The regression line shows that occupied
rooms have on average 5.83 m2 more sound absorption than
the unoccupied rooms. The mean number of children in each
classroom during the room acoustics measurements was 20.6
and hence the absorption per child was 0.28 m2 for the
500 Hz and 1 kHz double-octave band. Table III also pre-
sents the sound absorption of the children in each of the 6
octave bands.

Because the sound source had directional characteristics
similar to a human talker and classrooms may not have com-
pletely diffuse sound fields, these data should realistically
represent the added absorption of children in real classrooms.
As Table III shows, sound absorption per student is lowest in
the lowest two octave bands and highest in the 1 kHz band.
The standard deviations are large because of variations
among the rooms and differences in the distribution of chil-
dren in the rooms relative to the positions of the measure-
ment microphones. These estimates of the added absorption
per student, obtained from the differences of the mean sound
absorption values in each octave band, should give values
representative of the acoustical effect of children in this type
of elementary school classroom.

3. Measured values of strength „G… and their
calibration

The sound strength, G, can be measured using a cali-
brated sound source, as the logarithmic ratio of the sound
energy �integrated sound pressure squared� of the measured
impulse response to that of the response to the same source
measured at a distance of 10 m in a free field.13 Strength is
an important parameter that indicates how much the reflected
sounds in the room enhance the direct sound from a source
and increase the speech levels heard by listeners in class-
rooms. Here results for the midfrequency range, obtained
from the double-octave band including the 500 Hz and
1 kHz octaves, are assumed to be important for speech. In
addition to G values obtained from the complete impulse
responses, G50 values for the initial 50 ms of the impulse
responses and Glate values for the remaining part of the im-
pulse responses were also determined �as described in Ref.
14�. Finally, the G value for the direct sound component,
Gdirect, was also determined to help in the calibration of the
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FIG. 1. The relationship between the sound absorption of the occupied
classrooms and that of the unoccupied rooms in the 500 Hz and 1000 Hz
double-octave band.

TABLE III. Mean measured sound absorption �m2� for occupied and unoccupied classrooms and the mean
absorption per student from these measured values in the 30 classrooms.

Octave band center frequency �Hz� 125 250 500 1000 2000 4000

500–1000,
2 octave

band

Occupied
Mean sound absorption �m2� 57.5 65.8 75.4 89.6 90.8 86.1 79.5

Unoccupied
Mean sound absorption �m2� 55.8 63.8 70.6 80.0 82.4 79.7 73.7

Difference of sound absorption �occupied-unoccupied� �m2� 1.67 2.06 4.81 9.50 8.43 6.35 5.83
Sound absorption per child from mean sound absorption �m2 /person� 0.08 0.10 0.23 0.46 0.41 0.31 0.28
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sound source. These are indicative of the relative levels of
the direct sound �Gdirect�, direct and early arriving sound
�G50�, and late-arriving sound �Glate�. The boundary between
early reflections and late-arriving sound was 50 ms after the
arrival of the direct sound.

Calculation of the G values requires knowledge of the
output sound power level of the source. Because the output
sound power level of the source was not determined before
measurements in the classrooms, a more complex source
calibration procedure was required. This calibration of the
source sound power levels is described in the Appendix.

Figure 2 presents the relationship between estimated
Gdirect, calculated for free field conditions with Q=1.83
�equivalent to assuming an average angle for the directivity
index of 38.7° from on-axis� and measured Gdirect. Equations
�2� and �3� give the procedure for calculating Gdirect. The
relative energy of the direct sound dr is proportional to the
directivity index �Q� and inversely proportional to the dis-
tance squared. That is,

dr = 100Q/d2, �2�

Gdirect = 10 log�dr� �dB� , �3�

where d is the source-receiver distance �m� from the sound
source to the receiver.

The value of Q=1.83 was obtained by a least-squares
regression analysis of the differences between the Gdirect val-
ues, measured in the classrooms, and those predicted for free
field conditions, as a function of Q values. This was done
because the exact angles from the source to each receiver in
the classrooms were not known and only approximate aver-
age angles for front and rear microphones could be esti-
mated. The value of Q=1.83 is used throughout all further
analyses of the classroom data in this paper. The scatter in
Fig. 2 would include the effect of individual differences be-
tween the actual Q values and the average best-fit value of
Q=1.83.

4. Modification of Barron’s revised theory for
classroom acoustics

Barron and Lee15 developed their revised theory for
sound levels in concert spaces by calculating energy sums
for the early �direct plus first 50 ms� and late parts of the
sound reflections in impulse responses. Marshall applied the
theory to predict C50 values for speech intelligibility.16 In this
section, energy sums of the early and late parts of the sound
reflections in the impulse responses measured in the class-
rooms are compared with those predicted using Barron’s re-
vised theory.

As Barron and Lee proposed, three components of the
relative sound energy are estimated: the direct sound �dr�, the
early reflected sound �up to 50 ms after the direct sound
arrival er�, and late reflected sound �more than 50 ms after
the direct sound arrival, l�. They produced the following
equations to predict er and l values:

er = �31 200T60/V�e−0.04d/T60�1 − e�−0.05�13.82/T60� , �4�

l = �31 200T60/V�e−0.04d/T60e�−0.05�13.82/T60, �5�

where d is the source–receiver distance �m�, T60 the rever-
beration time �s�, and V the room volume �m3�.

The mean values of V and T60 of the measured class-
rooms �V=198 m3,T60=0.41 s� were used to calculate G
values according to Barron’s revised theory.

The strength of each component of G is as follows:

Ger = 10 log�er��dB� , �6�

where Ger is the G value for the early reflected sound,

G50 = 10 log�dr + er��dB� , �7�

Glate = 10 log�l��dB� , �8�

Gtotal = 10 log�dr + er + l��dB� . �9�

Because measured and predicted Gdirect values are well
related and both G50 and Gtotal are the result of summation of
the reflected sound and the direct sound, Ger and Glate are
selected to compare measured and predicted values from
Barron’s revised theory. Figure 3 presents Ger and Glate val-
ues as a function of distance and compares measured and
predicted values of each.

In the revised theory, both Ger and Glate have the same
slope with distance as Eqs. �4� and �5� show. Because Ger

values are less scattered than Glate values, and because Glate

depends on Ger, the matching of the prediction line and the
regression line for Ger values was examined.

The equation for the regression line for Ger versus dis-
tance in Fig. 3 is

Ger = − 0.84d + 18.6 �r = 0.62, p � 0.001� . �10�

The following regression equation fits the predicted val-
ues from Barron’s revised theory for mean V and T60, with
distance d varied from 1 to 10 m in 0.5 m intervals,

Ger = − 0.42d + 17.2 �r = 1.0, p � 0.001� . �11�
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FIG. 2. The relationship between predicted Gdirect values for free field con-
ditions with Q=1.83 and measured Gdirect values in the classrooms. The
least-squares best fit regression line was given by y=x �r=0.99, rms=1.0�.
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Comparing these two equations, the slope of the regres-
sion line for the measured data in Eq. �10� is twice that of the
revised theory �i.e., −0.84 compared to −0.42�. If the slope of
the early reflection energy term in Barron’s revised theory is
modified by a factor of 2, the average difference in measured
and predicted values is 1.34 dB for Ger values and nothing
for Glate values. Doubling the slope of the early reflected
energy and adding a constant of 1.34 dB results in the fol-
lowing modified versions of Eqs. �4� and �5�,

er� = �31 200T60/V�e�−0.04d�2/T60�1 − e�−0.05�13.82/T60�

� 101.34/10, �4��

l� = �31 200T60/V�e�−0.04d�2/T60e�−0.05�13.82/T60. �5��

The result of these modifications adjusts both of the pre-
diction lines in Fig. 3 to be almost the same as the regression
lines for the measured Ger and Glate values. The modifica-
tions indicate that the early reflection energy decreases twice
as rapidly with distance as the revised theory predicts. Bar-
ron and Lee noted that the slope is steeper in large auditoria
with more highly diffusing ceilings.15 Such ceilings may tend
to scatter sound back toward the source and cause reflected

sound levels to decrease more rapidly with distance from the
source. More recently, Chiles and Barron demonstrated that
the revised theory predicts reflected sound levels well in
large rooms with highly diffused sound fields using measure-
ments in scale models.16 The classrooms are different in that
they are much smaller than the rooms considered by Chiles
and Barron and the classrooms are relatively full of objects
such as desks and other furniture. In the measured class-
rooms, floors were usually covered with chairs, desks, and
other furniture. The walls were usually covered with posters,
cabinets, and bookshelves. These objects would tend to scat-
ter sound back toward the sound source much as occurs in
some industrial spaces that are filled with various fittings.17 It
seems likely that the modifications to the revised theory are
required to account for the effects of the scattering of sound
by these many objects in the classrooms that are smaller than
the rooms originally considered in developing the revised
theory. To further explain these differences would require
further detailed study, which is beyond the scope of this pa-
per that aims to describe the general trend of acoustical con-
ditions in the measured classrooms.

Because the early and late parts of the reflected sound
energy are well estimated by the modified revised theory, G50

and Gtotal predictions are also in good agreement with mea-
surements when the modification is applied to the revised
theory.

Using the various values measured in the classrooms in
conjunction with Eqs. �4�� and �5�� makes it possible to pre-
dict Ger, G50, Glate, and Gtotal quite accurately. That is, values
of er� and l� are used instead of er and l. Figure 4 shows
measured versus predicted values of each of these four G
values and hence validates the success of the modification to
Barr0n’s revised theory. All of the parts of Fig. 4 show a
diagonal line given by y=x and all of the measured values
are highly significantly correlated with the predicted values
�p�0.001�. The correlation coefficients “r” in Fig. 4 are
calculated from regressions forced to go through origin and
are different from the “r” obtained from ordinary least-
squares regression.18 The rms error of the estimates in each
part of Fig. 4 are all about 1 dB. It is clear that the modified
version of Barron’s revised theory can be used to accurately
predict conditions in these classrooms.

Figure 5 shows predictions of various sound strength
components �G values� using the modified version of the
revised theory as a function of source–receiver distance �d�.
For the predictions, mean values of V and T60�V
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=198 m3,T60=0.41 s� for measured classrooms were used.
For distances greater than about 5 m, the direct sound is
lower than the late-arriving sound �Glate� and G50 and Glate

values tend to decrease in parallel as distance increases fur-
ther. It is at these more distant listening positions that the
useful speech sound �as measured by G50� is closest to the
detrimental late-arriving speech sound �as measured by
Glate�. The most important room acoustics improvements to
conditions for speech in the classroom could be achieved by
reducing the late-arriving sound levels to extend better con-
ditions to a larger portion of the classroom.

5. The relationship between early arriving sound and
reverberation time

In the previous section, the modified version of Barron’s
revised theory was shown to predict well both early and late-
arriving components of the measured impulse responses
from reverberation time, source–receiver distance, and room
volume as shown in Fig. 4. Figure 5 shows the general trends
of the variation of the sound strength components with
source–receiver distance using the mean room volume and
reverberation time. Because optimum reverberation time is a
key issue for classroom acoustics, the effects of reverbera-
tion time on each of the sound strength components were
examined by using the modified version of Barron’s revised
theory. For these investigations, three distances �d=2,4, and
6 m�, Q=1.83, and V=198 m3, were used.

a. The effect of reverberation time on early sound
components It is well known19 that early arriving reflec-
tions of speech sounds reaching the listener within 50 ms
after the arrival of the direct sound are useful because they
can help to increase the effective signal-to-noise ratio and
hence the intelligibility of the speech.

G50 measures the relative energy of the direct sound
and useful early arriving reflections. As Fig. 5 shows, G50 is
strongly related to the distance �d�. Figure 6 plots calculated
G50 values versus reverberation time for r=2,4, and 6 m.
G50 changes dramatically when reverberation time increases

from 0.2 to 0.6 s and especially at the 6 m distance. This
means that a room with shorter reverberation time will be
lacking in early reflection energy �i.e., lower G50� at posi-
tions farther from the teacher where the early reflection en-
ergy would be most helpful to add to the weaker direct
speech sound.

The authors have previously demonstrated the im-
portance of early reflections and used the early reflection
benefit �ERB� to assess their effectiveness.20 ERB is given
by the following:

ERB = G50 − Gdirect. �12�

ERB is the relative increase in early arriving sound
caused by the early reflection energy arriving within 50 ms
after the direct sound arrival and expressed relative to the
direct sound strength. Barron referred to this same concept as
an early reflection ratio.21 Figure 7 shows how ERB values
increase with increasing distance and that this trend is the
same as in the authors’ previous study.20 Very steep changes
in ERB values are found at very short reverberation times
and especially for r=6 m. This means that early reflections
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can be most helpful for enhancing teachers voice levels at
positions further from the teacher. For the mean measured
reverberation time of 0.41 s, ERB values of up to 7 dB are
expected according to Fig. 7. In other words, the voice level
of the teacher at a position 6 m from the teacher would be
enhanced 7 dB by the expected early arriving reflection en-
ergy. Increasing the classroom reverberation time from 0.2 to
0.4 s, for the same 6 m distance, would increase effective
voice levels by about 4 dB. These predictions, based on the
measurements in the 30 classrooms analyzed here, make it
clear that very short reverberation times should be avoided
so that the room can usefully enhance teacher voice levels
and help to reduce voice strain for teachers.

b. The effect of reverberation time on late-arriving
reflections The late-arriving sound energy may be more af-
fected by reflections and scattering from the many objects
that filled the classrooms �such as desks�, than is the early
arriving sound. Consequently, Glate values do not correlate
well with distance as seen in Fig. 3. However, Glate values
are expected to correlate well with reverberation times. The
relationship between reverberation times and Glate values is
presented in Fig. 8 for three source–receiver distances. Fig-
ure 8 shows that Glate values vary little with distance and
vary more with reverberation time. Because Glate values have
a steeper rate of change when plotted versus reverberation
time than the early components �Fig. 6�, shorter reverbera-
tion times lead to higher early-to-late arriving sound ratios.
This is confirmed in Fig. 9, which shows how C50 values
decrease with increasing reverberation time. Figure 9 indi-
cates that C50 values will have their highest value for T60
=0 s, which may lead to suggestions that T60=0 s is the

optimum reverberation time. This is incorrect because one
must also consider how these room acoustic effects combine
with speech and noise levels to determine speech intelligibil-
ity scores. This is discussed later in this paper.

III. SPEECH AND NOISE LEVEL MEASUREMENT
DURING ACTIVE CLASSES

It is very important to know the levels of teachers’
voices and classroom noises during actual teaching activities.
It is the resulting signal-to-noise ratios that will determine
how intelligible the teacher’s speech will be to the students.
To obtain the basic information, background noise levels
were first measured in each octave band during impulse re-
sponse measurements in occupied and unoccupied class-
rooms under conditions without any student activity. Table
IV presents the means measured octave band noise levels.
Even these average noise levels in the unoccupied class-
rooms were more than the 35 dB A recommended by ANSI
S12.60.11 Two of the classrooms had slightly lower average
ambient levels for unoccupied conditions with averages of
34.8 and 33.0 dB A. In all others, ambient noise levels ex-
ceeded 35 dB A.

The sources of noises in the unoccupied classrooms
were: ventilation noises, and noise from adjacent spaces in-
cluding other classrooms and outdoors. As the schools were
in relatively quiet rural areas there was no significant outdoor
road traffic noise.
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TABLE IV. Mean background noise levels in occupied classrooms without student activity and in unoccupied
classrooms in each octave band along with the overall A-weighted noise levels for each condition.

Frequency �Hz� 125 250 500 1000 2000 4000 A-weighted

Occupied
Mean 48.0 44.1 41.4 38.0 35.2 31.8 44.4
s.d. 5.9 4.1 3.7 3.6 3.3 3.2 3.5

Unoccupied
Mean 47.1 42.2 39.7 36.0 31.7 27.0 42.2
s.d. 5.3 4.6 4.9 5.0 4.7 3.8 4.4
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A. Speech and noise level measurements in active
classrooms

Recordings of speech and noise levels in active class-
rooms were successfully completed in 27 rectangular shaped
classrooms. The instruments used for the recording were the
same as for the sound receiving part of the impulse response
measurement system. Sound recording software �COOL EDIT

PRO Ver. 1.5� was used for the PC-based recordings using
16 bit integers and a sampling rate of 44.1 kHz. Typically
15–20 min of a teaching activity in which the teacher talked
quite frequently to the children were recorded.

The processing of the recorded speech and noise levels
first calculated A-weighted sound levels for each 200 ms in-
terval of the recorded classroom sounds. Distributions of
these levels were used to estimate separate speech and noise
levels as suggested by Hodgson.22 Two normal distributions
were fitted to each histogram of the combined A-weighted
levels. One distribution identified the noise and the other the
teachers’ voice levels. In some cases, Hodgson describes us-
ing three distributions �to identify speech, ventilation noise,
and student activity noise� for university classroom measure-
ments, but only two distributions were used in the present
study because the main purpose was to measure teachers’
voice levels relative to all other sounds. In addition, the ac-
tivity noises of children in elementary schools have a wide
range of levels and are difficult to differentiate from other
noise sources with this technique. Figure 10 describes the
fitting of two normal distributions to the recorded combined
speech and noise levels.

It is interesting to note that this technique could not be
applied to data from eight open-plan classrooms that were
measured in this project. Because of poor isolation between
adjacent classrooms, wanted and unwanted speech sounds
could not be separated using this technique. That is, fre-
quently the voice level of the teacher in the next classroom
was of a similar level to the voice of the teacher in the
classroom being measured. However, these analyses were
completed for 27 of the enclosed rectangular classrooms.

B. Results

1. Noise levels and teachers’ voice levels in active
classrooms

Figure 11 presents distributions of the measured speech
and noise levels for 108 cases �4 microphone positions �27
rooms�. For these data the mean speech level was 60.1 dB A
�see Fig. 11� �s.d.=4.4 dB A� and the mean ambient noise
level 49.1 dB A �s.d.=4.3 dB A�.

2. Speech-to-noise ratios in active classrooms

The distribution of mean speech-to-noise ratios �SNR� in
the 27 classrooms is shown in Fig. 12. These results ignore
some variations with time within each recording. Figure 12
shows that in these results only 6.25% of the active class
situations satisfy the SNR�15 dB A requirement for 12 to
13 year old children to get near perfect word recognition
scores.3 The standard deviation of speech-to-noise ratios is
smaller than for the noise and speech levels. This suggests
that teachers’ voice levels tend to increase with increasing
noise levels as would be predicted by the Lombard effect.23

IV. DISCUSSION

A. Estimation of voice levels 1 m from the teacher’s
mouth and evidence of the Lombard effect

The corresponding free field speech level 1 m from the
talker was estimated from the impulse responses and the dis-
tance from the measurement loudspeaker to each micro-
phone. The effect of sound reflections was estimated by sub-
tracting the direct sound energy from total energy of the
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impulse response. The direct sound energy was calculated as
described in the Appendix. This process assumes that the
teacher always talked from the same position as the location
of the measurement loudspeaker. These calculations were
carried out for the results of the A-weighted speech levels.

The mean voice level of the 27 teachers was estimated
to be 65.3 dB A for a position 1 m from the mouth of the
teacher in a free field and the standard deviation of these
voice levels was 3.69 dB A. The average difference between
the highest and the lowest voice levels, from the four mea-
surement positions in each classroom, was 2.8 dB A, varying
from a maximum of a difference of 12.5 dB A to a minimum
of 0.6 dB A.

The average voice level of 65.3 dB corresponds to being
between Pearsons’ categories24 for “Raised” and “Loud”
speech for female talkers. �Most but not all teachers were
female.� Pearsons also reported that teachers’ voice levels
were 62–66 dB A at positions near the front of classrooms
�at a 2 m distance�. If one adjusts our result to an increased
distance of 2 m �−6 dB� and adds on the expected increase
due to room reflections �+2.89 dB� our mean voice level
would approximate 62.1 dB A at 2 m in a classroom, which
is in the range reported by Pearsons et al..

Figure 13 shows the relation between room-average
speech and noise levels. They are well correlated �correlation
coefficient, r=0.82, p�0.001�. These speech levels, ob-
tained by the distribution technique, were the average of
measurements from the four individual measurement points
in each classroom. The increasing teacher voice levels with
increasing noise levels shown here are an example of the
Lombard effect. Lane and Tranel found a 0.5 dB increase of
speech level per 1 dB increase of noise level23 and Pearson’s
found a 1 dB increase of speech levels per 1 dB increase of
noise level.24 Figure 13 shows a 0.75 dB increase of speech
level per 1 dB increase of noise level.

B. Variations of speech-to-noise ratios in active
classes among grade levels

Table V presents speech levels, noise levels, and speech-
to-noise ratios averaged over the results for each grade level

and obtained from recordings of teaching activities. There
are not large differences between the results for the three
different grades. The speech level and SNR of the grade 3
group is a couple of decibels higher than the other grades
because there was one especially loud-voiced teacher in this
group. The s.d. of SNR of grade 1 classes is smallest even
though both the speech levels and noise levels for the grade
ones have the largest standard deviations. This suggests that
teachers of the grade 1 classes better controlled their voice
level relative to the ambient noise level than the other teach-
ers. As Fig. 13 demonstrated, speech and noise levels are
correlated due to the Lombard effect. Grade 1 children may
be distracted by noise more easily than older students and
this may be evidence that teachers of the grade 1 students try
harder to keep their attention by adjusting their voice levels
to the ambient noise level.

C. Comparison of background noise levels in active
classrooms with those in inactive classrooms

Figure 14 shows the relation between noise levels in
active classrooms and those in the same classrooms for quiet
but occupied conditions. In quiet condition, noise from heat-
ing and ventilation systems and noise from adjacent rooms
were found during measurements. There was little traffic
noise observed near the measured classrooms. On average, in
the active classrooms, the noise generated by children in-
creases the noise level by 5 dB A and the increases vary up
to a maximum of 10 dB A relative to the occupied levels in
the same classrooms without student activity.
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TABLE V. Average speech levels, noise levels, and speech-to-noise ratios
for each grade measured in an active class.

Grade 1 3 6

Mean speech level �dB A� 59.9 61.7 58.8
s.d. 5.2 3.3 3.3
Mean noise level �dB A� 49.5 49.5 48.2
s.d. 5.9 2.8 3.1
Mean speech-to-noise ratio �dB A� 10.5 12.2 10.7
s.d. 2.0 2.7 2.9
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FIG. 14. The relationship between noise levels in active classrooms and
those in quiet but occupied conditions.
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There is an obvious trend in Fig. 14 for the student ac-
tivity noise levels to increase with increasing ambient noise
levels in the rooms without any student activity. This is an-
other example of the Lombard effect. Most of the student
activity noise was low level talking among the students. The
level of this chatter increases with the general level of am-
bient noise in the room. That is, the children talk loud
enough to be heard over the ambient noise from other
sources such as heating and ventilating equipment or sounds
from adjacent spaces. Thus reducing the ambient noise levels
as measured in the unoccupied conditions is expected to also
reduce the levels measured in active classrooms.

Student activity noise can also be reduced by controlling
the student activities generating the noise. It is very impor-
tant that teachers appreciate the importance of controlling
student activity noise when important information is to be
orally communicated. Since most of the noise from the stu-
dents will arrive as direct sound or early reflections, adding
sound absorbing material in the classrooms is not likely to be
particularly effective for reducing student activity noise.

D. The combined effect of room acoustics and
background noise

Useful-to-detrimental sounds ratio �U50�A�� values de-
pend on both the speech-to-noise ratios and measured C50

values. Figure 15 shows the distribution of A-weighted
useful-to-detrimental sound ratios, U50�A� calculated from
A-weighted C50 and A-weighted speech-to-noise ratios ob-
tained during the recorded teaching activities. �The relation
between C50�mid� and C50�A� is C50�A�=0.98C50�mid�+1.9,
r=0.92, p�0.001.�

Figure 16 shows the relationship between U50�A� values
and SNR values. The scatter in the plot is due to room acous-
tics effects that are reflected in U50�A� values but not in SNR
�A� values. The grey triangles in Fig. 16 were measured in
rooms in which T60 was greater than 0.55 s. These rooms had
painted concrete ceilings and walls. Such relatively longer
reverberation times cause the obvious reduction in U50�A�
values by about 2 dB relative to other rooms with similar
SNR values. Because the results in the current analyses in-
clude only A-weighted SNR values obtained from the distri-
bution technique, further work is required to obtain signal-
to-noise ratios in octave bands and other measures
combining signal-to-noise ratios and room acoustics factors,
such as the Speech Transmission Index.25

The mean U50�A� value in these classrooms is expected
to correspond to a 97% speech intelligibility score and a 24%
listening difficulty rating measured using a rhyme test with
young adult subjects.26 Of course lower scores are expected
for the young children in the current study and intelligibility
scores will be presented in a second paper. Mean SNR �A�
and mean U50�A� are 11 and 8.4 dB, respectively.

E. Relationships among room acoustics factors,
speech, and noise levels

The measured speech levels of teachers in the active
classes did not correlate significantly with ERB values �r=
−0.085, n.s.�. Speech levels were only weakly related to C50

values �r=−0.34, p�0.01� and reverberation times �r
=0.48, p�0.01� because of the effect of reverberation time
on late-arriving speech energy. These weak relationships are
of course largely due to the limited range of acoustical con-
ditions found in the measured classrooms. Similarly, noise
levels were not related to ERB values and were weakly cor-
related with C50 values �r=−0.24, p�0.05� and reverbera-
tion times �r=0.33, p�0.01�. The measured noise levels can
be predicted as 15.7 times the reverberation time plus
42.7 dB. However, the rms error for the prediction of noise
levels from reverberation times is �4.11 dB and the corre-
lation coefficient is small. This estimation is not practically
useful.

Even though very short reverberation times are some-
times recommended27 to control noise levels, the new results
in this study suggest that values between 0.3 and 0.6 s had
no practically useful effects on noise levels. That is, adding
absorption would not be expected to systematically reduce
these noise levels. This indicates that noise levels are mostly
due to the direct sound and early reflections from the noise
sources rather than the late arriving reverberant sound. Of
course in the occupied classrooms, the children were usually
the dominant source of the noise and were located quite
close to the microphones.

This is illustrated by Fig. 5, which indicates that for a
noise source, the direct sound and early reflections of the
noise source would be dominant. Hence, adding absorption,
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which will mostly reduce the later-arriving sound, will have
little effect on the total noise levels. In the classrooms, the
late-arriving reflections of noise sources, as indicated by the
quite low Glate values, are a not so important component of
the total noise levels, even though Glate values are related to
measured reverberation times. Noise control should be fo-
cused on the sources of the noise.

Figure 5 shows how the early part of the sound energy
�G50� decreases rapidly with increasing distance and how
Glate values are more gradually reduced with increasing dis-
tance. It is therefore at larger distances that the detrimental
late arriving speech sounds will most interfere with the use-
ful direct and early-reflected speech sounds. The result is
seen in the rapidly decreasing C50 values with increasing
distance shown in Fig. 9.

Determining an optimum reverberation time for a class-
room must include consideration of a number of factors. In-
creased reverberation times will have a negative effect on
speech intelligibility because of the related decreases in C50

values. At the same time, increased reverberation times will
lead to increased speech intelligibility because of the increas-
ing levels of early arriving speech sounds �Fig. 6�. In gen-
eral, such increases in reverberation times will have little
effect on the ambient noise levels largely produced by the
students and so the effective speech-to-noise ratios will in-
crease with increasing reverberation times. However, at some
point increasing reverberation times will lead to large in-
creases in late arriving speech sounds and much larger Glate

values. The combination of these effects is best understood
by calculating the related useful-to-detrimental sound ratios
�e.g., U50�A�� that combine all of the important parameters
influencing the expected speech intelligibility into a single
measure. This is discussed in the following.

F. Optimum reverberation time for classrooms

Classrooms are often designed to meet an optimum re-
verberation time goal. However, the calculated results in Fig.
5 illustrate that ideal room acoustics for speech might be
more directly achieved by designing to ensure that G50 val-
ues are sufficiently larger than Glate values at more distant
listening positions in classrooms. The intelligibility of speech
is degraded when the late-arriving speech sound begins to
mask the direct and early arriving speech sounds. Sound ab-
sorption treatments should be designed to reduce late-
arriving sound levels sufficiently at locations where students
will be located. Although late-arriving sound levels are re-
lated to reverberation times, they are also related to room
volume and source–receiver distance.

Figure 5 also shows that when students move closer to
the teacher, the negative effects of reverberant sound are
minimized. Moving closer does not reduce the reverberation
time; it reduces the relative importance of the late-arriving
speech sounds that are detrimental to speech intelligibility.
Practical application of this solution was found in the class-
rooms for the grade 1 students who frequently sat in a circle
close to the teacher while the teacher talked to them.

Figure 17 illustrates an approach to the acoustical design
of classrooms that would aim to optimize conditions at a 6 m

distance from the teacher. A 6 m distance is assumed to rep-
resent the more distant listening locations in a typical el-
ementary school classroom. Figure 17 shows how the early
and late-arriving components of the speech level will vary
with reverberation time for an average classroom. The calcu-
lations used the mean measured speech source level in class-
rooms �65.3 dB A�, the mean level of background noise
�49.1 dB A�, the mean room volume �V=198 m3�, and the
modified revised theory. Figure 17 also shows A-weighted
useful-to-detrimental energy ratios �U50�A��. It was con-
firmed that the calculated A-weighted Gtotal was very similar
to the mean measured Gtotal at midfrequencies from the data
presented in Fig. 4.

The proposed design approach is to use information in
the form of Fig. 17 to select the optimum reverberation time
as the one that maximizes U50�A� values. U50�A� values are
used because they combine the detrimental effects of late-
arriving speech and ambient noise relative to the useful di-
rect and early reflected speech sounds. For the case of the
average of the measured conditions, Fig. 17 suggests an op-
timum reverberation time of about 0.3 s for occupied class-
rooms. However, reducing the reverberation time to 0.2 s or
increasing it to about 0.5 s only reduces U50�A� values by
slightly over 1 dB and hence near ideal conditions can be
achieved over quite a broad range of reverberation time val-
ues. Of course this analysis ignores the benefit of early re-
flections to listeners who are not directly in front of the talker
and for whom the direct sound would be diminished. For
listeners located where the direct sound is reduced, more
early reflected sound energy and hence somewhat increased
reverberation times would be better. In no situation would
T60=0 s be the optimum reverberation time and very short
reverberation times should be avoided.

The reverberation time, which leads to the maximum
useful-to-detrimental ratio, varies when speech and noise
levels are changed. Lower background noise levels allow
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shorter reverberation times because adequate speech-to-noise
ratios can be achieved with the help of less early reflection
energy. The optimum useful-to-detrimental ratio will also
vary with varied voice level. The mean voice level measured
in this study was 65.3 dB A. A lower speech level would
shift the optimum U50�A� value to a longer reverberation
time to increase the early sound component.

Although the concept illustrated in Fig. 17 may be clear,
there are a number of details that need further investigation.
The simple U50�A� measure used here assumes a particular
combination of room acoustics and SNR values is best cor-
related with speech intelligibility scores. Other combinations
might be more successful. Although one previous study con-
cluded that a simple abrupt boundary at 50 ms for early
speech energy was appropriate,3 Lochner and Burger28 origi-
nally proposed a more complex procedure for weighting the
importance of early reflections to speech intelligibility. The
time window used to define “early arriving” sound needs
further investigation. These initial analyses have been in
terms of A-weighted speech and noise levels and A-weighted
useful-to-detrimental sound ratios. Many studies have shown
that using frequency weightings more appropriate for speech
intelligibility than A-weightings leads to better relationships
with speech intelligibility scores. Finally, Kobayashi et al.
have suggested that a 55 dB A speech level can minimize
listening difficulty ratings29 and might indicate a preference
for lower speech levels from teachers in classrooms if noise
levels can also be lowered to maintain optimum SNR values.

V. CONCLUSIONS

In the measured classrooms, excessive noise levels were
a much more significant problem than poor room acoustics.
Even in unoccupied classrooms measured ambient noise lev-
els were almost always greater than the 35 dB A recommend
in ANSI S12.60. In working classrooms �i.e., while the
teacher was teaching� the average measured noise level was
49.1 dB. Excessive noise levels make it impossible to
achieve ideal signal-to-noise ratios and near ideal speech
communication conditions. From various previous studies in
classrooms �see the review in Sec. I� this is generally true for
most classrooms.

Student activity is the dominant noise source in active
classrooms even when the children are quite well behaved.
Student activity increases noise levels by an average of
5 dB A and as much as 10 dB A in some classrooms. The
noise levels measured in active classrooms are related to
those in classrooms without student activities. That is, be-
cause of the Lombard effect, the student noise, which is
mostly due to talking, increases with the general level of
ambient noise from other sources. Therefore, it is very im-
portant for unoccupied noise levels in classrooms to be very
low. In addition, there is no evidence that added absorption
would decrease these noise levels. The measured noise levels
in occupied classrooms are largely due to the direct and early
reflected sound from nearby student activity and can only be
controlled at the source. It is therefore important that teach-
ers appreciate the need to control student noise when impor-
tant information is to be orally communicated.

Teachers’ voice levels were similar to those previously
reported by Pearsons and the average measured teacher voice
level would correspond to being between Pearsons’ catego-
ries for Raised and Loud speech for female talkers. Students
experienced an average speech level of 60.4 dB A from
teachers and there is clear evidence that teachers increase
their voice level to overcome ambient noise as predicted by
the Lombard effect. In these classrooms, effective speech
levels are enhanced by early reflection energy. The new re-
sults give a better understanding of the interrelationships of
various room acoustic parameters in classrooms.

The measurements found an average midfrequency re-
verberation time of 0.41 s and the reverberation times were
about 10% greater in the unoccupied condition. By combin-
ing the occupied and unoccupied reverberation times it was
possible to determine the average absorption per student in
each octave band.

Detailed analyses of early and late-arriving sound levels
showed that these could be quite accurately predicted by a
modified version of Barron’s revised theory for sound levels
in concert halls. The modifications are thought to adapt the
theory to the acoustical conditions typical of the elementary
school classrooms that were measured in this work.

Analyses of early and late-arriving sound levels also
suggest that the room acoustics design of classrooms should
aim to reduce late-arriving sound levels at more distant lis-
tening positions to acceptable values that are well below the
levels of the useful direct and early reflections of the speech
sound. This would more directly ensure optimum conditions
for speech communication than designing for an optimum
reverberation time.
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APPENDIX: CALIBRATION OF THE SOUND POWER
LEVEL OF THE SOUND SOURCE USED IN
CLASSROOM MEASUREMENTS

The sound power level of the sound source for the mea-
surements was not successfully measured before the class-
room measurements and the following process was used to
later calibrate the output of the source. First, the directivity
pattern of sound source was measured in 5° intervals in three
dimensions. Second, typical relationships between the loca-
tions of the sound source and the microphones in the class-
rooms were estimated by the following steps: �1� Use the
mean floor dimensions of classrooms �9.3 m width and
7.7 m depth�. �2� Microphones were typically set in the
middle of each quarter of the seating area of the classroom
and the sound source was located on the center line and
0.5 m away from front wall of the classroom. �3� From the
floor dimensions, the mean angle from the central axis of the
source to the two front microphones was estimated to be
�50° and �22° for the two rear microphones. �4� The height
of the microphones were always 1.2 m and that of sound
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source 1.5 m and this height difference gives a mean vertical
angle of 5.7° with a s.d. of 1.6°. This variation of the vertical
angle would only lead to variations of the direct sound level
within a 0.2 dB range. �5� The direct sound was selected
from the measured impulse responses using a 1 ms �44
points at the 44.1 kHz sampling rate� time window from the
peak of direct sound �td in Fig. 18�, followed by a linear fade
out for the next 1 ms �44 points�. The direct sound energy
was calculated from this windowed segment of the impulse
response and including the initial part of the impulse re-
sponse before the arrival of the direct sound. That is, the
initial part of the impulse response and a further 88 points
starting from the peak of the direct sound arrival were in-
cluded. Measurements in an anechoic room confirmed that
this time window did not decrease direct sound energy in the
500 Hz and 1 kHz double-octave band. Figure 18 illustrates
the initial part of the measured impulse response and illus-
trates the method used to obtain the energy of direct sound.

Since the same equipment and the same output sound
levels were used in all classrooms, the sound power of the
test signal was the same for all measurements. Microphones
were calibrated at the beginning of measurements in each
classroom.

The sound power level of the sound source was esti-
mated by the following procedure: �1� The measured impulse
responses were divided into two groups, those from the two
closer microphones nearer the front of the classrooms and
those from the two microphones nearer the rear of the class-
rooms. �2� Next, relative values �i.e., uncalibrated� for Gdirect

were determined for all impulse responses. �3� Then the free
field sound pressure levels �direct sound� were calculated for
all measurement positions: for the front microphones �hori-
zontal angle, �50°�, and for the rear microphones �horizon-
tal angle �22°�, and in all cases the vertical angles were
calculated as a function of distance. �4� Determine the sound
power level that minimizes the difference between the free
field calculated levels and the measured direct sound levels.
The least-squares error fitting included all front and rear mi-
crophones at the same time. �5� The sound power level of the
measurement source was estimated as 38 dB in the 500 Hz
and 1 kHz double-octave band.

This procedure was confirmed by new measurements
with the same equipment in a meeting room with size and
acoustical characteristics similar to the classrooms. For the
meeting room measurements, the sound power level of the
sound source was measured �in a reverberation chamber� and
the above-described calculation was again performed. In the

meeting room the horizontal angle of the six microphone
positions relative to the central axis of the sound source were
measured and varied between 16° and 26°. Both the horizon-
tal and vertical measured angles were used for the estima-
tion. The mean estimated sound power level was 0.73 dB
more than the sound power level measured in the reverbera-
tion chamber. Both estimated �y� and measured �x� sound
pressure levels at the six measuring positions in the meeting
room were well correlated �y=x−0.73� with r=1.0, p
�0.001.
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I. INTRODUCTION

There has recently been renewed interest in achieving
improved acoustical conditions in classrooms. Although
there is a general consensus as to acoustical criteria for good
classrooms,1 the supporting evidence from studies in actual
classrooms is limited. The renewed interest in classroom
acoustics is related to our growing understanding of the
negative effects of ambient noise and poor room acoustics on
children’s ability to learn in schools �see also Anderson2 for
an extensive review�.

There is evidence that increased levels of noise affect
memory3 and are associated with decreased reading
scores.4–6 It is reasonable to assume that a mechanism to
explain the association of decreased educational progress,
such as the effect of noise on reading scores, is simply that
noise interferes with verbal communication �especially that
between teachers and students�, which is the predominant
mechanism for learning in elementary schools.

It is well known that younger children have greater dif-
ficulty understanding speech in even modest levels of ambi-
ent noise.7–9 In fact several authors have reported results
showing that the ability to recognize speech in noise im-
proves systematically with age.7,10,11 Although it is clear that
children need quieter conditions and corresponding larger
signal-to-noise ratios than adults to achieve high speech rec-
ognition scores,8 and that the younger the children, the qui-
eter the conditions should be, the results of the various pre-
vious studies reveal large differences and do not agree well
with previous results of tests carried out in actual
classrooms.12

Figure 1 compares results from Marshal11 and Elliott7

with previous classroom measurements of speech intelligibil-
ity scores versus A-weighted speech–noise level differences,
S /N�A�. Marshal and Elliott’s results are both based on
simple word recognition tasks and both indicate large varia-
tions in intelligibility scores with the age of the listener.
However, when examined in detail, these two sets of results
show quite different effects of age and show some much
lower intelligibility scores than the previous classroom re-
sults for 12 year olds. The previous classroom results were
from a 1986 study that included ten classes of 12 year old
students12 and used a rhyme test in which subjects identified
the correct response of several possible rhyming words. The
subjects were seated in their regular seats in their own class-
rooms and listened to the recorded speech material from a
small loudspeaker with directionality similar to a human
talker.

The differences in Fig. 1 are thought to be due to the
laboratory studies using monaural headphone presentation of
speech and noise signals, which increases the negative ef-
fects of noise and reverberation. Listening naturally with two
ears leads to a “binaural advantage” that can make it easier to
understand speech in noise. MacKeith and Coles13 measured
binaural advantages equivalent to as much as an 18 dB im-
provement in signal-to-noise ratio for extreme cases in free
field conditions. Neuman and Hochberg9 tested 5 to 13 year
old children, finding small binaural advantages for all ages in
reverberant conditions. They pointed out that the binaural
advantages would probably be much larger in lower signal-
to-noise situations. Nábflek and Robinson14 tested subjects
with ages from 10 to 72 years and found an average binaural
advantage corresponding to a 5% increase in intelligibility
scores in reverberant conditions but without significant
masking noise. They did not include the effects of lowera�Electronic mail: john.bradley@nrc-cnrc.gc.ca
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signal-to-noise ratios where larger effects would be expected.
It is clear that the older laboratory based speech intelligibility
studies in which monaural headphone presentation was used
would exaggerate the negative effects of noise on speech
recognition but the magnitude of these effects cannot be ac-
curately estimated.

Similarly there are previous studies indicating that
younger children’s ability to understand speech is more ad-
versely affected by room reverberation.9,14,15 Some early
studies used monaural headphone presentation of the test
signals,10 which would exaggerate the negative effects of re-
verberation on speech recognition scores.16 Because shorter
reverberation times led to improved speech recognition
scores in these tests, they have led some to recommend very
short reverberation times for classrooms. Of course, exces-
sive absorptive treatments may control reverberation but will
also decrease effective speech levels and exaggerate the
more common problem of inadequate signal-to-noise ratios
in classrooms.

The limitations of the various previous studies carried
out in laboratory settings can be avoided by testing children
in their classrooms where the children listen in realistic con-
ditions with both ears. The work reported in this paper and in
a companion paper17 was intended to provide a more com-
plete basis for deriving acoustical criteria for classrooms
from speech intelligibility tests of students in their own
classrooms and acoustical measurements in the same class-
rooms. More specifically it was intended to show younger
children’s ability to understand speech in real classroom con-
ditions as a function of signal-to-noise ratios, varied room
acoustics, and the age of the children. At the same time it
was planned to determine speech and noise levels in class-
rooms during actual teaching situations in order to under-
stand the actual signal-to-noise ratios experienced in active
classrooms. By combining these two types of information,
this paper estimates ideal acoustical conditions in classrooms
for children of various ages. At the same time the data are

used to estimate the fraction of students in the measured
classrooms who would experience these ideal conditions.
That is, a new basis for classroom acoustics criteria as well
as estimates of the negative impact of common existing con-
ditions were produced.

II. MEASUREMENT PROCEDURES

The measurements included speech recognition tests of
complete classes of grades 1, 3, and 6 students �nominally 6,
8, and 11 year olds� in their own classrooms. The signal-to-
noise ratios experienced by the students were varied over a
wide range by varying the speech playback level. Room
acoustics conditions were varied by testing in a number of
different classrooms. Speech and noise levels were measured
during the speech tests as well as during normal teaching
activities. Room acoustics measurements were made with the
classroom occupied and also unoccupied.

A. Speech recognition tests

The speech intelligibility scores were obtained using the
Word Identification by Picture Identification �WIPI�
test11,18,19 that includes four lists of 25 phonetically balanced
simple nouns. This was selected as an easy test that 6 year
olds and older students could quickly learn and respond to
individually in a classroom situation. It consists of simple
test words said to be familiar to 5 year olds and these were
presented in the carrier phrase, “Please mark the __ __
now.” While sitting at their desks in their regular classroom,
the students responded by placing a sticker on one of six
pictures to indicate the correct word. Each sentence was ap-
proximately 3 s long and the next sentence was played to the
students when all were ready to proceed.

The tests were carried out in 41 classrooms evenly dis-
tributed among grade 1, grade 3, and grade 6 students in 12
different schools. The schools were in relatively quiet rural
areas and small towns in Eastern Ontario, Canada. A total of
840 students were evaluated in 41 classrooms. Grade 1 stu-
dents were each tested at two different signal-to-noise values
and the other students at three different signal-to-noise val-
ues. A total of 2285 individual speech recognition tests were
obtained.

All students in each class with parental permission par-
ticipated in the tests. The parental permission form asked
whether the student had any known hearing problems. Al-
most all students with known hearing impairment did not
receive parental permission and did not participate. As a re-
sult the test results of the few students with reported hearing
problems were not included in these analyses because of the
very small numbers of these students.

The speech source was a small loudspeaker with similar
directionality to that of a human talker. Digital recordings of
the WIPI test material were made in an anechoic room so
that they were reflection free and with negligible noise. A
female talker was used and the recordings were edited to use
exactly the same version of the carrier phrase for all test
words and to have the same sound levels for all test words.
Varied S /N�A� values were obtained by changing the play-
back level of the speech material relative to the existing
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FIG. 1. Laboratory word intelligibility test results from Marshall—Ref. 11
�5, 7, 9, and 11 year olds� and Elliott—Ref. 7 �7, 9, 11, and 13 year olds�
showing the effect of listener age on intelligibility scores vs A-weighted
speech–noise level differences, S /N�A�, and compared with previous in-
classroom intelligibility test results from 12 year olds �Ref. 12�.
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natural ambient noise in the classroom. This included some
tests with 20–30 dB S /N�A� values to determine intelligibil-
ity scores in truly ideal conditions for these students. This
made it possible to obtain speech recognition scores for a
very wide range of signal-to-noise ratios with natural ambi-
ent noises. Room acoustics conditions were varied by carry-
ing out the tests in a number of different classrooms. It was
not possible to artificially modify room acoustics conditions
as part of the experiments.

B. Acoustical measurements

Speech and noise levels were recorded during the speech
recognition tests at four positions in the fully occupied class-
rooms. There were on average 20.4 students in each class-
room �s.d.�3.96� and hence there were about five students
near each measuring microphone. These recordings were
used to determine speech and noise levels during the tests by
statistical analysis of the distributions of recorded sound
levels.17

Speech and noise levels were also recorded at the same
four microphone positions during a normal teaching activity
in each classroom. Recordings were made during a period
when the teacher planned to be mostly talking to the class of
students as a complete group. Finally, ambient noise levels
were also recorded at these same four positions when the
classroom was unoccupied.

Room acoustics parameters were also measured from
impulse responses obtained at the same microphone loca-
tions for both occupied and unoccupied conditions. These
included decay times and energy ratios as described in the
companion paper17 along with the various speech and noise
level measurements. All sounds were digitally recorded on a
portable computer. To avoid running cables through the
classrooms, the signals from the four microphones were con-
nected to a central computer via 16 bit digital transmitters
and receivers.

III. MEAN TRENDS OF SPEECH RECOGNITION TEST
RESULTS

A. Speech recognition scores as a function of S/N„A…

Speech recognition scores were first examined as a func-
tion of S /N�A� as this was the key independent variable that
was varied in these experiments. The speech recognition
scores were averaged over the scores of the approximately
five students located close to each microphone in each class-
room. These average scores are plotted versus the measured
signal-to-noise ratios �S /N�A�� in Fig. 2. They are plotted
versus S /N�A� separately for the results of the grades 1, 3,
and 6 students. An analysis of variance of the scores showed
that there were highly significant main effects of age and
S /N�A� �p�0.001� as well as a highly significant interaction
effect of these two independent variables, age and S /N�A�
�p�0.001�. That is, although there is significant scatter in
the results, there are highly significant effects related to
S /N�A� and the age of the listeners. The younger children
need significantly higher S /N�A� values to obtain the same
intelligibility scores as the older children in these class-
rooms.

There is also a large amount of scatter about the mean
trends that tends to increase with decreasing S /N�A� values.
The scatter is partly due to the approximately five students
near each microphone being slightly different distances from
the microphone. The larger scatter at lower S /N�A� values
may be indicative of how students react to more difficult
listening conditions. At lower S /N�A�, some students can
still do quite well, but others may more or less give up and
get much lower scores.

The best-fit regression lines to the data in Fig. 2 are
repeated in Fig. 3 and are compared with the previous speech
intelligibility scores from 12 year olds in classrooms. The
previous results12 used a rhyme test with simple rhyming
words presented in a carrier phrase. Given the amount of
scatter in both sets of data, and possible larger inaccuracies
in the older results, there is remarkable agreement between
the old results for 12 year olds and the results for 11 year
olds �i.e., the grade 6 students�. This agreement suggests that

FIG. 2. Mean intelligibility scores of groups of approximately five students
vs A-weighted speech–noise level difference, S /N�A�. The error bars indi-
cate the standard deviations of the scores of each group of students.

-10 -5 0 5 10 15
0

10

20

30

40

50

60

70

80

90

100

Grade 6
Grade 3
Grade 1
1986 Schools

In
te
lli
gi
bi
lit
y,
%

S/N(A), dB

FIG. 3. Comparison of the best-fit regression lines from Fig. 2 with the
mean trend of previous speech intelligibility scores for 12 year olds in
classrooms �Ref. 12�.
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the results are a more representative indication of children’s
ability to understand speech as a function of S /N�A� in real
classroom conditions than some previous laboratory speech
tests.

Figure 4 shows an expanded view of the best-fit regres-
sion lines from Fig. 2. The performance of the three age
groups can be compared by considering the required S /N�A�
for each group to achieve near-ideal conditions for speech
communication. For the results of simple word intelligibility
tests such as the WIPI test, a speech intelligibility score of
95% correct is used to indicate near-ideal conditions, be-
cause 95% correct scores are readily achievable in high
S /N�A� conditions. For example, Fig. 2 shows that for very
high S /N�A� �+23 to +30 dB�, the grade 1 and 3 students
scored �98% correct and the grade 6 students scored
�99.5% correct. That is, although the younger children
might be expected to find the test a little more difficult, all
three age groups are capable of getting higher scores than
95% in very high S /N�A� conditions.

The mean trends in Fig. 4 show that the grade 6 students
could, on average, achieve 95% correct scores for a S /N�A�
of +8.5 dB. However, the grade 3 students required
+12.5 dB S /N�A� and the grade 1 students required
+15.5 dB S /N�A� to obtain a mean score of 95% correct. In
this case there is a 7 dB difference between the average
needs of grade 1 and grade 6 students. That is, the grade 1
students would need a 7 dB greater S /N�A� value, or a cor-
responding 7 dB quieter ambient noise level, to obtain the
same intelligibility scores as the grade 6 students. Further, it
is likely that the grade 6 students would have somewhat
lower speech intelligibility scores than would young adult
listeners in the same situations.9

B. Effects of room acoustics on speech recognition
scores

Table I lists the mean values of key room-acoustics
parameters20 along with the standard deviations of these pa-
rameters for each grade level group. These included mid-

frequency values of early-to-late arriving sound ratios �C50�,
early decay times �EDT�, reverberation times �T60�, and
A-weighted signal-to-noise ratios �S /N�A��. The acquisition
of these data are described in the companion paper.17 It was
hoped that there would be sufficient variation of room acous-
tics conditions among the classrooms to determine the addi-
tional effects of room acoustics on speech intelligibility
scores. In practice, Table I indicates relatively small varia-
tions about the mean conditions that were close to ideal.

To investigate possible additional effects of room acous-
tics on intelligibility scores, multiple regression analyses
were performed regressing speech intelligibility scores on
values of S /N�A�, S /N�A�2, and one of the room acoustics
parameters. Table II summarizes the results in terms of the
resulting R2 �coefficient of determination� values. The R2

values for the combination of the S /N�A� and S /N�A�2 are
first given for each grade level of students. If there are sig-
nificant additional effects of room acoustics, then when val-
ues of one of the room acoustics parameters were added to
the regression analysis, the R2 value would be expected to
increase. For the grade 1 results none of the room acoustics
parameters added significantly to the prediction and the R2

values did not increase. For the grade 3 and 6 results, adding
one of the room acoustics parameters to the prediction did
result in modest but significant increases in the prediction
accuracy of the intelligibility scores. Of the three room
acoustics parameters considered, C50 values tended to be
slightly more effective in increasing the R2 values.

Figure 5 illustrates the resulting multiple regression
equations for combinations of S /N�A�, S /N�A�2, and C50
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FIG. 4. �Color online� Expanded view of the mean trends from Fig. 2
showing the point at which each regression line reaches a 95% speech
intelligibility score.

TABLE I. Summary of mean values and standard deviations ��� of key
room-acoustics parameters for occupied conditions. C50, EDT, and T60 are
midfrequency results for the combined 500 and 1000 Hz octave bands.
S /N�A� is the signal-to-noise ratio in terms of A-weighted speech–noise
level differences.

C50�500–1000� EDT�500–1000� T60�500–1000� S /N�A�

Grade 1
Mean 8.9 0.40 0.43 6.5
� 2.19 0.10 0.09 7.30
Grade 3
Mean 8.6 0.42 0.44 3.8
� 2.41 0.12 0.11 5.2
Grade 6
Mean 8.8 0.37 0.40 3.4
� 2.94 0.13 0.10 9.0

TABLE II. R2 values from multiple regression analyses of intelligibility
scores on the predictors shown at the top of each column. The subscript ns,
indicates that the room acoustics predictor variable �C50, EDT, or T60� did
not add significantly to the prediction �p�0.05�.

N S /N�A� S /N�A� S /N�A� S /N�A�
S /N�A�2 S /N�A�2 S /N�A�2 S /N�A�2

C50 EDT T60

Grade 1 136 0.707 0.710ns 0 .707ns 0 .707ns

Grade 3 96 0.625 0.660 0.655 0.663
Grade 6 156 0.355 0.508 0.475 0.474
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values for the grade 3 and grade 6 results. The regression
equations in Fig. 5 are given by the following:

Grade 3, SI = 2.495 S/N�A� − 0.110 S/N�A�2

+ 0.98C50 + 70.37,

Grade 6, SI = 0.772 S/N�A� − 0.0189 S/N�A�2

+ 1.53C50 + 74.46.

The above-mentioned grade 3 results suggest that a 1 dB
change in C50 values would result in about a 1.0% change in
intelligibility scores. However, the grade 6 results indicate a
1.53% change in intelligibility scores would result for a 1 dB
change in C50 values. If most of the data are within �1 s.d.
of the mean, most C50 values would be within a range of
about 6–12 dB depending on the grade. The largest effect
would be for the grade six results where changes in C50

values are likely to result in changes to intelligibility scores
of up to about 9% �obtained by multiplying the standard
deviation value in Table I for C50 values in grade 6 class-
rooms by the coefficient of C50 in the equation for the above-
presented grade 6 results, and doubling the result to include
positive and negative deviations about the mean�. Of course,
this is much smaller than the effect of S /N�A� values illus-
trated in Fig. 2.

These data do not show large effects of room acoustics
parameters because there were not large variations in room
acoustics conditions among the various classrooms. This is
illustrated in Fig. 5 that plots the regression equations for the
case when C50 was used as the added room acoustics param-
eter. Similar results were obtained using EDT and T60 values
as the added room acoustics parameter. Since these class-
rooms are assumed to be “typical” of many classrooms in

Canadian schools, these results suggest that room acoustics
in these elementary school classrooms tend to be homoge-
neously reasonably acceptable.

IV. DISTRIBUTION OF INTELLIGIBILITY SCORES
ABOUT THE MEAN TRENDS

While Sec. II discusses the mean trends of speech intel-
ligibility scores, it is clear that many individual student re-
sults deviate significantly from the mean trends. That is,
while the average student may for some condition be able to
understand reasonably well, many cannot. It is therefore im-
portant to also examine the distribution of intelligibility
scores about the mean trend. The ultimate goal is to deter-
mine the fraction of the students that can understand speech
well at each S /N�A� value and the required conditions to
enable most children to understand speech well.

The distribution of the intelligibility scores about the
mean trends seen in Fig. 2 was analyzed by dividing the
results into 5 dB wide S /N�A� intervals for the data from the
students of each grade. It was then possible to examine the
distribution of scores within each of these S /N�A� segments.
Although in most cases there were approximately normal
distributions of scores in each segment, in some cases there
were not adequate numbers of data points to provide regular
distributions. A procedure was required to approximate the
distributions in all segments of the data. To do this, the mean
scores and the standard deviations of the scores about the
mean values were calculated for each S /N�A� segment.
These values were then plotted versus the mean S /N�A� val-
ues for each interval. The mean values are listed in Table III
and are different for each grade and follow trends almost
identical to those in Fig. 2.

The standard deviations of the scores in each S /N�A�
interval were similarly plotted versus the mean S /N�A� value
for each interval. As illustrated in Fig. 6, the results for all
three grades follow an approximately similar trend but with
some considerable uncertainty in the lowest S /N�A� interval.
The mean trend in Fig. 6 gives a good estimate of the varia-
tion in the standard deviation of scores over a wide range of
S /N�A� values and is quite adequate for the purposes of
these analyses in which the focus is on very good conditions
for speech communication. Therefore this mean trend is used
as an estimate of the standard deviations for all grades.
�There is some uncertainty in the mean trend at the lowest
S /N�A� category where the mean S /N�A� is −10 dB. This is
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FIG. 5. Multiple regression results for prediction of speech intelligibility
scores from S /N�A�, S /N�A�2, and C50 values for �a� grade 3 results and �b�
grade 6 results. Results are given for C50 values of 6, 9, and 12 dB roughly
corresponding to the range of frequently found conditions in the measured
classrooms.

TABLE III. Average intelligibility scores for each grade and overall average
standard deviations ��� for all grades determined for each S /N�A� interval.

S /N�A� �dB� Avg. grade 1�%� Avg. grade 3�%� Avg. grade 6�%� ��%�

−10 38.0 ¯ 70.5 16.50
−5 56.5 69.0 80.5 12.30
0 73.2 81.5 87.9 9.00
5 84.7 89.3 92.6 5.68
10 91.3 93.6 95.0 3.50
15 94.8 95.9 97.3 2.20
20 96.4 97.0 98.3 1.29
25 97.3 ¯ ¯ 0.70
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to be expected as conditions get more difficult and at ex-
tremely low S /N�A� values intelligibility scores must even-
tually all approach 0% with a standard deviation of zero.�
The mean trend standard deviations from Fig. 6 are included
in Table III.

Assuming a normal distribution is a reasonable approxi-
mation to the distribution of scores in each S /N�A� interval,
one can estimate the distributions of scores for each interval
from the mean and standard deviation of the scores in each
interval. That is, the number of speech intelligibility scores
in each S /N�A� interval can be estimated from the following
expression for a normal distribution:21

y = N/���2��e−�x − ��2/2�2
, �1�

where N is the total number of intelligibility scores in the
distribution for one S /N�A� interval, y is the number of
scores at intelligibility x, x is the speech intelligibility score,
� is the standard deviation of the intelligibility scores in each
S /N�A� interval, and � is the mean speech intelligibility
score in each S /N�A� interval.

With the mean scores and standard deviations for each
S /N�A� interval given in Table III, one can construct a
simple mathematical model of the speech intelligibility
scores for the responses of students in each grade. This
model can describe the distribution of scores as well as the
mean trend of the scores for each age of student. Figure 7
shows the resulting speech intelligibility distributions in each
S /N�A� interval for the grade 1 results.

One can more easily describe the fraction of students
experiencing some high level of speech intelligibility by re-
plotting the information as cumulative probability plots. This
is done in Fig. 8 for the data from all three grade levels. The
goal is to determine the required S /N�A� at each grade level
for students to experience near-ideal conditions. Near-ideal is
again defined as corresponding to speech intelligibility
scores of 95% or better.

Figure 8 can be used to determine the fraction of stu-
dents at each S /N�A� category that would experience near-
ideal conditions with intelligibility scores of 95% or better.
For the example of the grade 6 students at a 20 dB S /N�A�,
essentially all would experience 95% intelligibility or better.

At a S /N�A� of +15 dB only 25.4% of the grade 6 students
would not experience 95% or better speech intelligibility.
One might therefore argue that the common recommendation
for a +15 dB S /N�A� value12,22 is satisfactory for the grade 6
students because at this S /N�A�, 74.6% of the students
would experience near-ideal conditions.

For the grade 3 students at a +15 dB S /N�A� value, only
54.5% would experience 95% or better speech intelligibility
and for the grade 1 students, only 36.6% would experience
this near-ideal speech intelligibility for conditions of +15 dB
S /N�A�. However, for a +20 dB S /N�A�, 74.8% of the grade
1 students would experience 95% or better speech intelligi-
bility. It is therefore important to note that a +15 dB S /N�A�
does not provide near-ideal conditions for most of the grade
1 students.

V. COMPARISON OF ACTUAL S/N„A… VALUES WITH
IDEAL REQUIREMENTS

A. Ideal S/N„A… goals

The data in Fig. 8 can be replotted as the percentage of
students who would experience 95% speech intelligibility or
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better as a function of the existing S /N�A� value, as illus-
trated in Fig. 9. This again assumes that 95% speech intelli-
gibility on a simple word intelligibility test represents near-
ideal conditions for speech communication. In this format
one can directly determine the S /N�A� required for a certain
percentage of the students to experience 95% speech intelli-
gibility or better. That is, one could choose a desired S /N�A�
goal so that some large percentage of the students would
experience these near-ideal conditions for speech communi-
cation. For example, one might aim for acoustical conditions
in which at least 80% of the students would experience 95%
speech intelligibility or better. Figure 9 shows that for the
grade 6 results a S /N�A� value of just above +15 dB is re-
quired. The grade 3 results indicate a minimum S /N�A� of
+18.5 dB would be required and the grade 1 results indicate
a minimum required S /N�A� of close to +20.5 dB.

One could require that a larger or smaller percentage of
the students should experience such near-ideal conditions.
For example, requiring that 90% of the students should ex-
perience such near-ideal conditions rather than 80% would
increase the minimum S /N�A� values needed by about 2 dB.
One might also include a small safety factor to be sure that
the desired S /N�A� value is actually achieved in real class-
rooms. Some differences in approach are possible, but Fig. 9
can serve as the basis for setting acceptable S /N�A� criteria
for elementary school students. One could readily interpolate

for intermediate grade results and perhaps even assume that
grade 7 and 8 results would yield a curve only slightly to the
left of the grade 6 results in Fig. 9.

To accommodate the needs of younger children and/or
to include even a modest safety factor leads to required
S /N�A� values greater than the common recommendation for
an ideal S /N�A� of +15 dB.

B. Conditions in active classrooms

As part of this work, speech and noise levels were re-
corded in active classrooms and separate speech and noise
levels were determined using a statistical procedure.17 �“Ac-
tive” indicates the classrooms were fully occupied with stu-
dents active in educational activities with their teacher.� The
mean teacher speech level at the microphone locations near
the students was 59.5 dBA with a standard deviation of
�5.5 dB. The distribution of measured S /N�A� values in
active classrooms is shown in Fig. 12 of Ref. 17. The mean
S /N�A� was approximately +11 dB. Although a S /N�A� of
+11 dB is often said to correspond to somewhat acceptable
conditions for speech communication, Sec. V A demon-
strated that much higher S /N�A� values are required for good
speech communication for younger children. In the actual
teaching situations shown in Fig. 12 of Ref. 17, S /N�A� val-
ues of +15 dB or more only occurred in 6.25% of the mea-
sured cases. The S /N�A� conditions during the measure-
ments of actual teaching sessions were considerably inferior
to the S /N�A� values required for near-ideal conditions in
Sec. IV.

Knowing children’s ability to understand speech at vari-
ous S /N�A� values and knowing the distribution of S /N�A�
values found in active elementary school classrooms, one
can now estimate the proportion of the students in the mea-
sured classrooms who would experience near-ideal condi-
tions for speech communication. First, the distribution of
measured S /N�A� values in the active classrooms was recal-
culated with the same 5 dB intervals as were used in Table
III and Figs. 7 and 8. These values are listed in the left-hand
3 columns of Table IV and show that most of the measured
conditions �61.6%� had S /N�A� values in the category with a
mean S /N�A� of +10 dB.

The middle three columns in Table IV show the percent-
age of students who would experience 95% speech intelligi-
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FIG. 9. Percentage of students who would experience 95% speech intelligi-
bility or higher as a function of the S /N�A� value.

TABLE IV. Calculation of the percentage of students at each grade level who would experience near-ideal acoustical conditions for speech communication in
the measured active classrooms. Columns 1–3, distribution of S /N�A� values while teachers were talking. Columns 4–6, percentages of students who would
experience 95% speech intelligibility or better in each S /N�A� category. Columns 7–9, total percentages of students who would experience near-ideal
conditions in the measured active classrooms.

Mean
S /N�A� �dB�

N
cases

%
cases Percent scoring �95% SI %cases� %students

Grade 1 Grade 3 Grade 6 Grade 1 Grade 3 Grade 6

0 0 0.0
5 9 8.0 3.9 12.0 21.4 0.31 0.96 1.72
10 69 61.6 13.0 26.6 40.5 8.03 16.39 24.93
15 34 30.4 36.6 54.5 74.6 11.12 16.55 22.63
20 0 0.0
Total 112 100.0 19.5 33.9 49.3
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bility or better in each of these same S /N�A� categories and
these were obtained from Fig. 8. By multiplying the percent-
age of cases in each S /N�A� category by the corresponding
percentage of students who would experience 95% speech
intelligibility or better in that category, the total percentage
of all students who would experience near-ideal conditions is
obtained in the three right-hand columns for each age group.
These final percentages are summed over all three S /N�A�
categories at the lower right-hand side of Table IV.

The quite surprising result is that only 19.5% of the
grade 1 students would experience near-ideal conditions dur-
ing the measured teaching activities. This rises to 33.9% of
the grade 3 students and 49.3% of the grade 6 students. This
is in spite of the fact that room acoustics parameters were
near-ideal and the rooms seemed to have only minimal
acoustical problems to the �adult� experimenters carrying out
these tests.

C. Maximum ambient noise level criteria

By combining the various results from this study, one
can estimate maximum acceptable ambient noise levels that
would provide near-ideal speech communication for students
of various ages. Table V illustrates the process for grade 1
students for whom a minimum S /N�A� of 20 dB was found
to be necessary in the previous sections of this paper. This
estimate results in a recommended maximum ambient noise
level that is almost identical to that recommended in the
ANSI S12.60 classroom acoustics standard. This is strong
confirmation of the validity of the recommendation in ANSI
S12.60.

Similar estimates could be made for grade 3 and 6 stu-
dents. If these estimates included a small safety factor of
2–4 dB to account for various uncertainties, the results
would again be close to the recommendations of ANSI
S12.60. It is therefore justifiable and practical to recommend
a maximum ambient noise level in all elementary school
classrooms of no more than 35 dBA. It is important to real-
ize too, that although occupied noise levels may be higher
than 35 dBA, lower unoccupied levels lead to lower occu-
pied levels17 and hence it is particularly important to make
unoccupied ambient noise levels as low as possible.

Unfortunately the current data are not adequate to esti-
mate ideal room acoustics criteria for classrooms. There was
simply very little variation in room acoustics conditions.
This means that the conclusions with respect to desirable
S /N�A� and ambient noise levels are directly applicable to
classrooms with room acoustics conditions similar to those
in these classrooms. However, the room acoustics measure-
ment results in Table I show that conditions in these class-

rooms were close to most recommended values for class-
rooms. Thus, the recommended S /N�A� values can be said to
be an important component of an ideal classroom.

VI. DISCUSSION AND CONCLUSIONS

This study has provided data that better describe the
abilities of elementary school children to understand speech
in noise in real classrooms of schools near Ottawa, Canada.
The results are better because they are from a large sample of
children and are based on natural binaural listening in actual
classrooms with realistic ambient noises. These results also
realistically include the other distractions that are expected to
occur in actual classrooms such as those from other students
both in the classroom and in adjacent spaces.

The form of the relationships between intelligibility
scores and S /N�A� values is similar to previous in-classroom
speech intelligibility tests but different than earlier laboratory
studies using monaural headphone playback of the speech
material.

The mean trends of the results indicate that grade 1 stu-
dents �6 year olds� require 7 dB higher S /N�A� values to
achieve the same speech intelligibility scores as would grade
6 students �11 year olds�. Although no adult data were ob-
tained, it is likely that young adult listeners would get some-
what higher speech intelligibility scores than the grade 6
students at the same S /N�A� conditions.9

There is also much scatter in the speech intelligibility
scores about the mean trends indicating that many students
would often have more difficulty understanding speech than
indicated by the mean trends. The distribution of speech in-
telligibility scores about the mean trends was therefore also
examined and a mathematical model of the means and dis-
tributions of scores was developed to more completely define
children’s abilities to understand speech in noise.

From this model estimates of the S /N�A� values re-
quired for grade 1, grade 3, and grade 6 students to experi-
ence near-ideal conditions for speech communication were
made. Near-ideal conditions were defined as 95% speech in-
telligibility scores on simple word intelligibility tests and all
ages of student could do better than this in very high S /N�A�
conditions. For 80% of the students to experience such near-
ideal conditions, S /N�A� values of +20, +18, and +15 dB
would be required for grade 1, grade 3, and grade 6 students,
respectively.

Measurements during actual teaching activities showed
an average S /N�A� of 11 dB and in only 6.25% of the cases
were the S /N�A� +15 dB or higher. In the actual teaching
situations only 19.5% of the grade 1, 33.9% of the grade 2,
and 49.3% of the grade 6 students would experience near-
ideal conditions for speech communication. That is, in the
measured classrooms that appeared to have acceptable
acoustical conditions to the adult experimenters, less than
half of the students would experience near-ideal speech com-
munication.

The inability of younger children to understand many of
the words that a teacher is saying must make it more difficult
for the children to learn new concepts. There is a growing
literature of results indicating that increased noise levels are

TABLE V. Calculation example to determine maximum acceptable ambient
noise levels.

59.5 dB A Mean classroom speech level from teachers
−5.5 dB A Standard deviation of measured speech levels
−20 dB A Required S /N�A� for grade 1 students
34 dB A Required maximum ambient noise level
35 dB A ANSI S12.60 maximum ambient noise level criteria
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associated with a number of educational factors such as de-
layed reading ability, effects on memory, and student
behavior.2

Further calculations based on the new measurements led
to estimates of maximum acceptable ambient noise levels
that were very close to the 35 dBA recommendation in
ANSI S12.60.

The range of room acoustics conditions measured in the
classrooms was quite small and close to values thought to be
optimum. Although there were significant effects of room
acoustics parameters, the limited range of the data made it
impossible to produce new estimates of ideal room acoustics
conditions for speech communication in classrooms as a
function of student age. Further research is required to con-
sider the question of optimum room acoustics criteria to
maximize intelligibility and the quality of speech communi-
cation.
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The previous work �Morimoto et al., J. Acoust. Soc. Am. 116, 1607–1613� showed that listening
difficulty ratings can be used to evaluate speech transmission performance more exactly and
sensitively than intelligibility. Meanwhile, speech transmission performance is usually evaluated
using acoustical objective measures, which are directly associated with physical parameters of room
acoustic design. However, the relationship between listening difficulty ratings and acoustical
objective measures was not minutely investigated. In the present study, a total of 96 impulse
responses were used to investigate the relationship between listening difficulty ratings and several
objective measures in unidirectional sound fields. The result of the listening test showed that �1� the
correlation between listening difficulty ratings and speech transmission index �STI� is the strongest
of all tested objective measures, and �2� A-weighted D50, C50, and center time, which are obtained
from the impulse responses passed through an A-weighted filter, also strongly correlate with
listening difficulty ratings, and their correlations with listening difficulty ratings are not statistically
different from the correlation between listening difficulty ratings and STI.
© 2008 Acoustical Society of America. �DOI: 10.1121/1.2885750�

PACS number�s�: 43.55.Hy, 43.71.Gv �NX� Pages: 2087–2093

I. INTRODUCTION

Evaluation of speech transmission performance is essen-
tial for designing rooms for speech communication. Ideally,
speech transmission performance should be subjectively
evaluated by listeners, because the performance indicates
how accurately and comfortably speech information is trans-
mitted to listeners. Morimoto et al.1 suggested listening dif-
ficulty ratings as a subjective measure to evaluate the speech
transmission performance of rooms. Listening difficulty rat-
ings are the percentage of responses that indicate some level
of difficulty in listening to the most familiar words. Sato et
al.2 reported that listening difficulty is a more appropriate
evaluation tool than word intelligibility tests for conditions
with speech-to-noise ratios between 0 and 15 dBA that are
commonly found in everyday life. Therefore, it is advisable
that the design and evaluation of rooms for speech commu-
nication be carried out on the basis of listening difficulty
ratings.

However, objective measures are usually used to evalu-
ate speech transmission performance, because they are di-
rectly associated with the physical parameters of room
acoustic design, and it takes much time to obtain subjective

measures. Therefore, the relationship between subjective and
objective measures needs to be clarified in advance to con-
vert objective measure to subjective measure, and vice versa.

Background noise and reverberant sounds are critical
factors in determining speech transmission performance in
rooms. Useful-to-detrimental ratio proposed by Lochner and
Burger,3 and speech transmission index �STI� proposed by
Houtgast and Steeneken4 can estimate the combined effects
of the two critical factors on speech intelligibility. The two
objective measures have different concepts in estimating the
effect of reverberation sounds on speech intelligibility. The
concept of useful-to-detrimental ratio is that the energy of
the direct sound and reflected sounds can be divided into
useful energy and detrimental energy for speech intelligibil-
ity according to the interval from the direct sound. Mean-
while, the concept of STI is based on the reduction of the
modulation transfer function �MTF� due to reverberant
sounds. Although the concept of STI is different from that of
useful-to-detrimental ratio, Bradley5 reported that the corre-
lation coefficients between speech intelligibility and the two
objective measures are essentially equivalent.

The relationship between listening difficulty ratings and
objective measures was investigated in the previous
studies.1,2,6 Morimoto et al.1 and Kobayashi et al.6 reported
that listening difficulty ratings increased with increasing re-
verberation time and decreasing speech-to-noise ratio. Sato
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et al.2 reported that a logistic curve could be used to explain
the relationship between listening difficulty ratings and
U50�A�, that is, A-weighted useful-to-detrimental ratio with
50 ms early time interval. However, reverberant sounds used
in the previous studies1,2,6 were artificial and simple ones,
while reverberant sounds in real rooms have complex prop-
erties and vary widely. In addition, the number of reverberant
sound fields used in the previous studies was not enough to
investigate the relationship between listening difficulty rat-
ings and objective measures.

In the present study, the relationship between listening
difficulty ratings and objective measures is investigated fo-
cusing on the effect of time sequences of sound reflections. A
total of 96 reverberant sound fields that cover a wide variety
of acoustic conditions were tested. These sound fields were
unidirectional, and were simulated by convolving test signals
with monaural impulse responses measured in real rooms.

II. METHOD

A. Test words and sound fields

A hundred Japanese words were used as test words. Test
words were selected from the word lists proposed by Saka-
moto et al.7 to be most familiar to young adults. Each test
word has four syllables. Test words were spoken by a female
speaker, and recorded in an anechoic room.

A total of 96 impulse responses were used as test sound
fields. Seventy-one of them were selected from the impulse
response database compiled by the Speech Communication
Research Working Group of the Architectural Institute of
Japan.8 The database included 966 digitized impulse re-
sponses measured at various types of rooms in Japan, for
example, a meeting room, an auditorium, a concert hall, a
film theater, and a sports area. The impulse responses, which
had been measured using a one-point omni-directional mi-
crophone, were used in the present study. The impulse re-
sponses were selected to have a wide variety of acoustic
conditions.

The other 25 impulse responses were artificially created
to cover less and much reverberant sound fields that are lack-
ing in number in the database. Artificial impulse responses
were created by reverberating or trimming monaural impulse
responses in the database8 using software �SEKD Sampli-
tude� on a personal computer. Figure 1 represents the num-
bers of real and artificial impulse responses used in the lis-
tening test as a function of STI. Open and closed bars
respectively represent the numbers of real and artificial im-
pulse responses. The STIs of artificial impulse responses
were controlled in order to flatten the distribution of the
number of impulse responses as a function of STI.

B. Participant

Fifty-five young adults �male: 27, female: 28� partici-
pated in the listening test. They were university students in
their twenties. The results of pure-tone audiometry show that
all participants had normal hearing sensitivity. All partici-
pants had the experience of participating in listening tests on
evaluating speech transmission performance.

C. Procedure

Each of the test words was preliminarily convolved with
each of the test impulse responses on a personal computer.
Thus, a total of 9600 test signals �100 words�96 impulse
responses� were prepared. The test signals were divided into
100 different sets consisting of 96 test signals.

Moreover, four reverberation-free words were added to
each set. Sato et al.9 reported that the reproducibility of lis-
tening difficulty ratings improved when a reverberation-free
and quiet sound field and an extremely reverberant and noisy
sound field were included in the test sound fields as reference
signals. The four reverberation-free words were expected to
work as the highest-quality reference signals, and the lowest-
quality reference signals, that is, extremely reverberant
sound fields, were already included in the test sound fields in
the present study. Therefore, each set consisted of 96 test
signals and four highest-quality reference signals. Each set
contained all test words and impulse responses, and combi-
nations of the test words and the test impulse responses were
different in different sets.

Each participant listened to four different sets of test
signals. A total of 220 sets of test signals �55 participants
�4 sets� were presented throughout the listening test. Each
set was used twice or thrice. The listening test was divided
into eight sessions each of which allows participants to listen
to 50 test signals. Test signals were presented in random
order, except that the first signal in each session was always
the highest-quality reference signal. The interval for the pre-
sentation of each signal was 10 s. It took about 7 min. to
complete each session.

The test signals were unidirectionally presented from a
loudspeaker �Fujitsu Ten, TD512� at a distance of 1.5 m in
front of the participant in an anechoic room. The frequency
characteristics of the loudspeaker were flat within �5 dB in
the range from 100 Hz to 10 kHz. The sound pressure level
of each test signal was measured at the position of the center
of the subject’s head using a sound level meter, which was
set at A-weighted and slow response. The differences among
the peak levels of the test signals were within �1.5 dBA,
and the level averaged over all test signals was set at
65 dBA. No additional noise was added to the test signals.

FIG. 1. Numbers of real and artificial impulse responses �IR� used in the
listening test as a function of STI in steps of 0.05. Open and closed bars
respectively represent frequencies of real and artificial impulse responses.
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Each participant was asked to take dictation of each test
signal as they listened using katakana characters �Japanese
phonograms� and to simultaneously rate the listening diffi-
culty into one of the four categories shown in Table I. Before
the listening test, each participant listened to ten signals as an
exercise. The signals for exercises were made by convolving
ten words that were not included in the 100 test words with
ten different impulse responses used in the listening test so
that the signals for exercises contained the widest range of
the test sound fields.

D. Acoustical objective measures

A total of six types of acoustical objective measures
were tested in the present study. The tested objective mea-
sures were speech transmission index �STI�,4 Deutlichkeit
�D50�,

10 an early-to-late ratio with the fixed boundary at
50 ms from the direct sound �C50�,

11 center time �ts�,
12 rever-

beration time �RT�, and early decay time �EDT�. STI was
obtained from the impulse responses according to the origi-
nal method documented in a review by Houtgast and
Steeneken.13 The objective measures except STI were ob-
tained from the impulse responses passed though 1 /1 octave
band filters with center frequencies from 125 Hz to 8 kHz.
In addition, a two-octave-band filter that covers octave bands
of 500 Hz and 1 kHz, and an A-weighted filter were used for
a trial, because these filters are often used to evaluate acous-
tical environments. Furthermore, the frequency weighting
sum of D50 and that of C50 were also obtained using the
weighting factors for STI13 and speech intelligibility index14

�1 /1 octave band method, female� as a trial. The slope of
bandpass filters was −48 dB /oct. RT and EDT were, respec-
tively, obtained from the slopes of the reverberation energy
decay curve from −5 to −35 dB and from −5 to −15 dB us-
ing Shoreder’s method.15

III. RESULTS AND DISCUSSION

A. Relationship between word intelligibility scores
and listening difficulty ratings

Word intelligibility scores and listening difficulty ratings
for each impulse response were obtained from the collective
results of the listening test for all participants. This means
that the number of samples for each impulse response was
220. The word intelligibility score is the percentage of the
test signals written down correctly. The listening difficulty
rating is the percentage of the sum of listening difficulty
ratings evaluated from “2” to “4” in Table I. Note that lis-
tening difficulty ratings decrease when speech transmission
performance improves, in contrast to word intelligibility
scores.

The listening difficulty rating for the reverberant-free
reference signal was 1.3%, and the maximum listening diffi-

culty rating was 98%. These results indicated that the sound
fields used in the present study included both high-end and
low-end reference signals, and that the listening difficulty
ratings obtained in the present study will have high repro-
ducibility.

Figure 2 represents the relationship between word intel-
ligibility scores and listening difficulty ratings. Word intelli-
gibility scores decreased with increasing listening difficulty
ratings. However, word intelligibility scores varied over a
range of only 27% �i.e., from 73 to 100%�, while listening
difficulty ratings varied over almost the full range �from 2 to
98%�. This behavior corresponds to those observed in the
previous studies.1,2,6

B. Relationship between listening difficulty ratings
and objective measures

Generally speaking, the relationship between a subjec-
tive value and an objective value is nonlinear, and a cumu-
lative normal distribution function or a logistic curve is often
used to approximate a subjective-objective function. As re-
ported by Sato et al.,2 this relationship seems to be similar to
the case of the relationship between listening difficulty rat-
ings and objective measures. In the present study, a cumula-
tive normal distribution function was used to approximate
listening difficulty ratings as a function of each objective
measure. Listening difficulty ratings were converted into
standard scores �z scores�16 to simplify the approximation
using a linear regression analysis. The z scores of −1, 0, and
1, respectively, correspond to the listening difficulty ratings
of 16, 50, and 84%.

Linear regression analyses between z scores of listening
difficulty ratings and each objective measure were per-
formed. The listening difficulty ratings that were less than
5% �z�−1.64� and more than 95% �z�1.64� were omitted
to prevent their excessive effect on linear regression analy-
ses. A total of 16 test sound fields were omitted in the fol-
lowing analyses.

TABLE I. Categories of listening difficulty �see Ref. 1�.

1 Not difficult
2 A little difficult
3 Fairly difficult
4 Extremely difficult
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FIG. 2. Relationship between word intelligibility scores and listening diffi-
culty ratings.
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1. Correlation coefficient

Table II represents correlation coefficients between z
scores of listening difficulty ratings and each of the objective
measures. The correlation between z scores of listening dif-
ficulty ratings and STI was the strongest of all objective
measures �r=−0.97�. The differences between the absolute
value of correlation coefficient for STI and the other absolute
values of correlation coefficients were statistically tested us-
ing Fisher’s z transformation.16 The lower limit of the abso-
lute value of correlation coefficient that is not statistically
different from that for STI is calculated to be 0.937 �p
�0.05�. This means that the correlation coefficients between
−0.937 and 0.937 are statistically weaker than that for STI.
Asterisks on the right-hand side of the correlation coeffi-
cients in Table II denote that the correlation is statistically
weaker than that for STI. The correlations for RT and EDT
were statistically weaker than that for STI for all cases. It
was common to observe for D50, C50, and ts that the correla-
tions for the A-weighted filter were not statistically weaker
than that for STI. The correlations for 1–4 kHz were instead
stronger than those for 250 Hz, 500 Hz, and 8 kHz regard-
less of the objective measures. These results indicate that
listening difficulty is more strongly affected by reverberant
sounds within octave bands from 1 to 4 kHz than other oc-
tave bands. The A-weighted function relatively increases
sound energy within octave bands from 1 to 4 kHz, and de-
creases other frequency sounds that are not very important
for listening difficulty ratings. Therefore, A-weighted objec-
tive measures seem to strongly correlate with listening diffi-
culty ratings. The mid-two-octave band �500 Hz–1 kHz� ob-
jective measures, the frequency weighting sum of D50, and
that of C50 also showed strong correlations, which were al-
most the same as those for A-weighted objective measures.

2. Scatter diagram, linear regression line and
prediction interval

Figure 3 represents scatter diagrams for STI and
A-weighted objective measures. A linear regression line and
95% prediction intervals are also shown in each panel. Lin-

ear regression equations for other frequencies are shown in
the Appendix. The prediction intervals for EDT�A� and
RT�A� were around �0.9� at the z score of listening diffi-
culty ratings of zero. Meanwhile, the prediction intervals for
other objective measures were around half as small as those
for EDT�A� and RT�A�. The prediction intervals at the z
score of listening difficulty ratings of zero are �0.43� for
STI, �0.57� for D50�A�, �0.56� for C50�A� and �0.51�
for ts�A�. The differences between the prediction interval for
STI and that for other objective measures ranged from 0.08
to 0.14�. This also indicates that the estimation accuracies of
D50�A�, C50�A� and ts�A� are not inferior to that of STI. The
relationship between z scores of listening difficulty ratings
and ts�A� showed a logarithmic function rather than a linear
function. However, the correlation coefficient between z
scores of listening difficulty ratings and the base-10 loga-
rithm of ts�A� �r=−0.96� was not significantly increased
from that for ts�A�.

Note that the test sound fields used in the present study
were unidirectional sound fields. It is unclear whether the
results of the present study are applicable in real sound fields
or not at this time. Further studies will clarify this problem.
Considering a masking level difference17 due to spatial as-
pects of reverberant sounds, listening difficulty ratings in real
sound fields might improve relative to those estimated from
monaural objective measures. Even if that were true, the es-
timation error would be at least on the safe side.

C. Evaluation of speech transmission performance
using listening difficulty and objective
measures

Figure 2 clearly demonstrates that listening difficulty
ratings can present the difference between speech transmis-
sion performances that word intelligibility scores cannot.
Moreover, Fig. 3 shows that z scores of listening difficulty
ratings were linearly proportional to STI in the range of STI
from 0.3 to 0.9. This demonstrates that listening difficulty

TABLE II. Correlation coefficients between the z scores of listening difficulty ratings and each of the objective
measures. The objective measures except STI were calculated using the impulse responses passed though 1 /1
octave bandpass filters for each center frequency, a two-octave bandpass filter that covers octave bands of
500 Hz and 1 kHz, and an A-weighted filter. The frequency weighting sum of D50 and that of C50 were obtained
using the weighting factors for STI �see Ref. 13� and speech intelligibility index �Ref. 14�. �SII�.

Frequency weighting STI D50 C50 ts EDT RT

125 Hz ¯ −0.74* −0.75* 0.81* 0.76* 0.67*

250 Hz ¯ −0.86* −0.85* 0.92* 0.77* 0.72*

500 Hz ¯ −0.88* −0.88* 0.92* 0.80* 0.81*

1 /1 oct. bandpass 1 kHz ¯ −0.94* −0.93* 0.94 0.81* 0.83*

2 kHz ¯ −0.93* −0.92* 0.95 0.82* 0.83*

4 kHz ¯ −0.92* −0.93* 0.96 0.80* 0.85*

8 kHz ¯ −0.88* −0.88* 0.92* 0.72* 0.82*

Two-oct. bandpass 500-1 kHz ¯ −0.93* −0.93* 0.94 0.81* 0.82*

A-weighted ¯ −0.94 −0.94 0.95 0.82* 0.84*

Frequency STI −0.97 −0.94 −0.94 ¯ ¯ ¯

weighting sum SII ¯ −0.94 −0.94 ¯ ¯ ¯

*Statistically different from STI �p�0.05�
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ratings can present the difference between most speech trans-
mission performances of room acoustics that appear in real
situations.

Objective measures are used to evaluate the speech
transmission performance of rooms in various stages of
acoustic design. Before construction of rooms, estimation of
RT from volume and sound absorbing power is usually per-
formed on the assumption of a diffuse sound field. However,
the correlation between listening difficulty and reverberation
time is significantly weaker than in the case of other objec-
tive measures. Therefore, it is better to consider RT as a
simple but rough predictor of listening difficulty. Meanwhile,
impulse responses are needed to obtain objective measures
other than RT. Bistafa and Bradley18 suggested the formula-
tion of D50 and C50 in a diffuse sound field by introducing an
ideal impulse response consisting of the direct sound and
exponential decay that start at the same time. Houtgast and
Steeneken13 also suggested the formulation of MTF in a dif-
fuse sound field based on the same ideal impulse response.
Barron’s revised theory19 also enables us to obtain D50 and
C50 from RT and source-receiver distance. These would be
more accurate predictors of listening difficulty than RT at
sound receiving points where the direct sound is dominant.

Impulse responses can be obtained from measurements
in scale model or computer simulations before constructing
rooms. These methods are useful for optimizing speech
transmission performance by arranging reflective or absorp-
tive materials on room surfaces. In this manipulation, infor-
mation on whether each reflected sound is useful or detri-
mental for speech perception is directly related to the
arrangement of room surfaces. The concept of an early-to-
late ratio more clearly provides this information than that of
STI. Considering that A-weighted D50 and C50 strongly cor-
relate with listening difficulty ratings and that the correla-
tions are not statistically different from the correlation for
STI, A-weighted D50 and C50 are more useful than STI from
the viewpoint of the acoustical design of rooms.

After construction of rooms, impulse responses can be
measured in the constructed rooms. STI can estimate listen-
ing difficulty most accurately from impulse responses of
rooms. Therefore, it is better to use STI to conclusively de-
termine listening difficulty in the constructed rooms.
A-weighted D50, C50, and ts are simple alternatives for such
use. Figure 4 represents the relationship between listening
difficulty ratings and other measures to evaluate speech
transmission performance on the basis of the linear regres-

FIG. 3. Z score of listening difficulty rating as a function of each of the objective measures. A solid line and dashed lines in each panel respectively represent
a linear regression line and 95% prediction intervals.
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sion equations presented in Fig. 3. This chart enables us to
convert listening difficulty ratings to intelligibility rating,20

STI, A-weighted D50, C50, and ts, and vice versa. For ex-
ample, a listening difficulty rating of 50% roughly corre-
sponds to an STI of 0.5, and the boundary between intelligi-
bility ratings of “Fair” and “Good” corresponds to a listening
difficulty rating of around 30%.

IV. CONCLUSION

The relationship between listening difficulty ratings and
acoustical objective measures was investigated using the
monaural impulse responses measured at various types of
rooms in Japan, focusing on the effect of time sequences of
sound reflections. The results of listening tests and analyses
clarified that �1� the correlation between listening difficulty
ratings and STI is the strongest of all tested objective mea-
sures, and �2� A-weighted D50, C50, and ts, which are calcu-
lated from the impulse responses passed through an
A-weighted filter, also strongly correlated with listening dif-
ficulty ratings, and their correlations with listening difficulty
ratings are not statistically different from the correlation be-
tween listening difficulty ratings and STI.

Note that the results of the present study were obtained
in quiet sound fields. The effect of background noise needs to
be investigated to determine the best objective measure for
estimating listening difficulty ratings in noisy sound fields,
such as public spaces.
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Optimal shape design of a two-dimensional poroelastic acoustical foam is formulated as a topology
optimization problem. For a poroelastic acoustical system consisting of an air region and a
poroelastic foam region, two different physical regions are continuously changed in an iterative
design process. To automatically account for the moving interfaces between two regions, we
propose a new unified model to analyze the whole poroelastic acoustical foam system with one set
of governing equations; Biot’s equations are modified with a material property interpolation from a
topology optimization method. With the unified analysis model, we carry out two-dimensional
optimal shape design of a poroelastic acoustical foam by a gradient-based topology optimization
setting. The specific objective is the maximization of the absorption coefficient in low and middle
ranges of frequencies with different amounts of a poroelastic material. The performances of the
obtained shapes are compared with those of well-known wedge shapes, and the improvement of
absorption is physically interpreted. © 2008 Acoustical Society of America.
�DOI: 10.1121/1.2839001�

PACS number�s�: 43.55.Pe, 43.20.Gp, 43.50.Gf, 43.20.Mv �NX� Pages: 2094–2106

I. INTRODUCTION

In anechoic chambers, many kinds of shaped foams, not
flat foams, are installed on the wall for sound absorption. For
the shaped foams, their cross-sectional shape is the principal
factor that determines the sound absorption performance. In
most of the anechoic rooms, wedge shapes of acoustical
treatments are generally used since they show better perfor-
mance at relatively lower frequencies than the flat ones do.
However, for improvement of absorption ability of the
wedge foam in low and middle ranges of frequencies, it is
known that longer and sharper foam shape should be in-
stalled in the room. This type of shape requires more absorb-
ing material and larger space. In this situation, we intend to
design an optimal shape �i.e., cross-sectional shape� of a po-
roelastic acoustical foam for maximization of the absorption
coefficient at ranges of low and middle of frequencies. To
carry out our objective, we set a poroelastic acoustical foam
shape design as a two-dimensional topology optimization
problem in this work.

Much research related to shape treatment for improve-
ment of its absorbing performance has been reported. Be-
ranek and Sleeper1 carried out various experiments over five
different types of structures including the exponentially
taped pyramidal and wedge structures for use in an anechoic
chamber. Koidan et al.2 described a hybrid wedge design

composed of different weight materials and air space for
anechoic room through parametric studies. For numerical
analysis of a wedge foam, Easwaran and Munjal3 proposed a
finite element model based on the bulk reaction concept. In
their work, the effects of geometric parameters of wedge as
well as material properties were widely considered. Kang
and Bolton4 studied optimal wedge shape with wedge angle
as a design parameter. They found an optimal wedge angle
under constant wedge volume through various numerical cal-
culations with their finite element model on a poroelastic
acoustical foam.5 Later, Chen et al.6 carried out numerical
and experimental studies about the effects of surface shapes
of an acoustical absorber: triangular, semicircular and con-
vex rectangular surface shapes were compared in their ab-
sorption coefficients. Simón et al.7 proposed an analytical
approximation for the calculation of the absorption on po-
rous corrugated surfaces. As well as the wedge shape itself,
research related to inner structures of an absorbing foam was
also reported. Lee and Chen8 studied the effect of inner
structures on the sound absorption of multilayered absorbers.
And Sgard et al.9 used the concept of double porosity to
improve the absorption of porous materials.

Although the previous works have contributed to foam
shape design for improvement of absorption performance,
most of the works were based on a given configuration of
absorbing materials. Therefore, their shape designs were
conducted by slight changes of the configuration or by com-
parisons of acoustical performance for some kinds of typical
shapes with repeated analyses or experiments. No complete
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yykim@snu.ac.kr
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and systematic work has been done on the design of an op-
timal foam shape. Especially, any design method of an opti-
mal foam shape for low and middle ranges of frequencies
without any given configuration has not been reported.

The difficulties in the shape design of acoustical foams
are due to the absence of a systematic design method based
on an iterative optimization process. The air region and
acoustical foam region are continuously changed in an itera-
tive design process as shown in Fig. 1�a�. The moving inter-
faces between two regions should be reflected in the analysis
at each iteration. In a common analysis model, different gov-
erning equations represent different physical regions �e.g.,
the scalar Helmholtz equation for an air region and Biot’s
equations for a poroelastic acoustical foam region, respec-
tively�, and couplings between them at interfaces are consid-
ered �refer to the left figure in Fig. 1�c��. Since any common
analysis model has to repeat reconstruction of the two re-
gions and modification of the coupling between them manu-
ally at every iterative step, it is very time consuming to re-
flect continuously moving interfaces using common analysis
model automatically. Therefore, a general analysis model is
not proper to implement a foam shape design to a systematic
design process.

To cope with the difficulties, we propose a new unified
model to apply the foam shape design in a systematic itera-
tive optimization process. The unified analysis model is
based on Biot’s theory.10 In addition, a material property in-
terpolation concept from a topology optimization method11

modifies Biot’s equations to express an air region as well as
a poroelastic acoustical foam region. The material properties
of an element are formulated as functions of real-valued ma-
terial state variables ��e�, which are imposed on elements.
The real-valued material state variables interpolate the states

of an element between a poroelastic material and air. For
example, the value of 1 for the real-valued material state
variables corresponds to the state of a poroelastic material
and the value of 0, for the state of air as shown in Fig. 1�b�.
Therefore, two different physical regions are expressed with
the same governing equation by controlling the value of the
real-valued material state variables between 1 and 0 as
shown in the right figure in Fig. 1�c�. Consequently, chang-
ing interfaces in an iterative design process between an air
region and a poroelastic acoustical foam region are automati-
cally constructed using the proposed unified analysis model.

The advantage of the automatic construction of moving
interfaces between an air region and a poroelastic acoustical
foam region in any iteration step is appropriate in the formu-
lation of an optimal foam shape design problem in a topol-
ogy optimization setting. In this work, a topology optimiza-
tion formulation is implemented with a general finite element
method to design a two-dimensional poroelastic acoustical
foam shape. Although existing wedge shapes yield good per-
formance of sound absorption in high frequency range, their
absorption performance in low and middle ranges of fre-
quencies is not as good as that in high frequency range. Our
optimal design of a poroelastic acoustical foam shape is,
therefore, focused on the low and middle ranges of frequen-
cies. In this investigation, the specific objective of the design
process is to find an optimal shape of a poroelastic acoustical
foam for maximizing the absorption coefficient in the range
of frequencies from 100 to 1500 Hz. The design processes
are conducted with different limits of the allowable amount
of a poroelastic material: 50, 55, 60, and 65% within a de-
sign domain. Absorption performances of the obtained opti-
mal shapes are compared with those of well-known wedge
shapes having the same amount of a poroelastic material in
the frequency range of interest.

II. MATHEMATICAL DESCRIPTION

In the first part of this section, two different forms of
Biot’s equations are overviewed. The two forms are math-
ematically the same, but they are different in their implemen-
tation in numerical analysis. A material property interpola-
tion concept from a topology optimization method is then
introduced to accomplish a unified model for expressing an
air region and a poroelastic acoustical foam region.

A. The poroelastic material theory

The poroelastic material theory of Bolton et al.12 �itself
based on Biot’s theory10� presents two coupled, vectorial dif-
ferential equations that govern the wave propagation in po-
roelastic media. For harmonic motion, they are expressed as
the following equations:

div �� s + �2��11u + �12U� − j�b�u − U� = 0, �1a�

div �� f + �2��12u + �22U� + j�b�u − U� = 0, �1b�

where u is the vector-field solid displacement and U is the
vector-field fluid displacement in poroelastic media. The
symbols �11, �12, and �22 denote mass coefficients that ac-
count for the effects of nonuniform relative fluid flow

FIG. 1. Schematic descriptions of an iterative design process for an optimal
poroelastic acoustical foam shape. �a� Changing interfaces between air re-
gion and poroelastic acoustical foam region during optimization process, �b�
a conceptual material property interpolation between the states of air and a
poroelastic material with respect to the real-valued material state variables
�e, and �c� a common analysis model and the proposed unified analysis
model.
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through pores between the solid and the fluid phases. The
parameter b represents the effect of viscous coupling. The
symbols �� s and �� f denote the partial stress tensors associ-
ated with the solid and the fluid phases in a poroelastic ma-
terial, respectively. The symbol “div” represents the diver-
gence operator and the symbol � is the angular frequency.
The symbol j denotes �−1.

In Eq. �1�, the mass coefficients �11, �12, and �22 are
expressed as follows:

�11 = �1 + �a, �2a�

�12 = − �a, �2b�

�22 = �2 + �a, �2c�

where

�1 = �1 − h��m, �2d�

�2 = h�air, �2e�

�a = �2��� − 1� . �2f�

Here, the symbols �1 and �2 denote mass of the solid and
mass of the fluid per unit volume of a poroelastic material,
respectively. And mass coupling parameter is denoted by �a.
The mass densities of corresponding materials of the solid
and the fluid phases are denoted by �m and �air, respectively.
The symbol h is the porosity of a poroelastic material and the
symbol �� is the geometrical structure factor associated with
tortuosity.

According to the stress-strain relations in Biot’s theory,
the stress tensors in Eq. �1� are expressed as

�� s = A div u1� + 2N�� s + Q div U1� , �3a�

�� f = − hp1� = Q div u1� + R div U1� , �3b�

where the elastic shear modulus is denoted by N and the first
Lamé constant, by A.

The coefficients Q and R represent the coupling phe-
nomena between the volume change of the solid phase of a
poroelastic material and that of the interstitial fluid. The sym-
bol p denotes the interstitial pressure in pores. The symbols
�� s and 1� denote the stain tensor in the solid phase and the
identity tensor, respectively. The coefficients N, A, Q, and R
in Eq. �3� depend on several intrinsic parameters such as the
modulus of elasticity:10,12,13

N =
E1

2�1 + ��
, �4a�

A =
�E1

�1 + ���1 − 2��
, �4b�

Q = �1 − h�E2, �4c�

R = hE2. �4d�

In Eqs. �4a� and �4b�, E1 and � are the modulus of elasticity
and Poisson’s ratio of the solid phase. Because of E1

=Em�1+ j�� �Em: real-valued Young’s modulus, �: loss fac-

tor�, E1 is complex valued. The symbol E2 denotes the bulk
modulus of the fluid phase in pores of a poroelastic material.
More details of the materials presented in this section may be
found in Refs. 10, 12, and 13.

Atalla et al.14,15 reformulated Eq. �1� using the solid
phase displacement vector u and the interstitial pressure p as
primary variables

div �̂� s + �2�u + � � p = 0, �5a�

div � p + �2
�22

*

R
p − �2

�22
*

h2
� div u = 0, �5b�

where the symbols � and � denote the effective density and
the coupling coefficient,

� = �11
* −

��12
* �2

�22
* , �6a�

� = h��12
*

�22
*

−
Q

R� , �6b�

and

�11
* = �11 +

b

j�
, �6c�

�12
* = �12 −

b

j�
, �6d�

�22
* = �22 +

b

j�
. �6e�

In Eq. �5a�, the symbol �̂�
s denotes the stress tensor of a

poroelastic material in vacuo. Therefore, �̂�
s depends simply

on the solid phase displacement u, differently from �� s

=�� s�u ,U� in Eqs. �1a� and �3a�, i.e.,

�̂� s = �A −
Q2

R
�div u1� + 2N�� s. �7�

More mathematical details in the reformulation may be
found in Ref. 15.

Although Eqs. �1� and �5� are exactly the same in math-
ematical point of view, there are some differences in finite
element implementation. When two different kinds of po-
roelastic materials are adjacent to each other, continuity con-
ditions for a normal volume velocity and total stresses should
be ensured at interfaces between them.5,12–15 The continuity
conditions cannot be guaranteed by the connectivity of the
interfacial nodes in the finite elements implementation of Eq.
�1�. Therefore, additional treatments are needed in the finite
element analysis to ensure these boundary conditions. How-
ever, in Eq. �5�, the connectivity at the nodes guarantees both
the continuity of the solid phase displacement vector and the
pressure in pores �u and p�. And the continuity conditions at
the interfaces can be expressed with the solid phase displace-
ment vector, the pressure in pores, and the porosity �u, p, and
h�. According to Ref. 15, for the majority of poroelastic ma-
terials used in acoustics, the consideration of kinematical re-
lations �i.e., the solid phase displacement vector and the
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pressure in pores �u and p�� are enough to impose the con-
tinuity conditions at interfaces of two different kinds of po-
roelastic materials. Moreover, this approximation is also ap-
plied to the case of interface between an air region and a
poroelastic material region. Therefore, Eq. �5� is used to rep-
resent the acoustic behavior of a poroelastic material in the
present work.

B. Unified modeling using material state variables

Based on Eq. �5�, we adopt a material property interpo-
lation concept from a topology optimization method11 to
build a unified model for both an air region and a poroelastic
acoustical foam region. Figure 1�b� shows the material prop-
erty interpolation schematically. In a poroelastic acoustical
foam region, the foam is discretized into finite elements. The
real-valued material state variables ��e�, which have a value
of 1 or 0, are imposed on each element. Then, poroelastic
material properties of the foam can be expressed as functions
of the material state variables. If the material state variable is
1, the state of an element is the original poroelastic material
�black in Fig. 1�b��. When the value of the material state
variable of the element changes, the corresponding poroelas-
tic material properties of the element also change �grays in
Fig. 1�b��. Finally, when the value of the material state vari-
able reaches zero there is no poroelastic material in the ele-
ment. The element having zero value of the material state
variable is filled with air �white in Fig. 1�b��. Thus, an air
element can, whenever needed, be expressed with a poroelas-
tic material element simply by controlling the value of the
material state variables between 1 and 0 in the material prop-
erty interpolation.

The material property interpolation may be conducted in
two ways. One way is the interpolation of intrinsic material
parameters such as porosity �h�, flow resistivity ���, in vacuo
bulk modulus �Em�, bulk density ��m�, loss factor ���, bulk
Poisson’s ratio ���, and structure factor ���� of a poroelastic
material. The other is the interpolation of macro coefficients
which are shown in the governing equation of Eq. �5� such as
effective density ���, coupling coefficient ���, etc.

In this work, the macro coefficient interpolation scheme
is employed since sensitivity analysis required for topology
optimization is easier with the macro coefficients than the
intrinsic parameters. If the intrinsic material parameters were
interpolated, complicated processes for analytic sensitivity
analysis should be done because the intrinsic material param-
eters build the macro coefficients with complex functional
form. The sensitivity analysis will be handled in Sec. IV.

In the macro coefficient interpolation scheme, we make
the following six groups as functions of the real-valued ma-
terial state variables directly from Eqs. �5�–�7�. Equation
�5b� is just divided by �2�

22
* /h2, so that a weak form of Eq.

�5� is symmetrically coupled. For the discretized eth element
having the real-valued material state variable �e, they may be
written as

�A −
Q2

R
�

e
= ��A −

Q2

R
�

foam
− �A −

Q2

R
�

air
	��e�p

+ �A −
Q2

R
�

air
, �8a�

�N�e = 
�N�foam − �N�air���e�q + �N�air, �8b�

���e = 
���foam − ���air���e�r + ���air, �8c�

���e = 
���foam − ���air���e�s + ���air, �8d�

� h2

�22
* �

e

= �� h2

�22
* �

foam

− � h2

�22
* �

air
	��e�l + � h2

�22
* �

air

, �8e�

�h2

R
�

e
= ��h2

R
�

foam
− �h2

R
�

air
	��e�m + �h2

R
�

air
, �8f�

where the symbols p, q, r, s, l, and m denote the exponents
of the material property interpolation functions. Note that
when the value of the material state variables is 1, the macro
coefficients in Eq. �8� have values of a poroelastic material
�the subscript, foam�, and that the macro coefficients corre-
spond to those of air state for zero material state variables
�the subscript, air�. When an element is filled with air only,
we can estimate the limit values of the macro coefficients
based on the physical definition of material parameters �e.g.,
h=1, Em=0, �m=0, etc. when an element is represented as
air state.�

�A −
Q2

R
�

air
= 0, �9a�

�N�air = 0, �9b�

���air = 0, �9c�

���air = 0, �9d�

� h2

�22
* �

air

=
1

�air
, �9e�

�h2

R
�

air
=

1

Eair
. �9f�

If the limit values in Eq. �9� corresponding to the air
state are substituted into Eq. �5�, the equation for acoustic
wave propagation in air can be recovered; Eq. �5b� is degen-
erated to the scalar Helmholtz equation while Eq. �5a� is
nullified to express a solid-empty state. Though this degen-
eration is evident from an analytical viewpoint, some care
must be taken when the degeneration from Eq. �5� is numeri-
cally done within a finite element model. If the limit values
in Eq. �9� are substituted into the finite element model used
to solve Eq. �5�, the system matrix for the finite element
model will become singular because the matrix components
corresponding to the degrees of the freedom of the solid state
vanish. The singularity can be avoided by some numerical
treatments such as elimination of the degrees and rearrange-
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ment of the system matrix, but these processes become cum-
bersome and undesirable for computational efficiency. For
this reason, nonzero small values, instead of the limit values,
are used to express the air state if it is necessary. Then, Eq.
�5� cannot be degenerated exactly, however the difference
between the exact scalar Helmholtz equation and the derived
equation from Eq. �5� can be insignificant when Eq. �8� with
a very small value of the material state variable �e is used.
�As shall be demonstrated later, the value of �e,min=0.001
gives satisfactory results.�

Based on Eq. �5�, the material property interpolation
proposed in Eq. �8� builds a unified model that can represent
air and poroelastic acoustical foam regions with one set of
governing equations. The proposed unified model is very
useful for analyzing the poroelastic acoustical foam system
having complicated interfaces between the air region and the
poroelastic acoustical foam region. In the next section, the
proposed unified analysis model will be verified for its accu-
racy against various foam shapes in references.

III. VERIFICATION OF THE UNIFIED MODEL

In this section, the calculations of poroelastic acoustical
foam systems with the proposed unified analysis model are
compared with previously reported results.4,5 The previous
results were obtained by a common analysis model; the
Helmholtz equation was used for analysis of an air region,
Biot’s theory was used to handle a poroelastic acoustical
foam region, and couplings at interfaces between two regions
were considered. On the other hand, the present calculations
by the unified model are performed with just one set of gov-
erning equations to analyze the whole poroelastic acoustical
foam system; the air region and the poroelastic acoustical
foam region are differentiated by the value of the material
state variables which are imposed on the regions.

A. Cases of rectangular foam

For the configuration of the unfaced foam layer as
shown in Fig. 2�a�, the proposed unified analysis model is
verified by varying the depth of the foam layer.5 In the
model, the foam is assumed to be open at the incident sur-
face and fully constrained at its upper and lower edges �y
=0 and d�. The rigid wall boundary condition is imposed on
the right-hand side of the foam, and a uniform plane wave is
generated from the left-hand side of the system �x=0�. While
nine-noded quadratic elements were used in Ref. 5, four-
noded quadratic elements were used in implementing the
proposed unified model with the finite element method.
Therefore, the size of an element was set to be smaller than
that of Ref. 5: elements of 0.675 cm	0.675 cm �x	y� were
used here.

To analyze the acoustical foam system with the pro-
posed unified model, first both the air and poroelastic acous-
tical foam regions were formulated with a weak form of Eq.
�5�. The value of the material state variables of the elements
in the air region was then set to be very close to zero in Eq.
�8�. To escape from numerical instability, we selected a mini-
mum value of the material state variables as 0.001 ��e,min

=0.001�, not zero. The value of the material state variables of

the remaining elements in the poroelastic acoustical foam
region was set to 1 in Eq. �8�. To meet boundary conditions
surrounding the poroelastic acoustical foam system, we im-
posed ux=0, uy =0 at both horizontal edges �y=0 and d� and
at the right-hand side of the foam. Reticulated polyurethane
foam parameters used in all of the numerical case studies in
this paper are identical with those of Ref. 5 and listed in
Table I.

The plane wave reflection coefficient Rn, thus the ab-
sorption coefficient 
n=1− �Rn�2 �see Eq. �11��, was calcu-
lated by the proposed unified model for different depths of
poroelastic acoustical foams. Figure 3�a� shows the plane
wave absorption coefficient 
n with different depths �L� of
poroelastic acoustical foams �the width was fixed as d
=5.4 cm�. In comparison with the previous results5 shown in

FIG. 2. Illustrations of poroelastic acoustical foam systems having various
foam shapes. �a� Rectangular foam shapes, �b� corrugated foam shapes, �c�
wedge foam shapes, and �d� inverse wedge foam shapes.
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Fig. 3�a�, the results calculated by the proposed unified
model are almost the same with those by the common analy-
sis model.

B. Cases of shaped foam

We considered a poroelastic acoustical foam system
having a 27-cm-long and 5.4-cm-wide waveguide4 shown in
Figs. 2�b�–2�d�. Figure 2�b� shows a poroelastic acoustical
foam having a rectangular corrugation in its front surface.
Figures 2�c� and 2�d� depict poroelastic acoustical foams
having a wedge at either their front or rear surfaces, respec-
tively. In Ref. 4, both the air region and the poroelastic
acoustical foam region were discretized by using three-noded
linear triangular elements, which were smaller than 0.6 cm
	0.6 cm. In this work, uniformly meshed four-noded qua-

dratic elements were used for the proposed unified model.
Dimensions of the poroelastic acoustical foam shown in
Figs. 2�b�–2�d� are listed in Tables II and III. The indicators
“W” and “IW” in Table III mean wedge and inverse wedge
corresponding to Figs. 2�c� and 2�d�, respectively. All of the
boundary conditions were the same as those of the previous
case studies in this section.

For the foams with a rectangular corrugation in their
front surfaces shown in Fig. 2�b� and Table II, the plane
wave absorption coefficients calculated by the proposed uni-
fied model are shown in Fig. 3�b�. The reference results4 are
also shown in Fig. 3�b�. The present results are almost the
same as the reference results within the frequency range con-
sidered here.

For the wedge-shaped poroelastic acoustical foams

TABLE I. Parameters of the poroelastic material used in the present investigation.

Material parameter Value

Solid density ��m� 300 kg /m3

In vacuo bulk Young’s modulus �Em� 8	105 Pa
In vacuo loss factor ��� 0.265
Bulk Poisson’s ratio ��� 0.4
Flow resistivity ��� 25	103 MKS Rayls /m
Porosity �h� 0.9
Structure factor ���� 7.8

(a)

(b)

(c)

(d)

FIG. 3. Comparison of the absorption coefficients by the proposed unified analysis model �lines� and by a common analysis model �marks� �a� for rectangular
foam shapes, �b� for corrugated foam shapes, �c� for wedge foam shapes, and �d� for inverse wedge foam shapes.
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shown in Fig. 2�c� and Table III, the plane wave absorption
coefficients obtained by the proposed unified analysis model
are shown in Fig. 3�c�. Figure 3�c� shows that the present
results agree well with the reference results.4 For the inverse
wedge-shaped poroelastic acoustical foams shown in Fig.
2�d� and Table III, the plane wave absorption coefficients
calculated by the present unified model are shown in Fig.
3�d�. There are some differences between the calculated ab-
sorption coefficients and the marked reference values4 as
shown in Fig. 3�d�. However, the calculated absorption co-
efficients have the same tendency as the reference results in
the considered frequency ranges. The differences were
caused by the use of the four-noded quadratic elements in
analysis of the tapered shape, not from the incorrectness of
the proposed unified analysis model. We did not use the tri-
angular elements because the quadratic elements are gener-
ally used in a topology optimization method to obtain stable
configurations in the optimization process.

In this section, we carried out the calculations of the
plane wave absorption coefficient for various foam shapes to
compare the results by the proposed unified model with the
reference results. As shown in Fig. 3, the proposed unified
analysis model has good agreement with the conventional
model. Though some differences between the present results
and the previous ones were observed for the inverse wedge
shapes, the present calculations showed consistency with the
reference results within the concerned frequency range.
Therefore, the calculations in this section showed the validity
of the proposed unified model for the analysis of the entire
poroelastic acoustical foam system. With this evaluation, we
conduct an optimal shape design of a poroelastic acoustical
foam to maximize the absorption coefficient in the next sec-
tion.

IV. OPTIMAL FOAM SHAPE DESIGN BY TOPOLOGY
OPTIMIZATION METHOD

This section presents the main development of the topol-
ogy optimization formulation for the optimal shape design of
a poroelastic acoustical foam. After the problem definition in
the topology optimization setting is given, the sensitivity

analyses to update design variables are studied. Absorption
performances of the designed optimal foam shapes are com-
pared with those of well-known wedge shapes.

A. Topology optimization formulation

In many structural design problems, topology optimiza-
tion has been very successful. �see, e.g., Refs. 11 and 16�.
Recently, Lee et al.17 developed a topology optimization for-
mulation for optimal layer sequencing in a one-dimensional
multilayered poroelastic acoustical foam system. In their
work, the transfer matrix method was used for the efficient
calculation of the sound transmission loss of a multilayered
foam system. Although a foam shape design was not in-
volved in their work, they introduced a topology optimiza-
tion setting for a poroelastic acoustical system. In this work,
we intend to design an optimal shape of a two-dimensional
poroelastic acoustical foam to maximize the plane wave ab-
sorption coefficient �
n� in the ranges of low and middle
frequencies.

For the calculation of the plane wave absorption coeffi-
cient of a two-dimensional system, the proposed unified
model which was introduced in the previous section was
implemented in the general finite element method. The de-
sign problem can be expressed by the following conceptual
equation:

max 
f=f l

fu


n�f� . �10�

In Eq. �10�, the design problem allows the use of a con-
strained amount of a poroelastic material. When a range of
frequencies between the lower frequency f l and the upper
frequency fu is considered, a simple discrete combination of

n�f� at some selected frequencies is used.

Figure 4 shows a poroelastic acoustical foam system that
was used to conduct the optimal shape design in this section.
A design domain is where an optimal shape of a poroelastic
acoustical foam will be found as the result of the topology
optimization. The air region in Fig. 4 is a nondesign domain
in which the incident and reflected plane waves travel. The
fixed value of �e,min�=0.001� is imposed on the elements in
the air region using Eq. �8�. The plane wave reflection coef-
ficient Rn and corresponding plane wave absorption coeffi-
cient 
n can be calculated with pressures at the two points
shown in Fig. 418,19

TABLE II. Dimensions of the corrugated foams shown in Fig. 2�b�.

Case a �cm� b �cm� c �cm� d �cm�

R1 5.40 0.00 0.00 5.40
R2 1.80 1.80 5.40 3.60
R3 1.80 1.80 10.80 1.80
R4 1.80 1.80 16.20 0.00

TABLE III. Dimensions of the wedge and inverse wedge foams shown in
Figs. 2�c� and 2�d�.

Case � �degree� a �cm� c �cm� d �cm�

W2, IW2 132 5.40 1.20 4.80
W4, IW4 74 5.40 3.60 3.60
W6, IW6 48 5.40 6.00 2.40
W8, IW8 36 5.40 8.40 1.20

FIG. 4. Configuration of a design domain to find an optimal shape of a
poroelastic acoustical foam by a topology optimization formulation.
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Rn��e; f� =
− P2 · exp�− jkx1� + P1 · exp�− jkx2�

P2 · exp�jkx1� − P1 · exp�jkx2�
, �11a�


n��e; f� = 1 − �Rn��e; f��2, �11b�

where the symbols x1 and x2 denote the distances to the
measurement points from x=0. The symbols P1 and P2 de-
note pressure amplitudes at the two points. To emphasize the
dependence of related values on design variables �e and fre-
quency f , Rn��e ; f� and 
n��e ; f� are used in Eq. �11�. And
the symbol k represents the wave number in an air region,
which is a function of excitation frequency and sound speed.

To carry out the design problem of Eq. �10�, the topol-
ogy optimization formulation for the optimal shape design of
a poroelastic acoustical foam in a range of frequencies can be
stated as

min
�e

F��e; f l, fu� = min
�e
�w · �

f=f l

fu


n��e; f�	−1

+ �1 − w� · 
e=1

Ne

�e�1 − �e�� , �12a�

subject to a mass constraint

C��e�:
1

Ne

e=1

Ne

�e − V0 � 0. �12b�

In Eq. �12a�, F denotes an objective function expressed in
terms of design variables �e �1�e�Ne; Ne: number of dis-
cretized elements in a design domain�. The symbol w de-

notes a weight factor, which controls the relative contribution
between two functions in the right-hand side of the objective
function. The design variables �e that are assigned to each
element of the discretized design domain in Fig. 4 can vary
from 0 to 1 continuously. The function e=1

Ne �e�1−�e� in Eq.
�12a� is used to help solution convergence to distinct air-
poroelastic material states; that enforces design variables to
converge to either 1 or 0 in optimization process. The po-
roelastic material properties will be interpolated as functions
of �e such that the states of air and a poroelastic material
correspond to �e=0 and �e=1, respectively, as given by Eq.
�8�. �As mentioned, �e,min=0.001, not zero, was used to pre-
vent numerical instability.� In Eq. �12b�, C denotes a con-
straint equation in the formulation. The constraint equation
implies that the maximum volume usage of a poroelastic
material is limited by V0 in the design domain shown in
Fig. 4.

To solve the minimization problem of Eq. �12a� and
�12b� by a gradient-based optimizer, the sensitivities of the
objective function and the constraint equation with respect to
the design variables must be computed. In Eq. �11�, the sen-
sitivities of the plane wave absorption coefficient and the
reflection coefficient with respect to the design variables ��e�
can be analytically obtained by the following equations:

�
n��e; f�
��e

= − 2�Rn��e; f�� ·
��Rn��e; f��

��e
, �13a�

�Rn��e; f�
��e

=
�−

�P2

��e
· exp�− jkx1� +

�P1

��e
· exp�− jkx2�	
P2 · exp�jkx1� − P1 · exp�jkx2��


P2 · exp�jkx1� − P1 · exp�jkx2��2

−


− P2 · exp�− jkx1� + P1 · exp�− jkx2��� �P2

��e
· exp�jkx1� −

�P1

��e
· exp�jkx2�	


P2 · exp�jkx1� − P1 · exp�jkx2��2 . �13b�

In Eq. �13b�, the values of �P1,2 /��e are calculated from the
following matrix equation of the weak form �i.e., the dis-
cretized form� of Eq. �5�:

�K� · �u

P
	 = �Fu

FP
	 , �14a�

�P

��e
= �K�−1 · �−

�K

��e
� · 
P� , �14b�

where the symbol �K� denotes a system matrix of a poroelas-
tic acoustical foam system. The symbols Fu and FP are the
external force vectors imposed at each node. The matrix
��K /��e�, a gradient of the system matrix by the design vari-
ables, can be calculated in the discretized form of Eq. �5�

with consideration of the material property interpolation
given by Eq. �8�.

The exponents in Eq. �8� were basically set to 1 for all
problems in this investigation. Because a connected foam
should be designed after an optimization process, it is impor-
tant to choose proper values of the exponents. In typical
structural topology optimization, exponent values between 2
and 3 are widely used to penalize the state of an element.
The implicit penalization enforces physical convergence of
design variables to a value of either 1 or 0. However, in this
investigation, the use of the values between 2 and 3 did not
yield satisfactory results; segmented foams that did not form
single foams were obtained. The difficulties in interpolating
material properties of a poroelastic material foam are due to
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its composition of two phases and its frequency dependency
of acoustical response. Moreover, a long range of frequen-
cies was considered in the topology optimization formulation
in this work. Consequently, the acoustical response �i.e., ab-
sorption coefficient� was very sensitive to the variation of the
design variables. The difficulties become worsened by the
use of the values between 2 and 3 in the material property
interpolation in this investigation. Therefore, instead of pe-
nalizing the macro coefficients with the exponents of 2 or 3,
we interpolated the macro coefficients with the exponents of
1 in Eq. �8� and used an explicit condition to enforce design
variables to converge to either 1 or 0 with the function of
e=1

Ne �e�1−�e� in Eq. �12a�.
Finally, the analytical expression for the sensitivities of

the objective function and the constraint equation with re-
spect to the design variables is expressed as

�F��e; f l, fu�
��e

= − w · �
f=f l

fu


n��e; f�	−2

· 
f=f l

fu �
n��e; f�
��e

+ �1 − w� · �1 − 2�e� , �15a�

�C��e�
��e

=
1

Ne
. �15b�

The calculated values of the objective function and the
constraint equation in Eq. �12a� and �12b� with the gradients
of them in Eq. �15� at an iterative optimization step deter-
mine a new set of design variables for the next iteration. This
updating process has been continued until the topology opti-
mization problem in Eq. �12a� and �12b� is converged. The
method of moving asymptotes20 was used as an optimizer for
all problems considered in this investigation.

B. Numerical case studies

To design an optimal shape of a poroelastic acoustical
foam for maximizing the plane wave absorption coefficient,
the target frequency range was set to be from
100 to 1500 Hz. Different allowable amounts of a poroelas-
tic material were considered in the design process, i.e., the
same or a lower amount of a poroelastic material with 50, 55,
60, and 65% in a design domain was allowed. As shown in
Fig. 4, the dimensions of the air region and the design do-
main were the same as 13.5 cm	5.4 cm, respectively. Each
region was discretized with 50	40 four-noded quadratic el-
ements. The plane wave absorption coefficient 
n was calcu-
lated at every 100 Hz in the frequency range of interest, and
then summed to the objective function. On the elements in
the air region, the minimum value of the material state vari-
ables ��e,min=0.001� was imposed. The initial value of the
design variables in the design domain was set to be the same
as the mass constraint V0 in Eq. �12b� �V0=0.50, 0.55, 0.60,
and 0.65�.

Figures 5�a� and 5�b� show a topology optimization pro-
cess with iteration numbers and absorption coefficients at
each corresponding iteration, respectively. The allowable
amount of a poroelastic acoustical foam was 50% of the
design domain in this case �i.e., V0=0.50 in Eq. �12b��. The
exponents of the macro coefficients interpolation functions

were set to 1 in Eq. �8�. The finally converged shape shown
in Fig. 5�a� is considerably different from well-known wedge
shapes. As shown in Fig. 5�a�, a thick air layer was designed
in the back of the optimized foam. A bowl-like foam is lo-
cated in the front part and connected to the main wedge-like
foam in the middle part of the design domain. The absorption
performances of the optimized foam shape and conventional
wedge shape having the same amount of a poroelastic mate-
rial are shown in Fig. 5�c�. As may be seen in Fig. 5�c�, the
optimal foam shape made a big improvement in absorption
in low and middle frequency ranges by lowering the fre-
quency of the first peak in absorption coefficient to 350 Hz.
However, the absorption coefficient of the optimal shape
above 1200 Hz becomes smaller than that of the wedge
shape. It is because the target frequency range was set to the
low and middle of frequencies in this investigation.

For the topology optimization using more amounts of a
poroelastic acoustical foam in the design domain, the optimal
foam shapes are shown in Fig. 6. In the figures, each case
was designed under 55, 60, and 65% of mass constraint,
respectively. The frequency considered in the topology opti-
mization ranged from 100 to 1500 Hz, and the exponents in
Eq. �8� were set to 1. In Fig. 7, the absorption coefficients of
the optimal foam shapes are compared with those of conven-
tional wedge shapes having the same amount of a poroelastic
material for each case.

Note that in all cases of mass constraints, 50–65%, a
thick, backing air layer was designed in the rear part of the
design domain. That air layer created the first resonance of
the acoustical foam system, which resulted in improvement
of the absorption performance at low frequencies. The air
layer also made antiresonance in the absorption coefficient.
The antiresonance reduced the absorption coefficient after
the first peak.21 As may be seen in Figs. 5�c� and 7, for the
cases of V0=0.50, V0=0.55, and V0=0.60, the antiresonant
frequency appears near 450 Hz, respectively, and near
400 Hz for the case of V0=0.65. Except for the case of V0

=0.65, the unique front and connecting parts of the optimal
foam shapes were found to affect the plane wave absorption
coefficient in middle frequency range. When the front and
connecting parts were eliminated from the optimal foam
shape, the remaining main foam part did not have enough
length to absorb sound waves having middle frequencies. For
the shortened foam, the absorption coefficient fluctuates be-
tween the ups and downs along with frequencies. Therefore,
it may be said that the designed front and connecting parts of
the optimal foam shapes reduce the fluctuation and contrib-
ute to the improvement of the absorption ability in the
middle frequency range. This observation was checked by
numerical simulations with the obtained foam shapes.

As the allowable amount of a poroelastic material in a
design domain increased, the bowl-like foam part disap-
peared in the optimal foam shape. On the other hand, a thin
and flat poroelastic material layer was designed at the front
part of the design domain as shown in Figs. 6�b� and 6�c�.
Furthermore, the front and connecting parts of the optimized
foams were designed to become similar to the wedge shape
such as Fig. 6�c�. Thus, as shown in Figs. 5�c� and 7, the
differences in the absorption coefficient between the optimal
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foam shape and the well-known conventional wedge shape
were also reduced in the low and middle of frequencies as
the amount of a poroelastic material in the design domain
increased.

It will be also interesting to compare the absorption per-
formance of the optimized foam shape and those of other
foam shapes such as those in Refs. 1–4 and 6. The selected
foam shapes from the references are an optimally angled
wedge shape,4 a semicircular shape6 and a rectangular shape.
The dimensions and other data of the selected foams are
slightly changed for the comparison. Optimally angled
wedge shapes having different length of a backing air layer
are also considered for the comparison. They are shown in
Fig. 8.

Figure 9�a� compares the absorption coefficient of the
optimized foam shape shown in Fig. 5�a� and those of the
foam shapes shown in Figs. 8�a�–8�c�. In comparison with
the optimally angled wedge shapes, the present optimal foam
shape has a lower first resonant frequency. Therefore, it has a
better absorption capability in a lower frequency range. The

(a)

(b)

(c)

FIG. 5. Result of the topology optimization to find an optimal foam shape. �a� A topology optimization process and the obtained foam shape for V0=0.50, �b�
changes of the plane wave absorption coefficients with iterations and �c� the plane wave absorption coefficient of the optimal foam shape compared with that
of the well-known wedge shape having the same allowable amount of a poroelastic material �V0=0.50�.

FIG. 6. Optimal foam shapes under different allowable amounts of a po-
roelastic material in a design domain. �a� V0=0.55, �b� V0=0.60, and �c�
V0=0.65.
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absorption capabilities of the semicircular and rectangular
shapes are far inferior to that of the present optimal foam
shape.

Figure 9�b� compares the absorption coefficient of the
present optimal foam shape and those of an optimally angled
wedge shape with different length of a backing air layer. The
addition of a backing air layer to the wedge lowers the first
resonant frequency, but the presence of a backing air layer
results in the fluctuation of the absorption coefficient. The
amplitude of the first resonant peak of the wedge foam is

also reduced by a backing air layer. Thus, one can confirm
that the present optimal foam shape outperforms wedges
having backing air layers. A reason for the better perfor-
mance of the present foam shape is that the front and con-
necting parts reduce the frequency fluctuation and improve
the absorption performance in a middle frequency range.
Also, the combined effects of several parts of the optimized
foam shape keep the first peak amplitude higher and enhance
the absorption performance in the whole frequency range of
interest. These observations may be also evident from Fig.
9�c�.

In the present investigation, the aspect of the manufac-
turing of a poroelastic acoustical foam was not explicitly
considered in the design process. The optimized foam shapes
shown in Figs. 5�a� and 6 could be changed for actual fabri-
cation. Also, different shapes could be designed for different
poroelastic materials. For actual fabrication, the minimum
length scale may be controlled within the topology optimi-
zation setting because it may be difficult to fabricate some
part of the optimized foam such as the thin connecting part

(a)

(b)

(c)

FIG. 7. The plane wave absorption coefficients corresponding to the optimal
foam shapes shown in Fig. 6. Absorption performance of each foam shape is
compared with that of the well-known wedge shape having the same amount
of a poroelastic material. �a� V0=0.55, �b� V0=0.60, and �c� V0=0.65.

FIG. 8. Various foam shapes and their dimensions for comparison of the
absorption performance with the optimized foam shape. Dimensions of each
shape are determined by restriction of the same amount of a poroelastic
material with the optimized foam shape �V0=0.50�. �a� An optimally angled
wedge shape ��=36°, Ref. 4�, �b� a semicircular shape, �c� a rectangular
shape, and �d� an optimally angled wedge shape having a backing air layer.
�Allowable maximum length of a backing air layer is determined by the
length of the design domain and that of an optimally angled wedge shape.�
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shown in Fig. 5�a�. However, the minimum scale controlling
technique is not pursued here because the physical interpre-
tation of the optimized shape is a main concern of this in-
vestigation.

V. CONCLUDING REMARKS

Two-dimensional optimal shapes of a poroelastic acous-
tical foam having maximized plane wave absorption coeffi-

cient were designed in the low and middle ranges of frequen-
cies by a topology optimization method. In the design
process, the use of a poroelastic material was limited not to
exceed 50, 55, 60, and 65% of a design domain. For each
case, the optimal shape had an improvement in sound ab-
sorption compared with the conventional wedge shape hav-
ing the same amount of a poroelastic material in the target
frequency range: from 100 to 1500 Hz. A thick air layer-
filled back space of the optimal foam shape lowered the first
resonant frequency of the acoustical foam system, which im-
proved the absorption performance at the low frequencies.
And the front and connecting parts of the optimal foam
shape reduced the fluctuation of the absorption coefficient in
the middle frequencies. Proper material property interpola-
tion in the topology optimization formulation was important
for obtaining a connected optimal foam shape. Unlike in
typical structural topology optimization, the exponent value
of 1 was used to interpolate the states of an element between
air and a poroelastic material. The topology optimization for-
mulation was based on a newly proposed unified analysis
model. The unified model expressed both an air region and a
poroelastic acoustical foam region by using the same govern-
ing equation with the material property interpolation, and
consequently, the moving interfaces between two regions
were automatically constructed in the iterative optimization
process. The accuracy of the unified model was verified for
several foam shapes against a conventional analysis method.
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Causal impulse response for circular sources in viscous media
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The causal impulse response of the velocity potential for the Stokes wave equation is derived for
calculations of transient velocity potential fields generated by circular pistons in viscous media. The
causal Green’s function is numerically verified using the material impulse response function
approach. The causal, lossy impulse response for a baffled circular piston is then calculated within
the near field and the far field regions using expressions previously derived for the fast near field
method. Transient velocity potential fields in viscous media are computed with the causal, lossy
impulse response and compared to results obtained with the lossless impulse response. The
numerical error in the computed velocity potential field is quantitatively analyzed for a range of
viscous relaxation times and piston radii. Results show that the largest errors are generated in
locations near the piston face and for large relaxation times, and errors are relatively small
otherwise. Unlike previous frequency-domain methods that require numerical inverse Fourier
transforms for the evaluation of the lossy impulse response, the present approach calculates the
lossy impulse response directly in the time domain. The results indicate that this causal impulse
response is ideal for time-domain calculations that simultaneously account for diffraction and
quadratic frequency-dependent attenuation in viscous media.
© 2008 Acoustical Society of America. �DOI: 10.1121/1.2885737�

PACS number�s�: 43.58.Bh, 43.20.Px, 43.20.Hq, 43.35.Bf �TDM� Pages: 2107–2116

I. INTRODUCTION

Several applications, including medical ultrasound, SO-
NAR, and seismology, utilize broadband, three-dimensional
�3D� sound beams in dissipative media, where attenuation is
often modeled via a power-law relation.1–3 Since no closed-
form Green’s functions for arbitrary power-law media have
been reported in the literature, loss is often approximated via
viscous relaxation. As discussed elsewhere,4,5 the transient
solutions in a viscous medium in 1D may be approximated in
terms of Gaussian functions, thus avoiding the mathematical
complexity encountered in the general power-law case. Since
viscous media is a special case of power-law media, insight
into general dissipative media is gained by studying the ap-
proximations available in viscous media.

The underlying physics of viscous diffusion are well
documented,6 yet time-domain studies of wave propagation
in viscous and other lossy media have been primarily limited
to one-dimensional �1D� plane wave propagation. For ex-
ample, the classic study by Blackstock4 approximated the
viscous term in the Stokes wave equation by a third deriva-
tive, leading to a non-causal solution. The Stokes equation
has also been approximated by the telegrapher’s equation,7

leading to causal solutions with sharp wavefronts similar to
electromagnetic propagation in conductive media. Recent
studies derived causal Green’s function solutions in the form
of contour integrals,8 infinite series,9 and closed-form
approximations.5 Although the combined effects of diffrac-
tion and loss have been thoroughly studied in the frequency

domain both analytically10 and numerically,11 most time-
domain studies have been analytical. For example, the com-
bined effects of diffraction, dissipation, and nonlinearity
were studied numerically in Ref. 12 under the parabolic ap-
proximation. In Ref. 13, a general approach combining linear
with frequency loss14 and time-domain diffraction was pro-
posed. A general 3D numerical model incorporating power-
law loss and finite apertures was developed in Ref. 15.

In order to understand the interplay between diffraction
and frequency-dependent attenuation, time-domain impulse
response expressions for simple piston geometries are
needed. Although impulse response expressions exist for
lossless, homogeneous media for circular16,17 and
rectangular18 apertures, no analytical expressions for the
transient field radiated by finite planar apertures in a viscous
medium have been published. An analytical expression for
the on-axis velocity potential produced by a focused spheri-
cal shell was recently derived in Ref. 19, although field
points off axis were not considered. In particular, the effect
of viscous loss on the impulse response of a baffled circular
piston has not been addressed.

The goal of this work is to derive the causal impulse
response of the velocity potential for circular sources in vis-
cous media satisfying the Stokes wave equation. In Sec. II, a
method for computing solutions to the Stokes wave equation
is developed. By decomposing a causal, approximate Green’s
function into diffraction and loss components, an analytical
relationship between the lossless and lossy impulse response
is determined. In Sec. III, this method is applied to the tran-
sient fast near field method20 to compute the lossy impulse

a�Author to whom correspondence should be addressed. Electronic mail:
kellyja8@msu.edu.
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responses for the uniform circular piston. In Secs. IV and V,
the lossy impulse responses are numerically evaluated and
physically interpreted.

II. THEORY

In this section, an approximate causal Green’s function
solution to the Stokes wave equation is analyzed. The lossy
impulse response in a viscous medium is then related to the
corresponding impulse response in a lossless medium. The
medium is assumed to be linear, isotropic, and homogeneous
and bounded by an infinite, rigid baffle in the z=0 plane.
Moreover, the transient Green’s function g�R , t� is assumed
to satisfy the viscous wave equation, or Stokes equation:5

�2g −
1

c0
2

�2g

�t2 + �
�

�t
�2g = − ��t���R� , �1�

where c0 is the thermodynamic speed of sound and � is the
relaxation time of the medium. The relaxation time, which is
proportional to the coefficient of shear viscosity �, measures
the time necessary to restore equilibrium to the translational
degrees of freedom in the fluid following a small thermody-
namic disturbance. If �=0, equilibrium is restored immedi-
ately and Eq. �1� reduces to the lossless wave equation. The
viscous term in Eq. �1� is a singular perturbation which trans-
forms the lossless, second-order hyperbolic wave equation
into a third-order parabolic equation. The dispersion relation
between wavenumber k and angular frequency � are com-
puted via a space-time Fourier transform applied to Eq. �1�,
which are summarized by Eqs. �58� and �59� in Ref. 9:

k��� =
�

c0
�1 + ����2

�1 − i�� �2�

yielding an attenuation coefficient that is approximately pro-
portional to �2 for ���1.

A. Green’s function decomposition

Unfortunately, no closed-form analytical Green’s func-
tion is known to exist for the Stokes waves equation. How-
ever, an asymptotic causal Green’s function for the 3D prob-
lem has been found.21 Alternatively, the 3D Green’s function
is derived in Appendix A with the methodology developed in
Ref. 21, yielding

g�R,t� �
u�t�

4�R�2�t�
exp�−

�t − R/c0�2

2t�
� , �3�

where R= 	r−r�	 is the distance between observer r and
source r� and u�t� is the Heaviside unit step function. Equa-
tion �3�, which is valid for small viscosity ��→0� and large
times �t→��, supports infinite propagation speed, yet is
strictly causal due to the Heaviside function u�t�. As shown
in Sec. IV, Eq. �3� is an excellent, causal approximation ex-
cept in the extreme near field or highly viscous media.

Equation �3� is recognized as the composition of �a� the
Green’s function for the 3D wave equation and �b� the
Green’s function for the �1D� diffusion equation. This obser-
vation motivates decomposing Eq. �3� into individual diffrac-
tion and loss factors via

g�R,t� = 

−�

� ���t − t� − R/c0�
4�R

�
��u�t�

1
�2�t�

exp�−
t�2

2t�
��dt�, �4�

where the sifting property of the Dirac delta function applied
to Eq. �4� yields Eq. �3�. Identifying the first bracketed ex-
pression as a diffraction component and the second bracketed
expression as a loss component via

gD�R,t� =
��t − R/c0�

4�R
, �5a�

gL�t,t�� = u�t�
1

�2�t�
exp�−

t�2

2t�
� , �5b�

allows Eq. �4� to be expressed as

g�R,t� = gL�t,t�� � gD�R,t�  

−�

�

gD�R,t − t��gL�t,t��dt�,

�6�

where the convolution denoted by � is performed with re-
spect to the t� variable. In Eq. �6�, the subscript “D” refers to
diffraction, whereas the subscript “L” refers to loss. Equation
�5a� is responsible for diffraction and the directivity of the
radiating aperture. Equation �5b� is a Gaussian function cen-
tered at t�=0 having width, or standard deviation, �t�. The t�
variable is interpreted as “propagation time” �fast�, whereas t
is interpreted as the “diffusion time” �slow�. In fact, Eq. �5b�
is the causal Green’s function for the 1D diffusion equation22

� �

�t
−

�

2

�2

�t�2�gL�t,t�� = ��t���t�� , �7�

where c0t� plays the role of the spatial variable. Thus, Eq. �6�
is interpreted as the non-stationary convolution of the 1D
Green’s function for the diffusion equation with the Green’s
function with the 3D wave equation. As shown below, the
decomposition embodied in Eq. �6� facilitates the generaliza-
tion of the impulse response for circular apertures to viscous
media.

B. Lossy impulse response function

The impulse response function hL�r , t� in the half space
is obtained by integrating Eq. �3� over the surface of the
radiating aperture and multiplying by two to account for the
infinite, planar baffle in the z=0 plane. Analytically, Eq. �6�
allows the lossy impulse response to be evaluated for a cir-
cular piston. Integrating the decomposed Green’s function
over the aperture S and multiplying by two yields

hL�r,t� = gL�t,t�� � 

S

��t − R/c0�
2�R

d2r�. �8�

The second factor in Eq. �8� is identical to the standard im-
pulse response for a uniform aperture, which has been calcu-
lated previously for a circular source. Therefore, the lossy
impulse response function is expressed as a non-stationary
convolution of the standard impulse response with a loss
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function, where the convolution is taken over t�:

hL�r,t� = gL�t,t�� � h�r,t� . �9�

Equation �9� maps solutions of the hyperbolic wave equation
to solutions of the parabolic Stokes equation, similar to the Q
transform.23 Since the loss function gL�t , t�� is independent
of R, the integration in Eq. �9� is independent of the geom-
etry associated with the aperture S, allowing the lossy im-
pulse response to be calculated from a known lossless im-
pulse response.

III. CIRCULAR PISTON

Figure 1 displays the geometry and coordinate systems
used in the following derivations. The lossy impulse re-
sponse is determined for a uniform piston at all observation
points in both the near and far fields. Equation �9� is evalu-
ated analytically, yielding either closed-form or single-
integral expressions which are then evaluated numerically.
The transient velocity potential is then recovered via fast
Fourier transform �FFT�-based convolutions.

A. Near field

1. Lossless impulse response

The near field solution to the transient, lossless, baffled
circular piston problem may be expressed piecewise in terms
of the rect function and the inverse cosine function.16,18 The
non-stationary convolution is difficult to compute with these
piecewise expressions; therefore, a single-integral expression
that is valid for all observation points is instead utilized. In
Ref. 20, a single integral expression for the pulsed pressure
was derived. Assuming a Dirac delta excitation v�t�=��t� in
Eq. 12 in Ref. 20 and utilizing the expression h�x ,z , t�
=�−�

t p�x ,z , t��dt� /	0 yields the time-domain impulse re-
sponse

h�x,z,t� =
c0a

�



0

� x cos 
 − a

x2 + a2 − 2ax cos 


��u�t − �1� − u�t − �2��d
 , �10�

where the delays �i are specified by

�1 = �x2 + z2 + a2 − 2ax cos 
/c0 and �11a�

�2 = z/c0. �11b�

In Eqs. �10� and �11�, x is the radial coordinate and z is the
axial coordinate. The integration over 
 can be evaluated in
closed form, yielding the piecewise-defined lossless impulse
response given in Ref. 18. However, the integral representa-
tion given by Eq. �10� leads directly to the lossy impulse
response that follows.

2. Lossy impulse response

The lossless near field solution given by Eq. �10� solves
the transient wave equation assuming a uniform piston in an
infinite rigid baffle. The lossy impulse response is computed
by inserting Eq. �10� into Eq. �9� and evaluating the unit step
functions in Eq. �10�. The integration over t� is evaluated in
terms of the error function24 erf�z�, yielding

hL�x,z,t� =
c0a

2�
u�t�


0

� x cos 
 − a

x2 + a2 − 2ax cos 


��erf� t − �1

�2t�
� − erf� t − �2

�2t�
��d
 , �12�

with �1 and �2 defined in Eq. �11�. On axis �x=0�, the lossy
impulse response reduces to

hL�0,z,t� =
c0u�t�

2 �erf� t − z/c0

�2t�
�

− erf� t − �z2 + a2/c0

�2t�
�� . �13�

As in the lossless case, the first and second delays in Eq. �13�
correspond to the closest point and the furthest point on the
radiating piston, respectively. In Eqs. �12� and �13�, The
“slow” time scale is embodied in the denominator of the erf
functions �2t�, whereas the “fast” time scale is embodied in
the numerator. The lossy impulse response described by Eqs.
�12� and �13� possesses an infinitely long tail that decays like
a Gaussian.

B. Far field

1. Lossless impulse response

Although Eq. �12� is valid for all field points, a simpler
expression exists in the far field, where the effects of attenu-
ation are more pronounced. Here, the definition of the far
field is the same as that utilized by Morse and Ingard,25

where the observation distance is much larger than the radius
of the aperture �r�a�. This definition of the far field is dis-
tinguished from the traditional far field distance ra2 /�,
which is only valid over a finite frequency band. As shown in
Appendix B, the lossless impulse response in the far field is
represented by the single-integral expression

h�r,�,t� =
c0a

�r sin �



0

�

cos 
u�t − r/c0

+ a sin � cos 
/c0�d
 , �14�

which is valid for r�a and �0. Note that Eq. �14� has
support on the time interval �r /c0−a sin � /c0, r /c0

z

r
(x,z)

xa

θ

FIG. 1. Piston and coordinate geometry. The piston, centered at the origin
and surrounded by an infinite rigid baffle in the z=0 plane, has a radius a.
The radial and axial observation coordinates are denoted by x and z, respec-
tively. The distance between origin and observer is given by r and the angle
between the radial and axial coordinates is �.
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+a sin � /c0�, which follows from the fact that �0
� cos 
d


=0. On axis ��=0�, the impulse response reduces to

h�z,0,t� =
a2

2z
��t − z/c0� , �15�

which is the limiting case of Eq. �10� as z→�.

2. Lossy impulse response

The far field viscous lossy impulse response is now
computed from Eqs. �14� and �15�. For the off-axis case, Eq.
�14� is substituted into Eq. �9�. Interchanging the order of
integration and evaluating the unit-step function in the inte-
grand yields

hL�r,�,t� =
c0

�r sin �

u�t�
�2�t�



0

� 

−�

���
�
exp�−

t�2

2t�
�

�cos 
dt�d
 , �16�

where

���
� = t − r/c0 + a sin � cos 
/c0. �17�

The integration over t� is evaluated using 2 /���−�
x e−z2

dz
=1+erf�x�. Due to the cos 
 term in Eq. �16�, the constant
term vanishes, yielding a single integral expression

hL�r,�,t� =
c0au�t�

2�r sin �



0

�

erf� t − r/c0 + a sin � cos 
/c0

�2t�
�

�cos 
d
 . �18�

The on-axis case is computed by inserting Eq. �15� into Eq.
�9� and utilizing the sifting property of the Dirac delta func-
tion, yielding

hL�r,0,t� = u�t�
a2

2r

exp�− �t − r/c0�2/2t��
�2�t�

, �19�

which can also be derived by letting z→� in Eq. �13�. Un-
like the lossless case, the lossy impulse response does not
have compact support in time. Since both the Gaussian and
error functions have infinite support, the lossy impulse re-
sponses defined by Eqs. �18� and �19� are also non-zero for
all positive time values. In physical terms, this semi-infinite
region of support implies wave components traveling with
phase speeds varying from zero to infinity, but the infinite
phase speeds are infinitely attenuated,5 so the result is causal.

IV. NUMERICAL RESULTS

A. Green’s function evaluation

A reference solution to the Stokes wave equation is
evaluated using the material impulse response function
�MIRF� approach outlined in Ref. 3, and the result is com-
pared to Eq. �3�. The wavenumber k��� is calculated via the
reference dispersion relation given by Eq. �2�, allowing the
material transfer function to be calculated in the frequency
domain. As specified by Eq. �10� in Ref. 3, the reference
Green’s function, or MIRF, is then recovered by inverse Fou-

rier transforming the material transfer function �MTF�, or
frequency-domain Green’s function, via the inverse fast Fou-
rier transform �FFT�, where

g�R,t� = F−1� eik���R

4�R
� �20�

Since g�R , t� is necessarily real, conjugate symmetry of the
MTF is enforced in the frequency domain. The relative L2

error, defined via

error =
��−�

� 	��t� − �ref�t�	2dt

��−�
� 	�ref�t�	2dt

�21�

is calculated with the MIRF approach used as the reference.
Figure 2 summarizes the results of this comparison for

various combinations of observation distance R and viscous
relaxation time �. Panel �a�, which shows the numerical ref-
erence and approximate Green’s functions using R=1 mm
and �=0.01 �s, displays a significant disparity between the
reference and asymptotic Green’s functions when � is rela-
tively large and R is relatively small. Panel �b�, which is
evaluated with R=1 mm and �=0.01 �s, shows a much
smaller variation between the asymptotic and reference
Green’s functions. Panels �c� and �d� show the Green’s func-
tions for R=1 mm and �=0.01 �s and �=0.001 �s, respec-
tively; these panels show very close agreement between the
reference and asymptotic Green’s functions. The asymptotic
and reference Green’s functions are virtually identical in
panel �d� of Fig. 2, implying that Eq. �3� is an excellent
approximation for R1 mm and ��0.001 �s.

The root mean square �RMS� error is a function of the
dimensionless parameter R / ��c0�. A quantitative error analy-
sis comparing the asymptotic Green’s function to the MIRF
result is displayed in Fig. 3 in terms of R / ��c0� on a log-log
plot. From the slope of the curve in Fig. 3, the RMS error is
approximately proportional to ��c0 /R. As expected, the er-
ror increases as R increases and decreases as R increases. For
a 1% error threshold, R / ��c0��3.3�103, yielding the rela-
tion ��3�10−4R /c0. By fixing � and letting R vary, the
minimum acceptable distance is determined by R�5
�103c0�.

B. Circular piston evaluation

Since the lossy impulse response solutions utilize an ap-
proximate transient Green’s function to the Stokes wave
equation, a numerical comparison is made to a reference
frequency-domain solution. The numerical reference is com-
puted by computing the Fourier transform of the velocity

potential �̂�r ,��= v̂���ĥ�r ,k���� using the dispersion rela-
tions k��� given by Eq. �2�. This product is computed over
the effective bandwidth of v̂��� and then numerically inverse
Fourier transformed using an inverse FFT. For a uniform
circular piston of radius a, the on-axis �r=0� transfer func-

tion ĥ�0,z ;�� exists in closed form, thereby obviating the
need for numerical integration.
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Figure 4 displays the on-axis velocity potential for a
circular piston of radius a=10 mm in a viscous medium for
the same combinations of z and � utilized in Fig. 2. A
Hanning-weighted toneburst

v�t� =
1

2
�1 − cos�2�t/W��rect� t

W
�sin�2�f0t� �22�

with center frequency f0=6.0 MHz and duration W=0.5 �s
is applied, where rect�t�=u�t�−u�t−1�. The velocity poten-
tial is obtained for �a� z=0.1 mm and �=0.01 �s, �b� z
=0.1 mm and �=0.001 �s, �c� z=1 mm and �=0.01 �s, and
�d� z=1 mm and �=0.001 �s. The error is computed be-
tween the lossy impulse response and the MIRF method us-
ing Eq. �21�, using the MIRF field as reference. The resulting
errors for the four cases are �a� 26.7%, �b� 3.26%, �c� 6.89%,
and �d� 2.71%, respectively. Thus, larger errors are observed
for points closer to the piston and large relaxation times due
to the approximation in the Green’s function given by Eq.
�3�. For z10 mm and ��0.001 �s, the relative L2 error is
less than or equal to 1%. Since the effects of viscous dissi-
pation are negligible in the extreme near field, the lossy im-
pulse response yields an accurate solution that captures the
combined effects of diffraction and viscous dissipation. Fi-
nally, Eq. �9� accounts for the small differences in the arrival
time of each attenuated spherical wave emitted by the radi-
ating aperture via the non-stationary convolution. Hence, no
additional error is introduced in the calculation of the lossy
impulse response.

Figure 5 plots the RMS error versus axial distance in
terms of the normalized distance z /a for the on-axis lossy
impulse response relative to the reference MIRF result. Error
is shown for four representative viscous relaxation times �.
For �=0.0001 �s, 0.0003 �s, and 0.001 �s, the RMS error
decreases as a function of normalized distance. For �
=0.003 �s, the minimum RMS error occurs at z /a�2, how-
ever. Unlike the Green’s function error shown in Fig. 2, the
error here is not controlled by a single parameter. Rather,
error decreases slowly as a function of z /a, eventually reach-
ing an error floor that depends on the viscous relaxation time.

C. Evaluation of the lossy impulse response

In this section, the lossy impulse response expressions
derived in Secs. II and III are numerically evaluated. The
velocity potential ��r , t� resulting from the temporal convo-
lution of a transient excitation with the lossy impulse re-
sponse is also computed and discussed. All single-integral
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FIG. 2. Comparison of the asymptotic form of the Green’s function for the
Stokes wave equation �Eq. �3�� and the reference Green’s function computed
numerically via the MIRF approach. The Green’s function is shown for �a�
R=0.1 mm and �=0.01 �s, �b� R=0.1 mm and �=0.001 �s, R=1.0 mm
and �=0.01 �s and �d� R=1.0 mm and �=0.001 �s.
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FIG. 3. The RMS error for the asymptotic Green’s function relative to the
reference MIRF result. The RMS error is displayed on a log-log plot relative
to the dimensionless parameter R / ��c0�. The slope on the log-log plot is
approximately 0.5, indicating that RMS error is proportional to ��c0 /R.
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expressions are numerically integrated using Gauss–
Legendre quadrature.26 In the following velocity potential
computations, the Hanning-weighted toneburst given by Eq.
�22� is utilized.

Figures 6 and 7 display the near field impulse response
for a circular piston with radius a=10 mm for lossless media
and viscous media, respectively. Figure 6 shows two snap-
shots of the lossless impulse response ��=0� on a two-
dimensional computational grid extending from x
=−40 mm to x=40 mm in the lateral direction and z
=20 to z=60 mm in the axial direction. Snapshots of the im-
pulse response are shown at two instances in time: t
=22 �s and t=34 �s. As shown in Fig. 6, the field within the
paraxial region �	x	�10 mm� in the lossless case is unattenu-
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FIG. 4. On-axis �x=0 mm� velocity potential for a circular piston of radius
a=10 mm in a viscous medium. The piston is excited by a Hanning-
weighted toneburst with center frequency f0=6.0 MHz and pulse length
W=0.5 �s for four combinations of axial distance z and relaxation time �:
�a� z=0.1 mm and �=0.01 �s, �b� z=0.1 mm and �=0.001 �s, �c� z
=1 mm and �=0.01 �s, �d� z=1 mm and �=0.001 �s. The velocity poten-
tial for each combination of z and � is computed via both the lossy impulse
response approach and a frequency-synthesis approach for verification.
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FIG. 6. Snapshots of the lossless impulse response generated by a circular
piston with radius a=10 mm at t=22 �s and t=34 �s are displayed in pan-
els �a� and �b�. The constant amplitude component within the paraxial region
	x	�a represents the direct wave. The remaining component represents the
edge wave generated by the discontinuity in particle velocity at x=a.
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ated, while the corresponding region in Fig. 7 experiences
attenuation and stretching due to viscous diffusion. For in-
creasing relaxation times, the field becomes progressively
closer to that generated by an omni-directional source as the
directivity of the aperture is weakened far from the source.

The near field velocity potential field generated by a
piston with radius a=10 mm within a viscous medium with
relaxation time �=0.001 �s is displayed in Fig. 8 at two
successive snapshots in time. At t=22 �s, distinct direct and
edge waves are evident, with little apparent viscous spread-
ing. As time increases, the edge and direct waves becomes
less distinct, while spreading and attenuation due to viscous
loss become more pronounced. Unlike the lossless case, the
direct wave in Fig. 8 experiences a significant decrease in
amplitude.

Figure 9 displays both the near field and far field lossy
impulse responses for a circular piston �a=5 mm�. Panel �a�
evaluates the lossy impulse response at r=50 mm both on
axis ��=0� and off axis ��=� /12 and �=0�. In this region,
the far field approximation differs significantly from the near
field solution. Panel �b� evaluates the impulse response at r
=200 mm both on axis ��=0� and off axis ��=� /12 and �

=0�. In this region, the far field approximation agrees with
the near field solution, indicating that the simplified far field
expressions accurately represent the lossy impulse response
at distances far from the source.
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FIG. 7. Snapshots of the lossy impulse response generated by a circular
piston with radius a=10 mm with �=0.01 �s for t=22 �s and t=34 �s are
displayed in panels �a� and �b�. Unlike the lossless impulse response de-
picted in Fig. 6, the direct wave is attenuated due to viscous diffusion. The
edge wave also experiences additional attenuation relative to Fig. 6.
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FIG. 8. Normalized velocity potential field produced by a circular piston of
radius a=10 mm excited by a Hanning-weighted toneburst in a viscous
medium with relaxation time �=0.001 �s. Snapshots of the normalized ve-
locity potential for t=22 �s and t=34 �s are displayed in panels �a� and �b�.
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FIG. 9. Lossy impulse response for a circular piston �a=5 mm� and �s

=0.001 �s. In panel �a�, the near field impulse response and the far field
impulse response were evaluated at r=50 mm both on axis ��=0� and off
axis ��=� /12 and �=0�. Panel �b� shows the near field and far field impulse
responses evaluated at r=200 mm on axis ��=0� and off axis ��=� /12 and
�=0�.
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V. DISCUSSION

A. Physical interpretation

The physical interpretation of the uniformly excited cir-
cular piston discussed in Ref. 27 is also applicable to tran-
sient propagation in viscous media. Physically, the first term
in Eq. �12� corresponds to the edge wave generated by the
discontinuity at the edge of the piston, whereas the second
term corresponds to the direct wave due to the bulk motion
of the piston. In the lossless case given by Eq. �10�, the direct
wave contribution localized within the paraxial region of the
radiator maintains a constant amplitude; however, for the
lossy wave, the direct wave decays as z increases. As Fig. 6
shows, the direct and edge waves are clearly discernible in
the lossless case, while Fig. 7 shows the smooth transition
between edge and direct waves in the presence of loss.

Numerical evaluations of the lossy impulse response
show distinct behavior within the near field, the transition
region, and the far field. For the values of � evaluated in Fig.
9, the diffraction component dominates in the near field, with
only a small amount of smoothing in the vicinity of the head
and tail of the response. For observation points in the transi-
tion region between the near and far fields, the effects of
diffraction and loss are both apparent. In this transition re-
gion, the impulse response is both smooth and asymmetric.
Finally, in the far field, the effects of viscous loss predomi-
nate, yielding increasingly symmetric and broad responses
with a reduced directivity.

Large values of � were chosen to determine the range of
values for which the approximation holds. The viscous relax-
ation time is related to the attenuation coefficient � at a fixed
frequency f via the relation28 �=c0� / �2�2f2�. For instance,
soft tissue at f =3 MHz with an attenuation coefficient of �
=0.345 cm−1 and sound speed c0=1.5 mm /�s corresponds
to �=3�10−4 �s. Applying the error analysis developed in
the Results section, R must be chosen larger than 1.5 mm to
maintain less than 1% error for these parameters.

B. Implementation issues

Unlike the MIRF method and other schemes that synthe-
size fields in the frequency domain, the lossy impulse re-
sponse solution presented here is computed directly in the
time domain without inverse FFTs. Numerical inverse FFTs
pose several difficulties, including �1� additional computa-
tional burden and �2� incursion of numerical error due to
undersampling in the frequency domain. Since the band-
width of the MIRF is a function of distance from the source,
the Nyquist sampling frequency is a function of distance.
Therefore, an efficient MIRF implementation requires multi-
rate sampling. The lossy impulse response method eliminates
these problems by replacing numerical inverse Fourier trans-
forms that utilize a compact time-domain expression with a
constant sampling rate for all observation points. In addition,
computing snapshots of the impulse response at one particu-
lar point in time is particularly straightforward with the lossy
impulse response method presented in Eq. �12�.

C. Numerical evaluation and aliasing

As discussed in Ref. 29, evaluation of the lossless im-
pulse response requires artificially high sampling rates in or-
der to accommodate the discontinuities in the derivative of
the impulse response, which result in large bandwidths.
These discontinuities are magnified on axis and in the far
field, where the lossless impulse response is represented by a
short-duration rect function in the near field and a scaled
delta function in the far field. However, these numerical dif-
ficulties are caused, in part, by an inaccurate physical model
which assumes zero loss and viscous spreading. In reality,
some loss is always present, effectively acting as a low-pass
filter and removing the high-frequency components of the
impulse response. This filtering effect is reflected in the lossy
impulse response expressions, which are infinitely smooth,
implying a Fourier transform that decays faster than 1 / fn for
any n1 where f represents the frequency.30 In contrast, the
Fourier transform of the lossless impulse response, due to
discontinuities on axis, decays as 1 / f . Due to this rapid de-
cay in the frequency domain, the lossy impulse response is
bandlimited, whereas the lossless response is band unlimited.
The numerical difficulties arising from the band unlimited
lossless impulse response are thus eliminated by the inclu-
sion of a loss mechanism, which effectively band limits the
impulse response. Since both the the diffraction and loss
components are evaluated simultaneously in the present for-
mulation �cf. Eq. �6��, sampling errors are reduced with the
lossless impulse response.

D. Other dispersive media

Since the Stokes wave equation serves as a first approxi-
mation for loss in biological tissue, more accurate models,
such as power-law media,2,15,31,32 also demand consideration.
In power-law media, phase velocity is an increasing function
of frequency, resulting in an asymmetric loss function func-
tion gL. In a future effort, loss functions for power-law media
will be derived, allowing the lossy impulse responses gener-
ated by various piston sources to be computed in tissue-like
media. The general power-law case will utilize the same ma-
chinery as the viscous case with an altered loss function.
Therefore, the main benefits of the lossy impulse response
approach �no inverse FFTs, lack of aliasing, etc.� should ap-
ply in the more general power-law setting. Since all calcula-
tions are directly in the time domain, the lossy impulse re-
sponse approach should provide a more intuitive solution to
transient, dispersive problems. Unlike the frequency-squared
case, the general loss function for power-law media cannot
be approximated via a simple expression such as a Gaussian.
Thus, the derivation of the impulse response for finite aper-
ture radiators in power-law media becomes more compli-
cated, necessitating more advanced mathematics. Neverthe-
less, these analytical models will facilitate validation of
numerical scattering studies in linear dissipative media.33

VI. CONCLUSION

The lossy impulse response for a circular piston is de-
rived by decomposing an asymptotic Green’s function into
diffraction and loss operators. This decomposed Green’s
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function relates the solutions to the Stokes wave solution and
the lossless wave equation via Eq. �9�, facilitating the deri-
vation of the lossy impulse response in Eq. �12�. The result-
ing expressions are strongly causal and straightforward to
implement numerically. Equation �12� also eliminates the
aliasing problems associated with the lossless impulse re-
sponse. The error incurred via the approximate Green’s func-
tion given by Eq. �3� is analyzed as function of relaxation
time � and distance from the source R, yielding the simple
relation between � and R for a 1% error threshold. Velocity
potential computations display a significant attenuation of
the direct wave within the paraxial region of the piston due
to viscous diffusion. The validity of the far field expression
given by Eq. �18� is also studied as a function of distance.
Both the physical and numerical properties of the resulting
lossy impulse responses are analyzed, revealing the critical
role of dissipation in the far field.
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APPENDIX A: DERIVATION OF THE ASYMPTOTIC
GREEN’S FUNCTION

Fourier transforming Eq. �1� from the space-time do-
main �R , t� to the spectral-frequency domain �p ,�� via the
convention utilized in Ref. 5 produces

�− p2 +
�2

c0
2 − �ip2��g�p = − 1, �A1�

where p= 	p	 is the magnitude of the spatial frequency vector
p. Solving for g�p and performing an inverse Fourier trans-
form over � gives

gp =
1

2�



−�

�

g�p exp�i�t�d� �A2�

=−
c0

2

2�



−�

� exp�i�t�
�� − �+��� − �−�

d� , �A3�

where ��= i�c0
2p2 /2�c0p� and �=�1−�2c0

2p2 /4. Evaluat-
ing Eq. �A3� via contour integration yields

gp�t� =
c0u�t�

�p
exp�−

�c0
2p2t

2
�sin�c0p�t� . �A4�

The 3D Green’s function is recovered via a threefold inverse
Fourier transform expressed in spherical coordinates
�p ,�p ,�p�, giving

g�R,t� =
1

8�3

0

� 

0

� 

0

2�

gp�t�exp�ipR cos �p�

�sin �pp2d�pd�pdp . �A5�

The �p integral and the �p integral are evaluated, yielding

g�R,t� =
1

2�2R



0

�

p sin�pR�gp�t�dp . �A6�

Inserting Eq. �A4� into Eq. �A6� and exploiting the evenness
of the integrand produces

g�R,t� =
c0u�t�
4�2R



−�

� sin�pR�exp�−
�c0

2p2t

2
�sin�c0p�t�

�
dp .

�A7�

Note that Eq. �A7� is an exact Fourier integral representation
of the 3D Green’s function. Unfortunately, this integral can-
not be evaluated in closed form. However, approximating
�=1 yields

g�R,t� =
c0u�t�
4�2R



−�

�

sin�pR�exp�−
�c0

2p2t

2
�sin�c0pt�dp .

�A8�

By exploiting the cosine addition formula, the following
identity is obtained:

1

�



−�

�

exp�− ap2�sin�Rp�sin�bp�dp

=
1

�4�a
�exp�− �R − b�2/4a� − exp�− �R + b�2/4a�� . �A9�

Evaluating the inverse transform of Eq. �A8� by taking a
=�c0

2t /2 and b=c0t yields

g�R,t� �
u�t�

4�R�2��t
�exp�−

�t − R/c0�2

2�t
�

− exp�−
�t + R/c0�2

2�t
�� . �A10�

Physically, the first term in Eq. �A10� represents an outgoing
wave, while the second term represents an incoming wave.
For large times �t�1, the incoming wave is negligible,
yielding Eq. �3�.

APPENDIX B: DERIVATION OF LOSSLESS FAR FIELD
EXPRESSION

The single-integral representation of the far field lossless
impulse response function utilized in Sec. III is derived from
their well-known frequency-domain counterparts. In the far
field region, the impulse response is expressed via an inverse
Fourier transform

h�r,�,t� = F−1�ĥ�r,�,��� =
1

2�



−�

� eikr

2�r
D��;��e−i�td� ,

�B1�

where D�� ;�� is the far-field pattern and k=� /c0 is the
�lossless� wavenumber. Equation �14� is computed via in-
verse Fourier transforming the classical frequency-domain
result. The far field pattern is given by
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D��;�� = �a22J1�ka sin ��
ka sin �

, �B2�

where J1�z� is the Bessel function of the first kind of order 1.
To invert the Bessel function in Eq. �B1�, an integral repre-
sentation is utilized:

Jn�z� =
�i�n

�



0

�

cos n
e−iz cos 
d
 . �B3�

Inserting Eqs. �B3� with n=1 and �B2� into Eq. �B1� yields

h�r,�,t� =
c0a

�r sin �
F−1� eiwr/c0

− iw



0

�

cos 
e−ika sin � cos 
d
� .

�B4�

Noting the spectral integration and applying the shifting
properties of the Fourier transform yields Eq. �14�.
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This paper describes an acoustical array combining microphones and piezoelectric devices.
Conventional microphone arrays have been widely utilized to realize noise reduction, sound
separation and direction of arrival estimation system. However, when a conventional microphone
array is mounted on a real system, such as a machine, vehicle or robot, the microphones are set
extremely close to the system’s actual body. In such cases, the noise from the system itself, such as
motors, gears, and engines, namely internal noise, often becomes a troublesome problem. It is
difficult to reduce internal noise utilizing a conventional microphone array because internal noise
sources are extremely close to the microphones. As internal noise is not always stationary,
statistically independent or sparse, most useful blind source separation approaches, such as
independent component analysis and the sparseness approach, cannot be employed. Our aim is to
reduce internal noise utilizing microphones and piezoelectric devices attached to the internal noise
source. In this paper, a general description of the acoustical array is formulated and the characteristic
features of microphones and piezoelectric devices in an acoustical array are given. An acoustical
array combining microphones and piezoelectric devices is also described with some experimental
results. © 2008 Acoustical Society of America. �DOI: 10.1121/1.2871764�

PACS number�s�: 43.60.Fg, 43.60.Vx, 43.60.Ac �EJS� Pages: 2117–2125

I. INTRODUCTION

The microphone array plays an important role in acous-
tical signal processing.1–5 It is applicable to hearing aids,6

speech enhancement,7 car navigation,8,9 robot audition,10–12

and so on. A conventional microphone array realizes the
delay-sum type microphone array,13 the adaptive microphone
array14–16 and direction of arrival estimation such as high
resolution algorithms,17–20 by utilizing the phase difference
or power difference of each microphone. However, when a
conventional microphone array is mounted on a real system
such as a machine, vehicle, or robot, the noise from the sys-
tem itself often becomes a problem. In those cases, the noise
source is extremely close to the microphones. The number of
noises is not always known. Moreover, the noise is also often
larger than the sound sources, because the main sound propa-
gation path is not the air but the solid frame of the machine.
For these reasons, it is difficult to reduce internal noise, such
as motor noise and gear noise, from systems using only a
conventional microphone array. Independent component
analysis �ICA� is a blind source separation �BSS� algorithm
that utilizes the statistical independence of received sounds.
ICA is based on the unitary diagonalization of the whitened
data covariance matrix.21–23 There also exist some BSS algo-
rithms that utilize higher order statistics.24 However, as the
internal noise is not always stationary or statistically inde-
pendent, it is difficult to employ ICA to reduce the internal
noise. ICA can also not be employed when the number of
noise sources is larger than the number of the microphones.

Some approaches utilize sparseness to solve the BSS
problem.25–27 Sparseness means that most of the frequency
components of a signal are zero, so the sources rarely over-
lap in the frequency domain. Under this assumption, it is
possible to extract each signal using time-frequency binary
masks. However, internal noise is not always disjoint, and it
is difficult to employ the sparseness approach to reduce in-
ternal noise.

To solve these problems, we look to piezoelectric de-
vices. A piezoelectric device is a passive device that trans-
forms the force on the device to the voltage, and vice versa,
based on piezoelectric effect. In mechatronics, there has been
a lot of research into controlling vibration with piezoelectric
devices as actuators.28–30 However, there is little research
into applying piezoelectric devices to a microphone array to
reduce internal noise. Our aim is to reduce internal noise by
combining microphones and piezoelectric devices that have
been attached to an internal noise source. In Sec. II, we de-
scribe a general formulation of an acoustical array in three-
dimensional space and give the characteristic features of a
conventional microphone array and piezoelectric devices. We
give a description of the implementation based on an acous-
tical array combining microphones and piezoelectric devices
to reduce the internal noise in Sec. III. The experimental
results are demonstrated to confirm the performance of the
proposed method in Sec. IV. The conclusions follow in Sec.
V.

II. PROBLEM FORMULATION

A. General description

Let us consider a three-dimensional space where the co-
ordinate is represented as �r ,� ,�� by a spherical polar coor-
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b�Electronic mail: shuji@waseda.jp
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dinate system as illustrated in Fig. 1. Let us consider a sound
s�t� generated at the position c= �r ,� ,�� at time t. The unit
vector L�� ,�� is described as follows:

L��,�� = �sin � cos �,sin � sin �,cos ��T, �1�

where �·�T represents the transpose. Let us also consider L
acoustical sensors. O represents the origin. ri= �ri ,�i ,�i� rep-
resents the coordinate of the ith acoustical sensor position.
According to the survey by O’Grady et al., signal mixtures
of an acoustical array are categorized as the instantaneous,
anechoic and echoic mixings.31 In this paper, we discuss an
echoic mixing. In this case, the signal xi�t� obtained by the
ith acoustical sensor can be described as follows:

xi�t� = ai�c� � s�t� , �2�

where the ai�c� represents the acoustic impulse responses
from the sound source at the position c to the ith acoustical
sensor. The asterisk represents the convolution. In frequency
domain, we can describe the signal Xi�� ,�� obtained by the
ith microphone as follows:

Xi��,�� = Ai��,c�S��,�� , �3�

where � and � represent the time frame and angular fre-
quency, respectively. S�� ,�� represents the signal in the fre-
quency domain. Ai�� ,c� represents the transfer function
from the position c to the ith acoustical sensor at angular
frequency �. The vector of the received sound X�� ,�� can
be expressed as follows:

X��,�� = �
X1��,��
X2��,��

]

XL��,��
� �4�

=A��,c�S��,�� , �5�

where A�� ,c� represents the directional vector described as
follows:

A��,c� = �
A1��,c�
A2��,c�

]

AL��,c�
� . �6�

The linear combination of the array output can be described
as follows:

Y��,�� = �
i=1

L

W
i
*���Xi��,�� �7�

=�
i=1

L

W
i
*���Ai��,c�S��,�� �8�

=AT��,c�W*���S��,�� , �9�

where �·�* represents the conjugate. W��� is described as
follows:

W��� = �
W1���
W2���

]

WL���
� . �10�

Let us consider the directional distribution D�� ,c�, which is
the directivity for all the coordinates created by the optimal
weight Wopt��� depending on the constraint condition.
D�� ,c� can be expressed as follows:

D��,c� = AT��,c�Wopt
* ��� . �11�

The directional distribution is determined by the function
A�� ,c� and the optimal weight Wopt���. As is well known,
we cannot constrain all points by utilizing L acoustical sen-
sors. We can only steer, at most, L−1 null points by setting
the various constraints, such as sound direction, noise direc-
tion, and noise power.13–15 In other words, the function
A�� ,c� determines the characteristic of the directional dis-
tribution and the limitation of an acoustical array.

B. Characteristic features of a conventional
microphone array

Figure 2 illustrates a general model of a conventional
microphone array with L microphones placed in a three-
dimensional space. The following conditions are usually as-
sumed in a conventional microphone array system:

�1� Position differences: All microphones are located at dif-
ferent positions.

�2� Omnidirectional microphones: The directivity of micro-
phones is identical for all angles.

Under the previous constraints, the directional vector is
usually described as follows:

z

x

y

Acoustical sensor 2

Acoustical sensor j

Acoustical sensor L

rj

Acoustical sensor

φ

L
θ c

Acoustical sensor 1 Sound source

FIG. 1. General description of an acoustical array system.

z

x

y

Microphone 2 Microphone L

rj

Microphone j

φ

L

θ c

Microphone 1 Sound source

FIG. 2. A general model of a conventional microphone array.
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Ai��,c� = Ai
M��,c� = exp�j�i��,�,��� , �12�

where �i�� ,� ,�� is described as follows:

�i��,�,�� =
�

v
ri

TL��,�� , �13�

where v represents the sound velocity. As �i�� ,� ,�� in-
cludes only � and � as geometric parameters, the conven-
tional microphone array can steer the null not for the noise
point but for the noise direction.

C. Characteristic features of piezoelectric devices

Figure 3 illustrates a general model of L piezoelectric
devices placed in three-dimensional space. When we utilize
piezoelectric devices, we attach the device to the correspond-
ing object to directly detect object vibration. Let us consider
L objects that generate sound due to their vibrations. �i rep-
resents the region of the ith object. The following conditions
can be assumed when piezoelectric devices are utilized:

�1� Direct detection of object vibration: The piezoelectric
device directly detects the mechanical vibration of the
attached object.

�2� Independence of other noise sources: The piezoelectric
device does not detect object noise where it is not
attached.

Under the previous constraints, the directional vector
can be described as follows:

Ai��,c� = Ai
P��,c� = ��0 �c � �i�

=0 �c � ¬ �i� ,
	 �14�

where −�i represents the complement of �i. Due to the fea-
tures of Eq. �14�, we can steer the null for the noise point
utilizing piezoelectric devices if we combine them with mi-
crophones. Based on the features of microphones and piezo-
electric devices, we aim to enlarge the application range of
the acoustical array by combining microphones and piezo-
electric devices.

III. AN ACOUSTICAL ARRAY COMBINING
MICROPHONES AND PIEZOELECTRIC DEVICES

When we consider noises in practical systems such as
vehicles, machines, and robots, they may be categorized into
two groups. One is external noise from the environment and

the other is internal noise, the noise from internal systems
such as engines, gears, and robot motors. Although external
noise can usually be regarded as the point source of sound, it
is difficult to know the number and location of noises in
advance. External noise sources also often move in living
space. On the other hand, although the number and location
of internal noises can often be known in advance, the noise
source is not always regarded as the point source of sound.
Paying attention to the features of these two kinds of noise,
we aim to directly reduce internal noise by using not only
microphones but also piezoelectric devices. Figures 4 and 5
illustrate the basic concepts of a conventional microphone
array and an acoustical array combining microphones and
piezoelectric devices, respectively. As described in the pre-
vious section, we can control the null of the external noise
direction by steering the null utilizing a conventional micro-
phone array. However, we cannot control the null of an in-
ternal noise point, as illustrated in Fig. 4. To solve the prob-
lem, we aim to control the null, not only for the external
noise direction by utilizing microphones, but also for the
internal noise point by utilizing piezoelectric devices. The
process of the algorithm is as follows:

In our methods, we directly set piezoelectric devices
onto noise source objects like motors and engines. Let us
consider a sound, K kinds of internal noise, N kinds of ex-
ternal noise, and L microphones. Let us consider K objects
which generate sound due to their vibrations. �i represents
the region of the ith object. To reduce internal noise, we also
prepare K piezoelectric devices corresponding to each inter-
nal noise. We attached the piezoelectric devices to the noise
sources. We modify the notation in the previous section to
clarify the difference between microphones and piezoelectric
devices. s�t� represents the sound at the position c. nj

I�t� and

z

x

y

rj

φ

L

θ c

Sound source

Piezoelectric device 2

Object 2 Ω2

Piezoelectric device 1

Object 1 Ω1

Piezoelectric device j

Object jΩj

Piezoelectric device L
Object LΩL

FIG. 3. A general model of piezoelectric devices.

Null steering for
external noise direction

Internal noise source

External noise source

Microphone

FIG. 4. �Color online� Basic concept of a conventional microphone array.

Internal noise source Piezoelectric device

Null steering for internal noise point

Null steering for
external noise direction

External noise source

Microphone

FIG. 5. �Color online� Basic concept of an acoustical array combining mi-
crophones and piezoelectric devices.
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nk
E�t� represent the jth internal noise at the position c j

I

= �rj
I ,� j

I ,� j
I� and the kth external noise at the position ck

E

= �rk
E ,�k

E ,�k
E�, respectively. The signal obtained by the ith

microphone xi
M�t� can be described as follows:

xi
M�t� = mi�c� � s�t� + �

j

mij
I �c j

I� � nj
I�t�

+ �
k

mik
E �ck

E� � nk
E�t� , �15�

where mi�c� is an acoustic impulse response from the signal
source to the ith microphone. The mij

I �c j
I� represents the

acoustic impulse responses from the jth internal noise source
to the ith microphone. The mik

E �ck
E� is the acoustic impulse

responses from the kth external noise source to the ith mi-
crophone. The signal obtained by the ith piezoelectric device
xi

P�t� can also be described as follows:

xi
P�t� = �

j

pij
I �c j

I� � nj
I�t� , �16�

where pij
I �c j

I� is the acoustic impulse responses from the jth
internal noise source to the ith piezoelectric device. Terms
for the signal and the external noise can be omitted because
of the features of piezoelectric devices. Our aim is to detect
noise characteristics from the output of the piezoelectric de-
vices. Here, we consider the problem in the frequency do-
main. Let us define the output vector of the microphones and
piezoelectric devices XM�� ,�� and XP�� ,�� as follows:

XM��,�� = �X1
M��,��,X2

M��,��, . . . ,XL
M��,���T, �17�

XP��,�� = �X1
P��,��,X2

P��,��, . . . ,XK
P��,���T, �18�

where Xi
M�� ,�� and Xj

P�� ,�� represent the output signal
from the ith microphone and jth piezoelectric device in the
angular frequency � at time frame �, respectively. Also, we
can express the noise vector of the internal noise and external
noise NI�� ,�� and NE�� ,�� as follows:

NI��� = �N1
I ��,��,N2

I ��,��, . . . ,NK
I ��,���T, �19�

NE��� = �N1
E��,��,N2

E��,��, . . . ,NN
E��,���T, �20�

where Ni
I�� ,�� and Nj

E�� ,�� represent the ith internal noise
and jth external noise, respectively. The mixing vector for
the signal of the microphones M��� is defined as follows:

M��� = �M1���,M2���, . . . ,ML����T �21�

where Mi��� represents the transfer function from the sound
to the ith microphone and is described as follows:

Mi��� = Ai
M��,c� �22�

The mixing matrices for both the internal noise and the ex-
ternal noise of the microphones MI��� and ME��� are de-
fined as follows:

MI��� = �
M11

I ��� ¯ M1K
I ���

M21
I ��� ¯ M2K

I ���
] ]

ML1
I ��� ¯ MLK

I ���
� , �23�

ME��� = �
M11

E ��� ¯ M1N
E ���

M21
E ��� ¯ M2N

E ���
] ]

ML1
E ��� ¯ MLN

E ���
� , �24�

where Mij
I ��� and Mik

E ��� represent the transfer function
from the jth internal noise source to the ith microphone and
the transfer function from the kth external noise source to the
ith microphone, respectively. Mij

I ��� and Mik
E ��� are de-

scribed as follows:

Mij
I ��� = Ai

M��,c j
I� , �25�

Mik
E ��� = Ai

M��,ck
E� . �26�

In the same way, the mixing matrices of the internal noise
PI��� are expressed as follows:

PI��� = �
P11

I ��� ¯ P1K
I ���

P21
I ��� ¯ P2K

I ���
] ]

PK1
I ��� ¯ PKK

I ���
� , �27�

where Pij
I ��� represents the transfer function from the jth

internal noise source to the ith piezoelectric device and is
described as follows:

Pij
I ��� = Ai

I��,c j
I��ij , �28�

where �ij represents Kronecker delta. When piezoelectric de-
vices are utilized, the transfer function from the sound source
to the piezoelectric devices and the transfer function from the
external noise to the piezoelectric devices are ideally zero
due to the characteristics described in Eq. �14�. In the fre-
quency domain, we can express the K+L mixtures of micro-
phones and piezoelectric devices as follows:

X��,�� = H���S��,�� , �29�

where

X��,�� = 
XM��,��
XP��,�� � , �30�

H��� = 
M��� ME��� MI���
0 0 PI��� � , �31�

S��,�� = � S��,��
NE��,��
NI��,��

� , �32�

where Mi��� and Mij
E��� vary because the positional rela-

tionship of the external noise, the microphones and the pi-
ezoelectric devices often changes in real systems. Con-
versely, Mij

I ��� and Pij
I ��� do not very because the positional

relations among internal noise, microphones and piezoelec-
tric devices are fixed. Therefore, Mij

I ��� and Pij
I ��� can be

measured in advance, whereas Mi�� ,�� and Mij
E�� ,�� cannot

be measured in advance. Paying attention to the features, we
define WE��� and WI��� as the weight matrices of linear
transformation for reducing the external noise and the inter-
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nal noise, respectively. The sizes of WE��� and WI��� are
�K+L�� �K+L�. The output vector Y�� ,�� is described to
steer the null for the internal noise point as follows:

Y��,�� = WE���WI���X��,�� . �33�

Hence, we first find the matrix WI��� as follows:

H���� = WI���H��� = 
M��� ME��� 0

0 0 0
� . �34�

In other words, we set WI��� as

WI��� = �1 0

1 0

1 − R
� , �35�

where R= �Mij
I ��� / Pii

I ���� and 1 represents the unit matrix.
As both Mij

I ��� and Pij
I ��� are measured in advance, we can

easily set WI���. We then optimize WE��� by employing
various kinds of methods based on the microphone array,
such as beam-forming and adaptive microphone array, ICA
and sparseness approaches.

IV. EXPERIMENT

A. Experiment to confirm the robustness on the
position of the microphones

We first conducted experiments to confirm whether we
can reduce the noise of the microphones regardless of their
position. The experimental setup is illustrated in Fig. 6. We
attached a piezoelectric device �BGT-2000, Belcat� to the
motor. Two microphones �RP-VC200, Panasonic� were set
2.5 cm apart from the motor. Two sound sources were set
40 cm apart from the motor in the 0° and 90° directions. The
recording room was not a special room such as an anechoic
room but an ordinary room in our laboratory because we aim
to apply the proposed method to robots in a practical envi-
ronment. The reverberation time was 207 ms. The transfer
function from the motor to the piezoelectric device and to the
microphones was measured using the cross-spectrum meth-

od. The transfer functions from sounds to the piezoelectric
device and the microphones are unknown. As sound sources,
we selected five male voices and five female voices from
“Japanese Newspaper Article Sentences,” edited by the
Acoustical Society of Japan. We utilized the amplitude trans-
fer characteristics in the experiments. We calculate the
signal-to-noise ratio �SNR� as follows:

SNR = 10 log10
�t=0

T s2�t�
�t=0

T n2�t�
, �36�

where T represents the time length. To calculate SNR, we
separately sampled s�t� and n�t� in the room. Noise reduction
ratio �NRR� is defined as follows:

NRR = SNRafter-SNRbefore, �37�

where SNRbefore and SNRafter is the SNR before and after
noise reduction, respectively. Tables I and II show the results
of SNRbefore, SNRafter, and NRR from microphones 1 and 2
when the sound was generated from 0°. Tables III and IV
show the results of SNRbefore, SNRafter, and NRR for micro-
phones 1 and 2 when the sound was generated from
90 degrees. As shown in Tables I–IV, the proposed method
could reduce noise by about 5 dB throughout all the experi-
ments although the SNRbefore was various and the noise was
sometimes extremely large.

710cm

2.5cm

Microphone

Sound source 1 (0 degree)

Sound source 2 (90 degree)

40cm
40cm

Motor Piezoelectric device

840cm

130cm

260cm

Mic 1 Mic 2

FIG. 6. �Color online� Experimental setup when we utilized two micro-
phones and one piezoelectric device.

TABLE I. NRR results regarding microphone 1 when the sound was gen-
erated from 0° in the first experiment. The noise source is a motor.

Gender Sound SNRbefore �dB� SNRafter �dB� NRR �dB�

Male 1 6.422 11.5829 5.1609
2 0.1751 5.2455 5.0704
3 2.9197 8.1913 5.2716
4 2.5161 7.4856 4.9695
5 0.5704 5.608 5.0376

Female 6 8.7747 14.5856 5.8109
7 6.9936 12.6984 5.7048
8 11.7249 17.4616 5.7367
9 6.9946 12.5627 5.5681

10 7.154 12.8517 5.6977

TABLE II. NRR results regarding microphone 2 when the sound was gen-
erated from 0° in the first experiment. The noise source is a motor.

Gender Sound SNRbefore �dB� SNRafter �dB� NRR �dB�

Male 1 0.1022 4.9226 4.8204
2 −8.6535 −4.5085 4.145
3 −5.1196 −0.3294 4.7902
4 −4.9436 −0.3695 4.5742
5 −7.626 −3.5132 4.1128

Female 6 1.3515 6.8181 5.4666
7 −0.5715 5.1886 5.7601
8 4.8225 10.5394 5.7168
9 −0.121 5.3227 5.4437

10 −0.3939 5.0632 5.457
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B. Experiment to confirm the robustness of the noise
source

Next, we conducted experiments to confirm whether we
could reduce the noise of the microphones regardless of the
noise source. The experimental setup is illustrated in Fig. 7.
We attached two piezoelectric devices �BGT-2000, Belcat� to
two motors. A microphone �RP-VC200, Panasonic� was set
at the center of the motors. Motor 1 was 5.0 cm apart from
motor 2. Two sound sources were set 40 cm apart from the

microphone in the 0° and 90° directions. The recording room
was the same as the previous experiment. As sound sources,
we also selected five male voices and five female voices, the
same as the previous experiment. Tables V and VI show the
results of SNRbefore, SNRafter, and NRR regarding the micro-
phone on noise sources 1 and 2 when the sound was gener-
ated from the 0° direction, respectively. Tables VII and VIII
show the results of SNRbefore, SNRafter, and NRR regarding
the microphone on noise sources 1 and 2 when the sound
was generated from the 90° direction. As shown in Tables
V–VIII, the proposed method could also reduce noise by
about 4 dB in both cases.

TABLE III. NRR results regarding microphone 1 when the sound was gen-
erated from 90° in the first experiment. The noise source is a motor.

Gender Sound SNRbefore �dB� SNRafter �dB� NRR �dB�

Male 1 8.2144 13.5877 5.3733
2 1.6894 7.1683 5.4789
3 4.3527 9.5377 5.185
4 4.3316 9.2532 4.9216
5 1.527 6.5957 5.0687

Female 6 8.3054 13.7754 5.4701
7 2.9744 8.5008 5.5264
8 10.0962 15.898 5.8018
9 5.213 10.7174 5.5045
10 9.5528 15.3111 5.7583

TABLE IV. NRR results regarding microphone 2 when the sound was gen-
erated from 90° in the first experiment. The noise source is a motor.

Gender Sound SNRbefore �dB� SNRafter �dB� NRR �dB�

Male 1 11.6401 17.3126 5.6725
2 5.2921 11.2572 5.9651
3 5.5724 11.0729 5.5005
4 6.8612 12.0353 5.1741
5 3.0761 8.5696 5.4935

Female 6 11.2589 17.1217 5.8628
7 5.8103 11.6529 5.8425
8 13.0188 18.9333 5.9145
9 9.9648 15.771 5.8062
10 12.9875 18.8438 5.8563

710cm

2.5cm

Microphone

Sound source 1 (0 degree)

Sound source 2 (90 degree)

40cm
40cm

Motor Piezoelectric device

840cm

130cm

260cm

Motor 1 Motor 2

FIG. 7. �Color online� Experimental setup when we utilized one microphone
and two piezoelectric devices.

TABLE V. NRR results regarding microphone when the sound was gener-
ated from 0° in the second experiment. The noise source is the motor 1.

Gender Sound SNRbefore �dB� SNRafter �dB� NRR �dB�

Male 1 −2.9199 0.9377 3.8576
2 −3.1989 0.8252 4.0241
3 −1.5203 2.5275 4.0478
4 2.9811 7.2725 4.2915
5 −0.5829 3.346 3.9289

Female 6 −1.1008 3.075 4.1759
7 −0.8804 3.1668 4.0472
8 −0.0286 4.0016 4.0302
9 −1.5111 2.5274 4.0385

10 1.1979 5.2324 4.0346

TABLE VI. NRR results regarding microphone when the sound was gener-
ated from 0° in the second experiment. The noise source is the motor 2.

Gender Sound SNRbefore �dB� SNRafter �dB� NRR �dB�

Male 1 −2.5248 1.2619 3.7866
2 −2.8037 1.0958 3.8995
3 −1.1252 2.9515 4.0766
4 3.3762 7.7938 4.4206
5 −0.2083 3.7511 3.9594

Female 6 −0.7057 3.5066 4.2123
7 −0.5198 3.5795 4.0992
8 −0.3349 4.4253 4.0904
9 −1.116 2.9457 4.0617

10 1.593 5.7232 4.1302

TABLE VII. NRR results regarding microphone when the sound was gen-
erated from 90° in the second experiment. The noise source is the motor 1.

Gender Sound SNRbefore �dB� SNRafter �dB� NRR �dB�

Male 1 −1.4386 2.4447 3.8833
2 −0.9323 3.0617 3.994
3 −1.5203 3.0617 3.994
4 3.2124 7.402 4.1896
5 2.7256 6.7428 4.0172

Female 6 2.2119 6.3779 4.1659
7 3.0098 7.0333 4.0234
8 2.6385 6.6423 4.0038
9 2.5825 6.6387 4.0562

10 3.1966 7.2447 4.0481
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C. Experiment to reduce the noise of an autonomous
robot

We next conducted experiments to apply the proposed
method to an actual robot. For the experiments, we utilized
an autonomous mobile robot called UBIRO, which was de-
veloped in our laboratory. Figure 8 depicts UBIRO’s appear-
ance. Table IX shows UBIRO’s specifications. As shown in
Fig. 8, we set two microphones and a piezoelectric device on
the front side of UBIRO. Figure 9 depicts the physical layout
of the two microphones and the piezoelectric device on
UBIRO. The piezoelectric device �BGT-2000, Belcat� was

set on a photoelectronic sensor that had a motor for scanning.
Two microphones �RP-VC200, Panasonic� were set 3 cm
apart from the sensor. The experimental setup is illustrated in
Fig. 10. The sound sources were set 40 cm apart from the
motor. Sound was generated from 0° and 90°. The recording
room was not a special room but an ordinary conference
room. Reverberation time was 387 ms. As sound sources, we
selected the same five male and five female voices that were
used in the previous experiment. Tables X and XI show the
results of SNRbefore and NRR from microphones 1 and 2
when the sound was generated from 0°, respectively. Tables
XII and XIII show the results of SNRbefore and NRR for
microphones 1 and 2 when sound was generated from 90°,
respectively. As shown in Tables X–XIII, the proposed
method could also reduce the noise about 5 dB throughout
all the experiments even if we applied the proposed method
to a real robot.

TABLE VIII. NRR results regarding microphone when the sound was gen-
erated from 90° in the second experiment. The noise source is the motor 2.

Gender Sound SNRbefore �dB� SNRafter �dB� NRR �dB�

Male 1 −1.2321 2.5471 3.7792
2 −0.5788 3.6049 4.1837
3 0.3565 4.4494 4.093
4 3.6075 7.9494 4.3419
5 3.0751 7.2096 4.1346

Female 6 2.5232 6.7732 4.25
7 3.3508 7.4453 4.0945
8 2.99 7.0795 4.0895
9 2.9777 7.1791 4.2014

10 3.5917 7.7957 4.204

Installation space
of two microphones
and a piezoelectric device

FIG. 8. �Color online� Autonomous mobile robot: UBIRO.

TABLE IX. Specification of UBIRO.

Feature Description
Size 800 mm�900 mm�900 mm

Weight 90 kg
Speed Max 6.0 km /h

Operating system Windows XP �Pentium III 850 MHz�
Communications Wireless LAN and RS-232C

Batteries Two 12 V 35 Ah

6cm

3cm

Installation space
of two microphones
and a piezoelectric device

FIG. 9. �Color online� Layout of two microphones and a piezoelectric de-
vice.

UBIRO

110cm

170cm

300cm

250cm

90cm

80cm
Sound source2

40cm

Sound source1

40cm

Installation point of
two microphones and a piezoelectric device

FIG. 10. �Color online� Experimental setup when we utilized two micro-
phones and a piezoelectric device on UBIRO.
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V. CONCLUSION

In this paper, we proposed an acoustical array combin-
ing microphones and piezoelectric devices. The proposed
method can reduce internal noise even when the number of
noises is larger than the number of microphones and piezo-
electric devices. The proposed method does not conflict with
conventional techniques for noise reduction. The proposed
method as preprocessing of the conventional microphone ar-
ray will be able to be utilized. For future works, we aim to
develop a method combining the proposed method and con-
ventional blind source separation algorithms such as ICA and
sparseness approaches. The proposed method to a real robot

audition and speech recognition system would also like to be
applied. Noise reduction combining the proposed method
and vibration control based on piezoelectric devices will also
be developed. If one can measure the transfer functions ac-
curately and they are fixed in the true sense of the term, one
may be able to reduce internal noise more drastically. How-
ever, practically, the transfer functions may change a bit. The
piezoelectric devices may also include some noise other than
the attached noise source. To solve this problem, one needs
to estimate the desired features of the piezoelectric devices
and the optimal setting for microphones and piezoelectric
devices.
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The work addresses the definition of a wavelet that is adapted to analyze a flexural impulse response
of a beam or plate that can be modeled with the Euler–Bernoulli bending theory. The wavelet gives
the opportunity to directly analyze the dispersion characteristics of a pulse. The aim is to localize a
source or to measure material parameters. An overview of the mathematical properties of the
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I. INTRODUCTION

The Morlet wavelet transform is a method for time-
frequency analysis. Its application for acoustic signals can be
found in several publications. These publications deal, for
example, with the analysis of dispersive waves,1,2 source or
damage localization,3–7 investigation of system parameters8,9

or active control.10 A comparison of the short time Fourier
transform and the Morlet wavelet transform is done by Kim
and Kim.11 It is found that the continuous wavelet transform
�CWT� of acoustic signals is a promising method to obtain
the time-frequency energy distribution of a signal. These ap-
plications are based on the evaluation of the frequency de-
pendent arrival time of a pulse in a dispersive media.

An adjacent application is the construction of contact
sensitive devices12,13 with the dispersive signal technology.

The underlying concept of this method will be briefly
explained for a one-dimensional structure �e.g., a beam�.
Nevertheless, the method was also sucessfully applied by the
author to a plate. The additional step is that the two-
dimensional source position has to be calculated from at least
two observer positions and the two distances that were ob-
tained in the same way as explained here.

A fundamental difference between most waveforms in
structures and fluids is the dispersion. A pulse propagating in
a structure with the frequency dependent group velocity cg

changes its shape. Due to this dispersion the pulse is not
recognizable with correlation techniques that can be useful
for locating airborne sound sources.14

The wavelet transform is very useful to extract exactly
the arrival time ta of a pulse in a dispersive media

ta = x/cg, �1�

where x is the distance. The continuous wavelet transform
W�

y of a function y is

W�
y �a,b� =

1
�c��a�

�
−�

�

y�t��*� t − b

a
	dt , �2�

where �.�* denotes the complex conjugate. A useful wavelet
in this context is the Morlet wavelet, that is defined as

��t� = e−�t2/2ej�0t �3�

and c�=�� /�. The analog to the spectrogram or power den-
sity is the scalogram or energy density defined as

�W�
y �a,b��2. �4�

It can be shown that for a fixed scaling parameter a the
arrival time ta is the point in time where the maximum of the
scalogram occurs

max��W�
y �a,b��2� = �W�

y �a,b = ta��2. �5�

To locate a source one needs

1. the point in time the pulse occurred, the group velocity
and a sensor, or

2. two sensors, or
3. one sensor measuring two distinguishable wave types.15

If the position of the source is known, it is possible to
extract material parameters.8,9

To improve this method, dispersion based transforms
have been proposed,16,17 which is based on a method called
Chirplet transform.18,19 These transforms improved the
analysis. Nevertheless, the bending wavelet that is presented
is a new approach.

Here a different wavelet suitable for bending waves
which can be modeled with the Euler beam theory is pre-
sented.

The underlying concept is not to measure the arrival
time but to extract directly the so-called dispersion factor of
the pulse. The dispersion of the pulse depends on the dis-
tance between source and receiver and the material proper-
ties. If it is possible to extract exactly the spreading of the
pulse one has directly the distance or the material properties,
depending on which is known. To define a wavelet that ex-
tracts the dispersion characteristics it is necessary to know
the impulse response function in the time domain. For plates
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which can be modeled with the Euler beam theory this func-
tion is derived first by Boussinesq20 and can be found in
textbooks.21 For beams it is treated in the Appendix since
only the Green’s functions for a initial deflection and veloc-
ity are found in the literature.22,23

The velocity v�r , t� resulting from the bending wave
propagation on a infinite plate of a force impulse Fa�t�
=F0��t� at r=0 is

v�r,t� =
F0

4�t�B�m�
sin� r2

4�t
	 , �6�

where r is the distance from the source, �=�B� /m�, bending
stiffness B�=Eh3 / �12�1−�2��, E the elastic or Young’s
modulus, h the plate thickness, � the Poisson’s ratio and m�
the mass per unit area.

The bending wave velocity v�x , t� on an infinite beam,
resulting in a force impulse Fa�t�=F0��t� at x=0 is given by

v�x,t� =
F0

m�
� 2

��t
cos� x2

4�t
	 , �7�

therein x is the distance from the source, �=�B /m�, where B
is the bending stiffness of the beam and m� mass per unit
length.

The term

di =
x2

4�
�8�

is the factor that controls this spreading and is called the
dispersion factor. Whereas the dispersion factor is a time
value the non-dimensional term

Di =
x2fmax

4�
, �9�

is called the dispersion number. The applicability of the fol-
lowing method depends on the dispersion number. Higher
dispersion numbers result in a longer useful time period and
this case is better to analyze. An exact quantification is given
in the following, Eq. �30�. A high dispersion number is the
reason for choosing a thin plate and a slender beam.

In the following a new adapted wavelet will be derived
to extract the dispersion factor from the measured pulse.
Usually a wavelet is designed to localize a certain frequency.
On the contrary, the proposed wavelet localizes a frequency
range that is distributed over the wavelet length just like Eqs.
�6� or �7�. Such a choice follows the paradigm of signal
processing, that “the analysing function should look like the
signal.”

One may interpret the continuous wavelet transform as a
cross correlation of y and �. Hence, the idea is to find the
function which is highly correlated with the impulse re-
sponse. The difference is the role of the scaling parameter a.
It is vital to produce the presented results to use the scaling
parameter as it is defined in Eq. �2�.

The dispersion factor is determined by the scaling factor
with the highest value of the scalogram. In principle this can
be done with a fine grid of �a ,b� values. A more efficient
way is to use an optimization scheme. Gradient based opti-
mization is not reliable in finding a global optimum. A sec-

ond problem is the localization of several overlapping pulses.
A well known method that is able to fulfill these require-
ments is the use of genetic algorithms.

II. BENDING WAVELET

Several different definitions based on the Morlet wavelet
and the Chirplet transform18,19 have been investigated. Please
note that the Chirplet transform cannot be used directly since
the functions18,19 describe a linear chirp, whereas the flexural
impulse response is a 1 / t2 chirp, as will be explained in Sec.
II D. For brevity an extensive discussion about the different
efforts is omitted, but can be found in the author’s Ph.D.
thesis.24 The details of the mathematical background of the
wavelet transform can be found in the literature.25,26 The
section begins with the definition of a wavelet with compact
support and zero mean. It follows a comment on the ampli-
tude and frequency distribution and ends with possible op-
tional definitions.

A. Definition

The mother wavelet

�s�t� = 
 sin�1/t�
t

for tmin 	 t 	 tmax

0 otherwise
� �10�

is called bending wavelet.
A wavelet � must fulfill the admissibility condition

0 	 c� = �
−�

� ��̂����2

���
d� 	 � , �11�

where �̂��� is the Fourier transform of the wavelet. The
proposed wavelet �10� has a compact support �tmin , tmax�,
which means that the admissibility condition is fulfilled if

�
tmin

tmax

��t�dt = 0 �12�

holds. To fulfill the admissibility condition tmin and tmax are
defined so that Eq. �12� holds. With the integral-sine function
Si�x�=�0

x sin�t� / tdt one finds that

�
tmin

tmax sin�1/t�
t

dt = Si� 1

tmax
	 − Si� 1

tmin
	 . �13�

Since limt→0 Si�1 / t�=� /2 and that the Si function for t
	2 /� oscillates around � /2, one is able to choose tmin and
tmax so that

Si�1/tmin� = Si�1/tmax� = �/2. �14�

This is a very easy option to define a wavelet and it will be
used later to define similar wavelets. Equation �14� can only
be solved numerically so a good approximation should be
used that leads to a simple expression for c�. The support of
the wavelet is defined by
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1

tmin
=

�2nmax − 1��
2

,
1

tmax
=

�2nmin − 1��
2

. �15�

The function Si�1 / t� and proposed possible values of tmin or
tmax are plotted in Fig. 1. In the worst case for tmax=2 /� and
tmin→� the difference in Eq. �12� is around 0.2, but for
higher values of nmin the magnitude is in the order of other
inaccuracies �like the effect of the sampling�, so that it
should be negligible. Like the Morlet wavelet, which fulfills
the admissibility condition in an asymptotic sense the bend-
ing wavelet fulfills the admissibility for lim t→0. The value
of the constant is calculated c� with the norm in the Le-
besgue space L2 of square integrable functions

��t�2 = ��
−�

�

��t�2dt	1/2

. �16�

The integral in Eq. �16� is

�
tmin

tmax

sin�1/t�2/t2dt =
1

4
� 2

tmin
−

2

tmax
− sin� 2

tmin
	

+ sin� 2

tmax
		 . �17�

With the proposed choice of tmin and tmax, the sine vanishes
and a normalized ��t�2=1 wavelet is obtained if c� is cho-
sen to be

c� =
1

2
� 1

tmin
−

1

tmax
	 =

�

2
�nmax − nmin� . �18�

B. Complex bending wavelet

Wavelets that are defined by real functions have the
property that the scalogram depends on the phase of the ana-
lyzed function. Wavelets that are complex functions as e.g.,
the Morlet wavelet, are called displacement invariant. A
wavelet

� = �c + i�s �19�

that consists of a sine, �s Eq. �10�, and a cosine wavelet
which is

�c�t� = 
 cos�1/t�
t

for tmin 	 t 	 tmax

0 otherwise
� . �20�

can be beneficial. With the integral-cosine function Ci�x�
=�0

x cos�t� / tdt one finds that

�
tmin

tmax cos�1/t�
t

dt = Ci� 1

tmax
	 − Ci� 1

tmin
	 . �21�

The analogous definition of the value � /2 for the Ci function
is

Ci�1/tmin� = Ci�1/tmax� = 0. �22�

The approximation is given by

1

tmin/max
= nmax/min� . �23�

The integral in Eq. �16� is for the cosine wavelet

�
tmin

tmax

cos�1/t�2/t2dt =
1

4
� 2

tmin
−

2

tmax
− sin� 2

tmax
	

+ sin� 2

tmin
		 . �24�

With the proposed choice of tmin and tmax, the same value of
c� as in Eq. �18� is obtained.

The effect is that the real and the imaginary part of the
resulting wavelet do not share the same support. This is an
awkward definition of a mother wavelet but the difference
between the two supports is rather small if the same value for
nmax/min is used, as in Fig. 2. To keep things simple only the
real valued sine wavelet is used in following.

C. Orthogonality of the bending wavelet

The trigonometric functions that are used for the Fourier
transform establish an orthogonal base. Hence, the Fourier
transform has the convenient characteristic that only one
value represents one frequency in the analyzed signal. Every
deviation of this is due to the windowing function that is
analyzed with the signal. Already the short time Fourier
transform is not orthogonal, if the different windows overlap
each other. Because of this overlap the continuous wavelet
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FIG. 1. Si�1 / t� and circles at possible values of tmin and tmax.
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FIG. 2. Real �solid� and imaginary part �dashed� of the complex bending
wavelet equation �19� with a=8, nmin=23, nmax=31.
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transform cannot be orthogonal. The proposed wavelet
should still be investigated since it is instructive for the in-
terpretation of the results.

The condition for an orthogonal basis in Lebesgue space
L2 of square integrable functions is

�� j,�k� = �
−�

�

� j�k = � jk. �25�

Two different wavelets � j and �k can be obtained by using
different scaling parameters a and/or different displacement
parameters b. Here the effect of two scaling parameters is
investigated, so the following integral is to be solved:

� ajak

t2 sin�aj

t
	sin�ak

t
	dt

=
ajak

ak
2 − aj

2�aj cos�aj

t
	sin�ak

t
	 − ak cos�ak

t
	sin�aj

t
	� .

�26�

One finds with Eqs. �26� and �10� that

�
−�

�

�s� t

aj
	�s� t

ak
	dt = � ajak

ak
2 − aj

2�aj cos�aj

t
	sin�ak

t
	

− ak cos�ak

t
	sin�aj

t
	��

tmin

tmax

.

�27�

The sine term in Eq. �27� vanishes since tmin/max, also scale
with a, but actually there are two different values of a and so
not all four sine terms vanish. With this result one expects a
rather broad area in �a ,b� with high values of the scalogram.
To illustrate the integral, two different versions of the wave-
let are plotted in Fig. 3.

D. Time amplitude/frequency distribution

The time-frequency distribution of the wavelet for a cer-
tain scaling factor a is determined by the argument of the
sine function. The instantaneous frequency ��t� can theoreti-
cally be obtained with a relationship for almost periodic
functions, see Bochner.27 The actual frequency of the wave-
let is given by

sin�
�t�� → ��t� = 
��t� =
a

t2 . �28�

With this result one finds that the highest and lowest fre-
quency of the wavelet is given by

fmax =
a

2�tmin
2 , fmin =

a

2�tmax
2 . �29�

The 1 / t leading term affects the amplitude of the wavelet.
Usually it is desired that the whole signal contributes linearly
to the transform. To achieve this it is useful to have an am-
plitude distribution over time of the wavelet that is reciprocal
to the amplitude distribution of the analyzed signal. Since the
bending wavelet has the same amplitude distribution as Eq.
�6� this may lead to stronger weighting of the early high
frequency components of the impulse response.

A force impulse that compensates the amplitude distri-
bution of the impulse response follows a �1 /�2 dependence.

III. CONTINUOUS WAVELET TRANSFORM WITH THE
BENDING WAVELET

The application in the given context is to extract pre-
cisely the scaling factor with the highest value. How this is
achieved will be discussed in the next section. Here the re-
alization of a transform with a set of scaling factors is pre-
sented since it is illustrative.

The algorithm implementing the continuous wavelet
transform with the bending wavelet can not be the same as
the algorithm implementing a transform with any continuous
wavelet, like the Morlet wavelet. The bending wavelet has a
compact support, which must be defined prior to the trans-
form. This can be done with an estimation of the frequency
range and the dispersion number. With the Eqs. �15� and �29�
it holds that n��2fdi /�+1 /2 and so a choice of the support
that always excludes fmin and fmax and guarantees that nmax

�nmin is

nmax = floor��2difmax

�
+

1

2
	

nmin = ceil��2difmin

�
+

1

2
	 , �30�

where floor�·� rounds down towards the nearest integer and
ceil�·� rounds up. Please note that the definition of nmax/min

gives the support of the wavelet. In principle the support is
abitrary, but to obtain useful results it should match as well
as possible the user defined values of fmin/max.

The knowledge of a useful frequency range should not
provide any problems. But to have to know beforehand
which dispersion number will dominate the result is rather
unsatisfactory. A more practical solution is to calculate the
corresponding n value within the algorithm, which is an easy
task since a=di. The problem with this possibility is that the
support of the wavelet changes within the transform. Since
the support is part of the wavelet this means that strictly one
compares the results of two different wavelets. Since the
wavelet is normalized the effect is rather small, but never-
theless it should be interpreted with care.
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FIG. 3. Bending wavelet �10� for a1=1 �solid� and a2=2 �dashed�, nmin=6
and nmax=20.
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Example

To illustrate the use of the proposed wavelet the follow-
ing function is transformed:

y�t� = �t sin�a/t� , for tmin 	 t 	 tmax

0 otherwise,
� �31�

with a=10. The sampling frequency is fs=1 /�t=29, tmin and
tmax are defined by the corresponding values of fmax= fs /8
and fmin=4, for convenience the point t= tmin is shifted to
100�t. The example function in Eq. �31� is plotted in Fig. 4.

The example function is transformed with the algorithm
that calculates nmin and nmax with the corresponding value of
fmax, fmin and a. The choice of the frequency range is critical.
If it is too small, information will be lost and if it is too big
the parts that overlap the pulse may distort the result. Here
the same frequency range as the analyzed function is used.

The resulting scalogram is not plotted directly against
the factor b, but shifted with the value of tmin. This means
that the maximum value is at 100�t �Fig. 5�, which is the
value of t where fmax is located. The maximum value is
shifted when fmax= fs /12 is used, as can be seen in Fig. 6.

One may recognize that there are very high values if the
wavelet is shifted and scaled along the curve a / t. This is
expected theoretically, as discussed in Sec. II C and can be

interpreted descriptive since the wavelet does not localize
one frequency, but has a wide frequency range that spreads
over time. It can be quantified with Eq. �25�. Evaluating this
integral numerically for the values of a1=10, a2=11.75 and
b2=7�t results in value of 0.68, which means that the peak
at a2=11.75 has 68% of the peak at a1=10.

This problem of non-orthogonality is addressed by the
following algorithm. The pulse is extracted from the signal
by first locating the position tstart in the signal, where fmax has
its maximum. This is done by a Morlet wavelet transform
with which one may find the value of tstart that has the high-
est value of fmax. Now the transformation with the bending
wavelet is only done in the vicinity of tstart. Technically the
displacement parameters b are defined with tstart.

IV. LOCALIZATION WITH A GENETIC ALGORITHM

Genetic algorithms �GAs� form a particular class of evo-
lutionary algorithms that use techniques inspired by evolu-
tionary biology such as inheritance, mutation, selection, and
crossover. Genetic algorithms are categorized as global
search heuristics. Details of the method can be found in the
extensive literature, e.g., Ref. 28.

The genetic algorithm is chosen, since it is usually very
reliable in finding a global optimum and its ability to find
Pareto optimums to locate several pulses. However, the
drawback is the slow convergence, that can be improved
with a local search method. Recent publications on this topic
are shown in Refs. 29 and 30.

The implementation is done with functions provided by
the open source MATLAB toolbox,31 if not stated otherwise.
Principally possible but not used in the example is the local-
ization of two pulses that are overlapping. For the sake of
brevity a discussion on how this can be achieved will be
omitted. The algorithm works with two variables, the dis-
placement parameter and the scaling factor of the bending
wavelet.

The displacement parameter is defined by tstart� /2,
with �=1 / fmax, or smaller values. This depends on the size
of the Morlet wavelet. For discrete functions it is an integer
value but nevertheless implemented as a floating point num-
ber, because of lacking support for such a combination in the
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FIG. 4. Analyzed example function �31�.

t/∆t

a

90 95 100 105 110
5

6

7

8

9

10

11

12

13

14

15

FIG. 5. Contour plot of the scalogram build with the bending wavelet trans-
form of equation �31� with fmax= fs /8 and fmin=4.

t/∆t

a

110 115 120 125 130
5

10

15

FIG. 6. Contour plot of the scalogram build with the bending wavelet trans-
form of equation �31� with fmax= fs /12 and fmin=4.

2130 J. Acoust. Soc. Am., Vol. 123, No. 4, April 2008 Richard Büssow: Bending wavelet



toolbox. This fact is taken into account when calculating the
wavelet transform. A pseudo code that describes the genetic
algorithm can be found in Appendix B.

In the end only the fittest individual is extracted. The
algorithm is usually quite reliable. Since it is a stochastic
method, it can be beneficial to restart the whole process or to
work with several sub populations.

Example

As an example, the already transformed Eq. �31� is in-
vestigated. The frequency range is the same as the example
plotted in Fig. 6. As a first step the value tstart is calculated
with a Morlet wavelet transform at fs /12. The result is plot-
ted in Fig. 7, where the maximum is at ti=122. From Fig. 6
one may conclude that the correct value is 120. This slight
deviation is due to the fact that the Morlet wavelet has a
rather broad frequency resolution and the amplitude of the
signal is increasing with time. If the signal sin�a / t� / t is used,
the maximum is located at 118. The number of individuals is
chosen to 100 and the number of generations to 400.

The initial chromosome has a time index range of �106,
138� which is 3 /4� and the range of the scaling factor is �5,
15�. The obtained scaling factor is a=9.99. The frequency
range of the bending wavelet �4.756, 37.7� follows with Eq.
�29�. The range is shorter than the given values fmin=4 and
fmax= fs /12=42.7, this due to Eq. �30�. The wavelet with the
best scaling factor and the example function on the support
of the wavelet are plotted together in Fig. 8. One may rec-
ognize that the frequency-time distributions of both functions
match. As discussed in Sec. II D the different amplitude dis-
tributions have only a minor effect.

V. TRANSFORMATION WITH THE COMPLEX
BENDING WAVELET

In the previous examples the sine bending wavelet was
used. The transform with the complex bending wavelet is
similar. The support of the cosine wavelet is given with Eq.
�23� and the integer values of

nmin/max ��2difmin/max

�
. �32�

In practice this is achieved by using the same value for the
cosine and the sine term by applying

nmax = round��2difmax

�
	

nmin = ceil��2difmin

�
	 , �33�

where round �·� gives the next integer value, whereas the
definition of nmax is equal to Eq. �30�. The value of nmin can
be lower, but Eq. �30� could result in quite high differences.

To visualize the complex wavelet the value W�
y is di-

vided in amplitude and phase

W�
y = �W�

y �ei�. �34�

The wavelet is plotted using

v�t� =
1

t
cos�di

t
− �	 . �35�

VI. EXPERIMENTAL RESULTS

Measurements are carried out on a slender aluminum
beam for different distances and configurations. The results
show the same tendency. For the sake of brevity just one
typical measurement of the beam is presented and discussed.

The dimensions of the round beam are a diameter of d
=6 mm, a length of l=3 m and a density of �
=2830 kg /m3. The material parameters for aluminium are
tested with resonance frequencies of the beam and a elastic
modulus E=68,0 GPa is obtained.

The beam is clamped at one end and freely hanging on a
twine at the other. The acceleration is measured with an ac-
celerometer with a sampling frequency of 50 kHz placed at
1.68 m from the free end. The beam is excited by means of
an impacting hammer equipped with a force transducer at the
free end. The theoretical dispersion index is according to Eq.
�8� di=0.096.
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Since the real beam is not infinite, only the first passage
of the pulse is considered. The beam acceleration is plotted
in Fig. 9. The time axis is started at the maximum of the
force signal. One may recognize that after around 2.8 ms the
reflections from the clamped end are visible.

For the transform a range of the scaling factor from
0.5di to 10di and the complex bending wavelet is chosen.
The analysis is quite insensitive to the range of the scaling
factor. More problematic is the choice of a valid frequency
range. Here the biggest range chosen was sensible and stable
results were found.

The maximum of the transform is found at a scaling
factor of a=0.0955. The analysis is done approximately from
1 to 8 ms, that corresponds with the given scaling factor a to
a frequency range from 200 Hz to 12 kHz. Using the sine
bending wavelet and the same frequency range results in a
value of a=0.0936.

The curves are normalized with their maximum value,
since in this context the distribution of amplitude and fre-
quency over time is of interest, but not the absolute value.

The first reflection can be analyzed by using a time
value that has the highest energy value at the maximum fre-
quency and is not in the vicinity of the time value of the first
pulse.

For this analysis it helps to reduce the frequency range.
A frequency range from 400 to 8 kHz was chosen. The ob-
tained values for the first pulse are quite stable a=0.0959 for
the complex bending wavelet and a=0.0938 for the sine. The
second pulse �first reflection� was located at a=0.605 in both
cases. This value means that the second pulse travels a dis-
tance of 4.218 m which matches with the distance of the
reflected pulse astonishingly well �through the hole beam
until the clamp �width 5 cm� is reached and back to the
accelerometer 4.22 m�. The reflected pulse can be found in
the contour diagram of the energy density in Fig. 10 �dashed
curve�.

Comparison with the arrival time method

The Morlet wavelet scalogram �4� is calculated with an
adapted algorithm32 and shown together with the arrival time
curve

tbw =�di

�
�36�

of the direct and reflected curve in Fig. 10. The difference
between the arrival time that is found with Eq. �5� and the
arrival time curve Eq. �36� is shown in Fig. 11. The curve in
Fig. 11 shows the effect that the gradient of the energy den-
sity influences the localization that is already discussed in
Sec. IV A. Since the energy density increases towards the
maximum at around 6 kHz the maximum of the energy den-
sity deviates towards higher frequencies that are earlier and
vice versa.

The deviations for the frequencies below 300 Hz are
found also in numerical examples and can be explained by
the fact that the almost periodic condition27 is violated for
very low frequencies.

VII. CONCLUDING REMARKS

A definition of a new adapted wavelet, the bending
wavelet, is given. The mathematical properties of the bend-
ing wavelet are discussed. It is shown in examples and in
experiment that the transform is useful to analyze a flexural
impulse response.
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FIG. 9. Impulse response of a beam on different time windows, normalized
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plex bending wavelet with equation �35� �diamond/solid�.
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Besides source localization a possible application is the
measurement of material properties in a built-in situation of
finite structures, since the method does not depend on the
boundary conditions.

The drawback of the proposed method is that it is only
applicable to bending waves that can be modeled with the
simple Euler beam theory or any wave that has a dispersion
relation that follows a �1 /�� dependence. Another precon-
dition is the rather high dispersion number and the choice of
a useful frequency range can be problematic. Nevertheless,
bending waves are dominant in structure borne sound prob-
lems and for thin structures the simplifications of the Euler
bending theory are usually valid.

The method is accurate, fast and easy to implement. In
the experiments a source could be localized with a deviation
lower than 10%. One can build real time applications for
source detection. The method has also principle advantages.
It is possible to:

1. Obtain the distance of an impulse or the material proper-
ties with only one measurement,

2. analyze two overlapping pulses, which is not possible
with the maximum of the Morlet wavelet transform,
where for each frequency, one maximum value is
extracted.

APPENDIX A: IMPULSE RESPONSE FUNCTION FOR
BEAMS

Consider a theoretical setup of a semi-infinite �x
� �0,��� or infinite beam, which is excited at x=0 with an
arbitrarily short force pulse Fa. The pulse is modeled by the
Dirac �-function Fa�t�=F0��t� whose Fourier transform is
given by

F̂a��� = lim
T→�

�
−�

T

Fa�t�e−j�tdt = F0H�T� , �A1�

where H�T� is the Heaviside Function. To find the response
function to the impulse one may proceed with the boundary
conditions for this elementary problem. The governing equa-
tion for the velocity v�x , t� of a beam is

B
�4v
�x4 + m�

�2v
�t2 = 0, �A2�

where x is the distance from the source, �=�B /m�, where B
is the flexural rigidity and m� mass per unit length.

The equations for the angular velocity w, bending mo-
ment M, shear force Fy and velocity v of a beam which can
be modeled with the Euler beam theory, Eq. �A2� are

ŵ =
�v̂
�x

, M̂ = −
B

j�

�ŵ

�x
, F̂y = −

�M̂

�x
,

j�m�v̂ = −
�F̂y

�x
. �A3�

Further is the bending wave number kb=� /cb, the bending
wave velocity cb=�4 �2B /m�, the flexural rigidity B=EIy, E
the elastic or Young’s modulus, Iy the second moment of

area. For more details see another publication by the
author.33

For a semi-infinite beam the waves propagate away from
the excitation point which leads with v=Re�v̂ej�t� to

v̂ = v̂+e−jkbx + v̂+je
−kbx. �A4�

Herein the term v̂+ is the amplitude of the far-field wave and
v̂+j that of the near-field wave. At the free end the bending
moment and shear force must be equal to the excitation
F�x=0�=Fa and the moment must vanish M�x=0�=0. It fol-
lows with 1+ j=�2j that

v̂�x,�� =
2Fa

ˆ ���
�2jm�cb

�e−jkbx + e−kbx� . �A5�

To obtain the response function v�x , t� one may use the
real part of the inverse Fourier transform of Eq. �A5�

v�x,t� = Re� 1

2�
�

−�

�

v̂�x,��ej�td�� , �A6�

which with � /�4 �2=� / ������� ensures that the waves al-
ways propagate away from the excitation point. Upon sub-
stitution the expression for the semi-infinite beam reads

v�x,t� =
F0H�t�
�m���

� Re��
−�

� e−j
�

�����
����x + e− �

�����
����x

�2j���
ej�td�� ,

�A7�

where �=�B /m�. This integral is solved with Mathematica’s
Integrate � � command with use of the hyper-geometric func-
tion pFq for t�0. The hyper-geometric functions were found
by Pochhammer.34 Surprisingly he also solved the problem
of bending waves in a circular beam without assuming that
the radial movements can be neglected.35,36

He gives also an exact expression for the bending wave
velocity in this general case.37 An overview of Pochham-
mer’s work and its application towards transient response
can be found in Miklowitz.38

In the case of t	0 the integral vanishes due to the
Heaviside function. One thus finds that

�
−�

� e−j
�

�����
����x + e− �

�����
����x

�2j�
ej�td� =�2�

t
cos

x2

4�t

− j� j2x
��t

1F2�1,
3

4

5

4
,−

x4

64�2t2	 −�2�

t
cos

x2

4�t
	 ,

�A8�

where 1F2 is the hyper-geometric function with p=1 and q
=2. The impulse response function for semi-infinite beams is
with the real part of Eq. �A8� given by

�A9�

It should be mentioned that to produce this result it is vital to
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use the near- and far-field terms in Eq. �A7�. For the origin at
x=0, it follows that

v�x = 0,t� =
F0H�t�

m�
� 2

��t
. �A10�

The dependence v�1 /�t can be found approximately in21

for the example of a sticking mass.
The antiderivative of Eq. �A9� gives the deflection

��x,t� =
2F0H�t�

m�
�� 2t

��
cos

x2

4�t
+

x

�
S� x

2�ct
		 , �A11�

where S�x�=�0
x sin��t2 /2�dt is the Fresnel-Sine-Integral.

The Fourier transform �̂��� of a function ��t�=��t�
���t� is

�̂��� =
1

2�
�̂��� � �̂��� , �A12�

where � denotes the convolution. In case of an inverted Fou-
rier transform there is no factor 1 / �2�� and it follows that

v�x,t� = Fa�t� �
1

m�
� 2

��t
cos

x2

4�t
. �A13�

For an arbitrary force Fa�t�, Im�F̂a����=0 does not hold. But
Fa�t� is always real and v�x , t� is real such that only the real
part of Eq. �A8� needs to be taken into account. It is a
straightforward test to use the Dirac � function as the force
and to obtain �A9�.

In case of an infinite beam symmetry implies that

v̂ = v̂+e−jk�x� + v̂+je
−k�x�. �A14�

At x=0 the angular velocity is w�x=0�=0 and Fa /2=Fy�x
=0�, therefore

v̂�x,�� =
Fa
ˆ ���

2m�cb
�2j

�e−jkb�x� − je−kb�x�� . �A15�

This is the same result at the origin x=0 as in Eq. �A5�,
except for the factor 1 /4. The difference between Eqs. �A5�
and �A15� for the propagation x�0 is a phase change.

The impulse response function for infinite beams is
given by

v�x,t� =
F0H�t�

m�
� 2

��t
sin

x2

4�t
. �A16�

The inverse Fourier transform is similar to the case of semi-
infinite beams so only the result is stated.

APPENDIX B: GENETIC ALGORITHM

1 Linear distributed
initial chromosome of t and a.

2 Bending wavelet transform with
the initial chromosome.

3 Assignment to the
current population.
Repeat

4 Self-written rank based
fitness assignment �current pop.�.

5 Selection with
stochastic universal sampling.

6 Recombination with the
extended intermediate function.

7 Real-value mutation with
reeder genetic algorithm.

8 Bending wavelet transform with the
selected chromosome.

9 Self-written fitness based insertion
with 70% new individuals.

Until max number of generations
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Direction finding of more sources than sensors is appealing in situations with small sensor arrays.
Potential applications include surveillance, teleconferencing, and auditory scene analysis for hearing
aids. A new technique for time-frequency-sparse sources, such as speech and vehicle sounds, uses
a coherence test to identify low-rank time-frequency bins. These low-rank bins are processed in one
of two ways: �1� narrowband spatial spectrum estimation at each bin followed by summation of
directional spectra across time and frequency or �2� clustering low-rank covariance matrices,
averaging covariance matrices within clusters, and narrowband spatial spectrum estimation of each
cluster. Experimental results with omnidirectional microphones and colocated directional
microphones demonstrate the algorithm’s ability to localize 3–5 simultaneous speech sources over
4 s with 2–3 microphones to less than 1 degree of error, and the ability to localize simultaneously
two moving military vehicles and small arms gunfire. © 2008 Acoustical Society of America.
�DOI: 10.1121/1.2871597�

PACS number�s�: 43.60.Jn, 43.60.Fg �DOS� Pages: 2136–2147

I. INTRODUCTION

Acoustic localization or direction finding with arrays of
only a few microphones finds applications in areas such as
surveillance, auditory scene analysis for hearing aids, and
many other applications. For instance, localization of the
source of a gunshot in a crowded battlefield environment
may be useful in military applications. Similarly, localization
of multiple talkers in a crowded restaurant or social event
might be useful for a hearing aid. In many applications such
as hearing aids, only a small array is practical. In many situ-
ations with such arrays, the number of sources often exceeds
the number of sensors, and most localization algorithms can-
not deal with this case. In general, with stationary Gaussian
sources, only fewer sources than the number of sensors can
be localized �Schmidt, 1986�. However, if there are fewer
sources than sensors in disjoint frequency bands, then by
localizing in each band, overall localization of more sources
than sensors is possible. Taking advantage of such sparseness
is crucial to localize more sources than sensors.

Previous methods for localizing more sources than sen-
sors implicitly assume such sparse time-frequency structures.
Pham and Sadler �1996� use an incoherent wideband MUSIC
�Schmidt, 1986� approach where they assume that “a single
frequency bin is occupied by a single source only” and sum
the individual MUSIC spectra across all time-frequency bins.
However, their method makes no provision for cases when
this is not the case, and thus can be expected to fail for
multiple sources that are similar or are not extremely sparse,

e.g., a cocktail-party scene with multiple human speakers.
The method presented in this paper overcomes this limita-
tion. Using the same assumption, Rickard and Dietrich
�2000� estimate the source locations at each time-frequency
�TF� bin using a ratio-based technique followed by a
histogram-like clustering of all the estimates across time and
frequency. Two other methods use parametric models for the
sources’ temporal behavior. Su and Morf �1983� model the
sources as rational processes. Assuming that the number of
sources sharing a pole is less than the number of sensors,
they apply MUSIC to the data at the estimated poles and
combine the directional spectra across poles. The TF-MUSIC
method of Zhang et al. �2001� uses a quadratic TF represen-
tation. Assuming frequency-modulated sources, they are able
to identify time-frequency bins that correspond to a certain
source and average the covariance matrices from those bins.
The averaged covariance matrix has a higher signal-to-noise
ratio �SNR� and thus leads to a better directional spectrum.

The previous methods exploit the nonstationarity of the
sources through prior knowledge of the source’s time-
frequency structure or through assumptions on the reduced-
rank nature of the data. When dealing with mixtures of more
nonstationary sources than sensors, such as four speech sig-
nals and two microphones, an approach requiring no knowl-
edge of the source’s spectra to identify time-frequency bins
where the data is low rank or contains fewer active sources
than the number of sensors would be attractive. Conventional
methods of spectral estimation can be applied to low-rank
data. But as different low-rank data are available across time
and frequency, the issue of coherently combining or incoher-
ently combining the data is investigated. Specifically, creat-
ing directional spectra at each low-rank bin and incoherently
combining those or coherently combining the low-rank data
in some manner and then creating a directional spectrum is
compared.

a�Electronic mail: smohan@uiuc.edu
b�Electronic mail: melockwo@uiuc.edu
c�Currently affiliated with Phonak Hearing Systems. Electronic mail:

kramtek@gmail.com
d�Electronic mail: dl-jones@uiuc.edu
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Although the time-frequency sparsity of the sources is
key to localizing more sources than sensors, the response of
the array itself plays an important role. Most direction-
finding techniques use an array of spaced omnidirectional
sensors, each with an isotropic spatial response. These tech-
niques exploit the time delays between the sensors that vary
as a function of direction �Johnson and Dudgeon, 1993�. Di-
rectional sensors have a spatial response that is preferential
to certain directions. Gradient, cardioid, and hypercardioid
microphones are examples of different spatial responses. An
array of two or three colocated directional sensors that are
oriented in orthogonal directions form a vector sensor, pro-
viding an amplitude difference between the sensors that var-
ies as a function of direction. Single-source localization with
a vector sensor using the minimum variance or Capon spec-
trum has been described by Nehorai and Paldi �1994� and
Hawkes and Nehorai �1998�. Multisource localization with a
vector sensor using an ESPRIT-based method was presented
by Wong and Zoltowski �1997� and Tichavsky et al. �2001�.
In these methods, the authors assume the sources are sinu-
soidal and disjoint in the frequency domain, noting that “it is
necessary that no two sources have the same frequency” as
only one source can be localized in each frequency bin
�Tichavsky et al., 2001�. They also mention that their algo-
rithm could be “adapted to handle frequency-hopped signals
of unknown hop sequences” �Tichavsky et al., 2001�. To deal
with signals with time-varying overlapping frequency con-
tent, identifying low-rank time-frequency bins is a key ele-
ment of our algorithm. Last, an important practical advan-
tage of a vector-sensor is that it can be designed to occupy a
very small space or volume �Miles et al., 2001�.

In the following sections, an algorithm is presented that
can localize more acoustic sources than the number of mi-
crophones employed for common types of nonstationary
wideband sources. The algorithm’s ability to localize �1� si-
multaneous speech sources and �2� gunshot sounds simulta-
neous with military vehicles using different microphone ar-
rays of omnidirectional and gradient microphones is
demonstrated. To our knowledge, this is the first time that
high-resolution multisource localization has been practically
demonstrated with aeroacoustic gradient microphones.

II. SIGNAL MODEL

We briefly establish the signal model and notation here
before describing the localization algorithm.

�1� All text in bold denotes vector quantities or vector op-
erations.

�2� �·�H denotes Hermitian transpose.
�3� �·�* denotes the complex conjugate.
�4� Let �si�t��i=1

L be the temporal waveforms of the sources,
where L is the number of sources. We assume that the
sources are bandlimited to B Hz.

�5� Let si�n� be samples at times t=nT of the ith source
signal, where the sampling interval T�1 /2B satisfies the
Nyquist requirement.

�6� We assume that the sources are independent and block

stationary; i.e., the �si�n��i=1
L are essentially stationary

over several adjacent N-sample intervals and
E�si�n�s

j
*�n− l��=0 ∀i� j , �l−n � �N.

�7� Let M be the number of sensors in the array.
�8� Let x�n� be the discrete-time signal at the array output

after sampling at or above the Nyquist frequency of
2B Hz. We assume that the system is linear and time
invariant so that the received signal is a convolutive mix-
ture of the sources:

x�n� = �
i=1

L

si�n� � h�n,�i� . �1�

�9� h�n ,�i� is an M �1 impulse response vector that is a
function of �i, the direction-of-arrival �DOA� of the ith
source.

�10� � denotes discrete-time convolution.

Section III explains the localization algorithm. Section IV
describes the results of testing the algorithm on microphone
arrays with acoustic sources. Section V contains the conclu-
sions.

III. MULTISOURCE LOCALIZATION ALGORITHM

The algorithm uses four main steps to localize simulta-
neous nonstationary wideband sources when the number of
sources may be greater than the number of sensors. First, the
discrete-time data from the microphone array is transformed
into an overlapped short-time Fourier transform �STFT� rep-
resentation. Second, a coherence test is used to find time-
frequency bins with fewer active sources than the number of
sensors. After that step, there are two variants of the algo-
rithm. In variant 1, a directional spectrum is computed from
the covariance matrix at each low-rank bin. The directional
spectra from all low-rank bins are summed to yield a final
directional spectrum, which is used to estimate the DOAs of
the sources. In variant 2, the covariance matrices from low-
rank bins are clustered across time into groups based on
Frobenius norm. The goal is for each cluster to contain low-
rank data corresponding to a particular source. As the steer-
ing vector is frequency dependent, a separate clustering must
be performed �across time� at each frequency bin. Next, the
low-rank covariance matrices within each cluster are aver-
aged and the averaged matrix is used to compute a direc-
tional spectrum. The directional spectra from all clusters are
summed to yield a final directional spectrum, which is used
to estimate the directions of arrival of the sources. Figure 1
contains a block diagram of the localization algorithm.

A. Transformation to time-frequency

The first step in the algorithm is to transform the time-
domain data into an overlapped STFT representation �Hla-
watsch and Boudreaux-Bartels, 1992�. The STFT of a signal
s�n� is defined as

FIG. 1. Block diagram of the localization algorithm with variants 1 and 2.
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S�m,�k� = �
n=0

N−1

w�n�s�n + mF�e−j�kn, �2�

where w�n� is an N-point window, F is the offset between
successive time blocks in samples, m is the time-block index,
and �k is the frequency-bin index ��k=2�k /N ,k=0, . . . ,
N−1�. X�m ,�k� is the STFT of the x�n� and is a linear com-
bination of the source STFTs:

X�m,�k� = �
i=1

L

Si�m,�k�h��k,�i� , �3�

where h��k ,�� is the M �1 frequency-domain steering vec-
tor �i.e., location-to-microphones channel response� that is
parametrized by a source’s location.

B. Coherence test

Next, time-frequency bins with low-rank data are iden-
tified by applying a coherence test to the estimated covari-
ance �or power spectral density� matrix at each time-
frequency bin. The true �unknown� M �M time-varying
frequency-domain covariance matrix is R�m ,�k�, a linear
combination of rank-1 outer products of the source steering
vectors weighted by the source powers:

R�m,�k� = E�X�m,�k�XH�m,�k�� �4�

=�
i=1

L

�i
2�m,�k�h��k,�i�h��k,�i�H, �5�

where �i
2�m ,�k� is the power �and variance� of the ith source

over the �m ,�k�th time-frequency bin. A causal sample co-
variance matrix is used to estimate the covariance matrix at
time-frequency bin �m ,�k�:

R̂�m,�k� =
1

C
�

l=m−C+1

m

X�l,�k�X�l,�k�H, �6�

where C is the number of time-blocks averaged to obtain the
short-time estimate. Due to the time-frequency uncertainty
principle �Hlawatsch and Boudreaux-Bartels, 1992�, a spe-
cific short-time Fourier transform value represents signal
content over a region of time and frequency �loosely referred
to as a “time-frequency bin”� around that frequency and
time. As the estimation of a covariance matrix requires aver-
aging, the averaging across time blocks in Eq. �6� increases
the temporal spread of this bin accordingly above the mini-
mum required by the time-frequency uncertainty principle.

At any time-frequency bin, for many common nonsta-
tionary wideband sources such as speech and transient
sounds like gunfire and passing vehicles, some source pow-
ers will be large, whereas other source powers will be neg-
ligible. A source that contributes a significant fraction of
power �e.g., more than 10%� to the covariance matrix is an
active source at that time-frequency bin. Equation �5� shows
that time-frequency bins with the number of active sources
greater than or equal to the number of sensors will have
effective full rank, whereas time-frequency bins with fewer

active sources than the number of sensors will have low ef-
fective rank or be poorly conditioned.

Identification of a low-rank bin is usually done by per-
forming an eigendecomposition of the covariance matrix and
examining its eigenvalues �Schmidt, 1986�. The following
algorithm can be applied to all low-rank time-frequency bins,
defined as any time-frequency interval with a short-time-
frequency correlation matrix with a maximum-to-minimum
eigenvalue ratio greater than a selected threshold. However,
a particularly simple statistical test arises if the search for
low-rank bins is restricted to finding rank-1 bins, or time-
frequency bins with only one active source.

A simple test for a rank-1 time-frequency bin involves
the pairwise magnitude-squared coherences or the elements
of the covariance matrix. Let Tcoh

�i,j��m ,�k� be the MSC be-
tween sensors i and j �Carter, 1987�:

Tcoh
�i,j��m,�k� =

��R�m,�k��ij�2

�R�m,�k��ii�R�m,�k�� j j
. �7�

Theorem 1: Necessary and sufficient conditions for an M
�M covariance matrix to be rank-1 are that the M�M
−1� /2 pairwise MSCs are equal to 1, and that for M �2, the
phases of the off-diagonal components of the matrix satisfy
��Rij�− � �Rik�+ � �Rjk�=0 ∀ i� j�k, where ��Rij� is the
phase of the ijth element of the covariance matrix. Proof:
See the Appendix.

Thus, the coherence test for identifying a rank-1 time-
frequency bin involves computing the MSCs at that bin,
checking if they are above a threshold �such as 0.90� and
checking if the phases of the covariance matrix satisfy cer-
tain constraints.

If we were dealing with stationary sources, estimating
the covariance matrix at different times would provide no
new information. With nonstationary sources, the covariance
matrix at each frequency bin is time varying, providing “new
looks” at the statistics of different sources as time evolves.
The coherence test �and any test aimed at finding low-rank
bins� implicitly exploits the sparse time-frequency structure
of the sources to find low-rank bins.

C. Time-frequency clustering and/or combining

At this point, all rank-1 time-frequency bins have been
identified, but the number and location of sources, and which
source is associated with each rank-1 bin, remains to be de-
termined. In variant 1 of the algorithm, a narrowband spec-
tral estimator is computed at each low-rank time-frequency
bin. The directional spectra are then combined incoherently
across time and frequency, yielding a final directional spec-
trum. The peaks of this final spectrum are used to estimate
the source DOAs �Mohan et al., 2003a,b�. This approach is
similar to the incoherent combining of Pham and Sadler
�1996�, but through the coherence test avoids the degradation
they report by discarding low-SNR or higher-rank bins con-
taining corrupt spatial-spectral estimates. Whereas Pham and
Sadler require most time-frequency bins to be sparse for
good performance, this method requires only a few nonover-
lapped bins from each source to produce accurate, high-
resolution localization of all sources.
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In variant 2 of the algorithm, the normalized rank-1 co-
variance matrices at each frequency-bin are clustered across
time into groups. The goal is to create groups containing
rank-1 covariance matrices corresponding to the same active
source. Thus, after the clustering, each frequency-bin �k

contains Q groups, each corresponding to one of the Q
distinct sources detected, such as �R�m1,1 ,�k� , . . . ,
R�m1,P1

,�k�� , . . . , �R�mQ,1 ,�k� , . . . ,R�mQ,PQ
,�k�� , . . ., where

Pi is the number of rank-1 time-frequency bins at that
frequency associated with the ith source. The covariance ma-
trices in a group cluster together because they have the same
structure �up to a scaling which is removed by the normal-
ization�; i.e., R�m1 ,�k�=��m1 ,�k�2h��k ,�1�h��k ,�1�H,
R�mP ,�k�=��mP ,�k�2h��k ,�1�h��k ,�1�H. As the steering
vector h��k ,�� varies as a function of �k, a separate cluster-
ing must be performed at each frequency bin. Next, the co-
variance matrices within each group are averaged and a di-
rectional spectrum is computed from each averaged matrix.
The directional spectra from each frequency bin are summed
across frequency to yield a final spectrum from which the
source DOAs are estimated.

MATLAB’s clusterdata command was used to clus-
ter low-rank matrices by pairwise distance; the matrices were
normalized to unit Frobenius norm prior to clustering. This
algorithm forms a hierarchical tree linking the elements by
pairwise distance and then prunes this tree to automatically
determine the optimal number of distinct clusters �and hence
sources� as well as the cluster assignments. After clustering,
the normalization was removed before averaging matrices
within a group because a covariance matrix with a higher
norm usually indicates a higher instantaneous SNR for that
active source; the averaging of unnormalized covariance ma-
trices can reduce the effects of low-rank bins with bad SNR.

Variant 2 of the algorithm aims to exploit the assumption
of spatial stationarity of the sources �which implies that their
steering vectors are not changing as a function of time and
can therefore be clustered� to improve the accuracy of the
localization. Variant 1 of the algorithm would likely be more
useful for tracking moving sources.

D. Directional spectrum estimation

The well-known MUSIC spectral estimator was used to
compute a directional spectrum. The MUSIC estimator re-
quires R�m ,�k� to have low rank so that a basis, UN�m ,�k�,
for the noise-subspace exists �Schmidt, 1986�. The MUSIC
estimator is then defined as

fMUSIC�m,�,�k� = �	UN�m,�k�Hh��k,��	2�−1. �8�

What separates variants 1 and 2 of the algorithm is the
covariance matrix that is used to implement the above spec-
tral estimators. Variant 1 can be described as incoherent com-
bining of directional information as in Pham and Sadler
�1996� �but only of coherent bins� because the data at each
time-frequency bin is first transformed nonlinearly to a di-
rectional representation before combining across time and
frequency. Variant 2 first combines the data at a low level by
averaging covariance matrices within clusters and can be de-

scribed as coherent combining of correlation data prior to
nonlinear transformation to a directional representation.

Having described all the aspects of the localization al-
gorithm in detail, in the next section, we test our algorithm
with speech sources and microphone arrays.

IV. EXPERIMENTAL RESULTS

An experimental study of the localization algorithm was
performed using a microphone array intended for hearing-aid
research. The Hearing-Aid-6 �HA6� microphone array con-
tains three omnidirectional microphones and three gradient
microphones mounted on a single behind-the-ear hearing-aid
shell. The three gradient microphones are orthogonally ori-
ented. One or two HA6 arrays were mounted on the ears
of a Knowles Electronic Mannekin for Acoustical Research
�KEMAR�. This array was chosen both because of interest in
hearing-aid applications and because it represents an extreme
test case including a small number of microphones, very
small aperture requiring super-resolution, and HRTF distor-
tions. Free-field experiments with this array yielded even
better performance, so are not reported here.

The HA6 array allows for various choices of micro-
phone processing. The five different array configurations
tested were:

1. OOm: two omnidirectional microphones of the same HA6
array on the right ear of a KEMAR, 8 mm separation
between microphones;

2. OOOm: three omnidirectional microphones of the same
HA6 array on the right ear of a KEMAR, 8 mm separa-
tion between microphones;

3. GGm: two colocated gradient microphones of the same
HA6 array on the right ear of a KEMAR;

4. OOb: two omnidirectional microphones, one each from an
HA6 array on the right and left ears of a KEMAR, 15 cm
separation between microphones; and

5. OOOb: three omnidirectional microphones, two from an
HA6 array on the right ear of a KEMAR with 8 mm
separation and one from an HA6 array on the left ear of a
KEMAR, separated 15 cm from the other two
microphones.

The subscripts m and b refer to monaural and binaural.
Using the OOm, OOOm, and GGm arrays leads to monaural
processing because the microphones are all on one side of
the head, whereas use of the OOb and OOOb arrays leads to
binaural processing because microphones are located on both
sides of the head.

Comparisons between the OOm and OOOm evaluate the
benefit of three microphones versus two microphones with
the same microphone spacing. Arrays OOm and GGm com-
pare using two omnidirectional microphones versus two gra-
dient microphones. Differences between arrays OOm and
OOb reflect the effect of aperture �specifically, 8 mm versus
15 cm�. Array OOOb tests the addition of both an extra mi-
crophone and more aperture with respect to array OOm.

A second test of the localization algorithm was per-
formed using two elements of a four-microphone free-field
acoustic-vector-sensor array, the XYZO array, with acoustic
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data recorded at the DARPA Spesutie Island Field Trials at
the Aberdeen Proving Ground in August 2003. The XYZO
array consists of three gradient microphones and one omni-
directional microphone. The gradient microphones are mutu-
ally orthogonally oriented, creating a vector sensor. Only two
of the gradient microphones were used to localize military
vehicles and gunfire in azimuth. This test was intended to
demonstrate the algorithm’s ability to localize acoustic
sources other than speech sources and to localize in a free-
field situation rather than in a room environment.

Vector gradient arrays of hydrophones have been used in
the past for underwater direction-finding by Nickles et al.
�1992� and Tichavsky et al. �2001�. However, the successful
application of aeroacoustic vector gradient arrays for high-
resolution direction-finding has not been reported to our
knowledge, except in our initial studies �Mohan et al.,
2003a,b�.

A. Steering vector of the microphone arrays

In array signal processing, the steering vector h��k ,��
describes the response of an array as a function of frequency
and DOA. Arrays of spaced omnidirectional sensors have
been well studied; These arrays are characterized by a time
delay between the microphones that varies with the DOA of
a source �Johnson and Dudgeon, 1993�. For an array of two
omnidirectional microphones in a free-field anechoic envi-
ronment, the steering vector of a source with a DOA of �
degrees azimuth is

h��k,�� = �ej�kd sin���/2c ej�kd sin�−��/2c�T, �9�

where �k	frequency bin, d	spacing between the micro-
phones, and c	speed of sound.

Arrays of directional microphones, especially colocated
arrays, have been studied to a lesser extent. Directional mi-
crophones respond preferentially to certain directions. Vari-
ous types of directional responses such as gradient, cardioid
and hypercardioid can be constructed �McConnell, 2003�.
The HA6 and XYZO arrays contain colocated gradient micro-
phones that are oriented in mutually orthogonal directions,
causing an amplitude-difference to exist between the micro-
phones that varies with the DOA of a source �Nehorai and
Paldi, 1994�. The steering vector of two colocated orthogo-
nally oriented microphones for a source with a DOA of �
degrees azimuth is

h��k,�� = �cos��� sin����T �10�

Although the steering vector described previously is ideally
frequency independent, real gradient microphones possess a
low-frequency rolloff due to the large wavelength at lower
frequencies.

When omnidirectional or gradient microphones are
placed on the head of a KEMAR, the steering vectors �the
responses of the array as a function of the source DOAs� are
distorted by the head shadow of the KEMAR �Gardner and
Martin, 1995�. The head-shadow effect reduces the ampli-
tude of a microphone’s response to directions from the side
of the head opposite to where the microphone is placed.

B. Steering vector estimation and calibration

Impulse responses are often used in acoustical studies to
capture the response of a microphone array in a room; these
methods can also be applied to measurements from a free-
field environment. The steering vectors for arrays on or near
objects, such as the hearing-aid arrays in the experiments
reported later in this section, are strongly altered and must be
measured as a function of direction before the algorithm can
be applied. The frequency-domain steering vector is obtained
from the Fourier transforms of the impulse responses. One
method for calculating an impulse response involves
maximum-length sequences �MLS� �Gardner and Martin,
1995�. Impulse responses were measured as a function of
azimuth �with 15° resolution� around each microphone array
by playing MLS from loudspeakers and recording the re-
sponse from the microphones. As the frequency response of
the MLS signal is known, the frequency-domain steering
vector was calculated by frequency-domain deconvolution.
The inverse discrete Fourier transform of the steering vector
is the vector of room impulse responses. These impulse re-
sponses and their corresponding Fourier transforms are re-
ferred to as the measured impulse responses and the mea-
sured steering vector. More details on this method of
calculating impulse responses are described by Lockwood
et al. �1999, 2004�. For the first experimental study, record-
ings were performed using the HA6 array and a KEMAR in
a modestly sound-treated room �T60
0.25 sec reverberation
time� in the Beckman Institute; further physical and acousti-
cal details of the room were described by Lockwood et al.
�1999, 2004�. Similar recordings were conducted using the
XYZO array at the Aberdeen Proving Ground.

In order to increase the azimuthal resolution of the steer-
ing vector, the measured steering vector was interpolated
from 15° resolution to 1° resolution using a Fourier-series
technique. The coefficients of the Fourier-series expansion
that best fit the data were found by least-squares solution to
an overdetermined system of equations where the knowns
consisted of the frequency-domain steering vector at 24 mea-
sured angles �15° azimuthal resolution� and the coefficients
of the system were complex exponentials in azimuth evalu-
ated at the 24 measured angles.

For an nth-order Fourier series fit for microphone i of an
array, the least squares solution to the following equation is
found:

Ac��k� = h��k� , �11�

h��k� = �hi��k,0 ° � hi��k,15 ° � ¯ hi��k,345 ° ��T,

�12�

A =�
1 ej0·1 e−j0·1

¯ ej0·n e−j0·n

1 ej�/24·1 e−j�/24·1
¯ ej�/24·n e−j�/24·n

] ] ]

1 ej23�/24·1 e−j23�/24·1
¯ ej23�/24·n e−j23�/24·n

� ,

�13�

c��k� = �c0��k� c1��k� c−1��k� ¯ cn��k�c−n��k��T.

�14�
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After solving for c��k�, the coefficients of the Fourier
expansion, the expansion was computed at 1° resolution in
azimuth to produce the interpolated steering vector. A
twelfth-order �full-order� Fourier-series fit was used for most
of the localization tests. One localization test used a fourth-
order fit to determine if similar localization results could be
obtained with a lower-order interpolation. A separate fit was
computed for each microphone in an array. Figures 2 and 3
show the magnitudes �in decibels� of the interpolated micro-
phone responses using a full-order fit as a function of fre-
quency and azimuth for one of the omni microphones and
two of the orthogonally oriented gradient microphones from
the HA6 array both in free-field and on the left ear of
KEMAR. The nulls of the gradient microphones, the dark
lines in Figs. 2�b� and 2�c�, are clearly seen in the free-field
situation. Distortion of the nulls caused by the head shadow
of KEMAR is seen in Fig. 3.

C. Results

The localization algorithm was implemented in MATLAB

and tested with the microphone subsets of the HA6 array
described in the five arrays OOm, OOOm, GGm, OOb, and
OOOb. Acoustic scenes were created by convolving 4 s of
speech signals sampled at 16 kHz from the TIMIT database
with the measured impulse responses corresponding to each
source’s DOA �Garofolo et al., 1993�. The power of each
speech signal was equalized by scaling the signal appropri-
ately. The number of sources was varied from 3 to 5. For
each number of sources, 50 acoustic scenes were constructed
by choosing the speech signals randomly from the TIMIT
database. The short-time processing parameters used by both
variants 1 and 2 of the localization algorithm were 16 ms
rectangular windows with 4 ms overlap, 256-pt fast Fourier
transform and 120 ms �30 adjacent frames� averaging for
each covariance matrix estimate. In variant 2 of the algo-
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FIG. 2. Decibel magnitudes of the responses from the HA6 array in free-
field �a� omnidirectional microphone and �b� and �c� two orthogonal gradi-
ent microphones.
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FIG. 3. Decibel magnitudes of the responses from the HA6 array on the left
ear of a KEMAR �a� omnidirectional microphone and �b� and �c� two or-
thogonal gradient microphones.
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rithm, the clustering described in Sec. III C was performed
using MATLAB’s clusterdata command. The covariance
matrices were normalized to unit norm prior to clustering.
The number and location of sources is determined automati-
cally by finding all local maxima in the composite directional
spectrum and counting all above an empirically determined
threshhold.

Tables I and II show the bias and standard deviation of
the DOA estimates from the 50 trials, respectively. Tables III
and IV, respectively, show the average number of sources
localized per trial and the number of trials that did not local-
ize all sources. Some entries in Tables I and II are exactly
zero, indicating no error or bias. This is an artifact of the
processing; direction was discretized to one-degree incre-
ments in these experiments, so zero standard deviation and
bias actually indicates that in all 50 trials, the error never

exceeded half a degree, which merely indicates that the bi-
ases and standard deviations are a great deal less than half a
degree under these conditions.

Tables I and II show that when a source is localized, it is
localized very accurately or near its true DOA. The binaural
arrays performed better than the monaural arrays, indicating
that the addition of aperture improves the performance more
than the addition of an extra microphone at smaller aperture.
Also, the gradient microphones performed worse than the
omnidirectionals both in terms of accuracy and the average
number of sources localized. In all the arrays, the localiza-
tion of more speech sources than microphones seemed to
break down at five speech sources; on average, only two to
three out of the five total sources were localized. This occurs
because the speech sources have overlapping time-frequency
spectra, and the undetected sources overlap others in all or

TABLE II. Standard deviation of the DOA estimates using the MUSIC spectrum.

Variant 1 Variant 2

True DOA
�deg�

OOm

�deg�
OOOm

�deg�
GGm

�deg�
OOb

�deg�
OOOb

�deg�
OOm

�deg�
OOOm

�deg�
GGm

�deg�
OOb

�deg�
OOOb

�deg�

Three talkers
0 0 0 0.14 0 0 0.15 0 0.42 0 0

30 0 0.14 0.61 0 0 0.26 0.34 0.5 0 0
45 0 0 0.20 0 0 0 0 .64 0 0

Four talkers
−60 0.38 0.28 0.37 0.24 0 0.51 0 0 0 0

0 0 0.42 0.38 0.15 0.14 0.24 0.14 0 0 0
30 0.79 0.25 0.88 0.51 0.41 0.39 0.20 0.44 0 0
45 0.66 0.58 0.75 0.35 0.29 0.38 0.28 0.66 0 0.02

Five talkers
−75 0.21 0 0.16 0.21 0 0.73 0.3 0.54 0.08 0
−60 0 0 0.35 0 0 0.40 0 0.35 −0.03 0.15

0 0.31 0.25 0.45 0.31 0.25 0.20 0 0.49 0 0
30 0.33 0.16 0 0.33 0.16 0.55 0.15 0 0 0
45 0.28 0.35 0.58 0.28 0.35 0.52 0.35 0.58 0 0.2

TABLE I. Bias of the DOA estimates using the MUSIC spectrum.

Variant 1 Variant 2

True DOA
�deg�

OOm

�deg�
OOOm

�deg�
GGm

�deg�
OOb

�deg�
OOOb

�deg�
OOm

�deg�
OOOm

�deg�
GGm

�deg�
OOb

�deg�
OOOb

�deg�

Three talkers
0 0 0 0.02 0 0 0.02 0 0.22 0 0

30 0 0.02 0.3 0 0 −0.02 0.08 0.45 0 0
45 0 0 −0.04 0 0 0 0 −0.2 0 0

Four talkers
−60 0.17 0.08 0.16 0.06 0 0.48 0 0 0 0

0 0 0.22 0.17 0.02 0.02 0.06 0.02 0 0 0
30 0.23 0.02 0.22 0.04 0.27 0.18 −0.04 −0.16 0 0
45 0.15 −0.3 −0.29 0.15 −0.04 0.19 0.04 −0.10 0 0.15

Five talkers
−75 0.05 0 0.03 0.05 0 0.29 0.04 0.32 0.42 0
−60 0 0 0 0 0 −0.02 0 −0.02 0.17 0.02

0 0.1 0.06 0 0.1 0.06 0.04 0 −0.08 0 0
30 −0.1 0.03 1.0 −0.1 0.03 0.04 0.02 0 0 0
45 0.08 −0.08 0.3 0.08 −0.08 0.11 −0.08 0.33 0 0.04
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almost all time-frequency bins over the test interval. This
gives some indication of the fundamental effective sparse-
ness of active speech; sparser types of sources would allow
more sources to be localized, as would real conversations in
which speakers sometimes stop talking. However, it does
appear that the three-microphone arrays on average localize
somewhat more sources than the two-element arrays, so
there is some dependence on the number of microphones as
well. With more microphones the energy from multiple
weaker sources of noise is likely spread across more small
eigenvalues, thus increasing the probability of a successful
rank-1 coherence result and providing more bins with which
to localize. When the power of some sources is weaker than
others, the probability of detecting these sources decreases,
but the directional accuracy when detected is similar.

The accuracy of variant 2 of the algorithm was similar to
variant 1, but in most of the arrays, variant 2 did not localize
as many sources on average as variant 1. The results seem to
show that variant 2 is susceptible to errors in clustering,
which can account for fewer sources being localized. If a
source exhibits only a few low-rank covariance matrices
which are improperly clustered at a particular frequency-bin,
the contribution of these matrices vanishes in the averaging
within a cluster. This is a weakness of variant 2. Similarly, a
weakness of variant 1 is that a source with fewer low-rank
data contributes fewer spectra peaked at that source’s DOA;
sources with more low-rank data can dominate the final di-
rectional spectrum. One goal of the experiment was to study
the tradeoffs in the two approaches, and variant 1 seems to
be better at capturing more sources.

Table V shows the performance of the algorithm �variant
1� with a two-element free-field 15 cm array with three
speech sources at directions −45°, −10°, and 20° with addi-
tional additive white Gaussian noise on each channel at
SNRs ranging from 15 to 30 dB. In all cases, the biases and
standard deviations are all well less than a degree, demon-
strating that the method offers considerable robustness to ad-
ditive noise. The method performs well with substantial ad-
ditive noise both because the coherence test rejects low-SNR
bins rather than allowing them to degrade the directional
estimates and because the errors introduced are uncorrelated

from bin to bin and tend to average away in either the clus-
tering or the averaging that produces the composite direc-
tional spectrum. Excessive additive noise eventually causes
the coherence test to reject most bins, however, so the tech-
nique will eventually fail at very low SNRs. A thorough
study of the performance in reverberant conditions is beyond
the scope of this work, but preliminary simulations show
tolerance to reflections of the order expected in typical
rooms.

Figures 4�a� and 4�b� are the composite MUSIC spatial
spectra at each frequency taken from an acoustic scene with
the OOb array and four speech sources, using steering vec-
tors estimated from HRTF measurements on the KEMAR
head as in Sec. IV B. Darker areas in the plots indicate
higher values in the MUSIC spectra. The dashed lines in
Figs. 4�a� and 4�b� indicate the true DOAs of the sources.
Figures 4�a� and 4�b� demonstrate that multiple sources are
being localized at many frequency bins. In this example,
with variant 1, three sources at −60°, 30°, and 45° are local-
ized at 1 kHz while two sources at 0° and 30° are localized
at 1.5 kHz. Figures 4�c� and 4�d� show the final MUSIC
spectra after summing across frequency.

As more than 4 s of data are accumulated, if more low-
rank time-frequency bins are available, then the localization
performance may improve. However, an inherent property of
the algorithm is better localization of sources that exhibit
more low-rank time-frequency bins. Thus, peaks due to other
sources may disappear when summing across time and fre-
quency. An alternate approach is to observe how the algo-
rithm tracks different sources’ DOAs as a function of time
for longer time periods. Figures 5�a� and 5�b� show the
MUSIC spectra computed every 100 and 500 ms with the
short-time-frequency covariance matrix estimates averaged
over the corresponding intervals, respectively, as a function
of time and azimuth for an acoustic scene with the OOb array
on the KEMAR and 10 s of four simultaneous speech
sources. The sources’ sparseness in the time domain is
clearly observed; peaks for the four sources appear and dis-
appear depending on the availability of low-rank time-
frequency bins.

TABLE III. Average number sources localized per trial using the MUSIC spectrum.

Variant 1 Variant 2

Number of talkers OOm OOOm GGm OOb OOOb OOm OOOm GGm OOb OOOb

3 3 3 3 3 3 2.9 2.98 2.98 2.95 3
4 3.98 4 3.50 3.28 4 3.7 3.95 3.6 3.83 3.71
5 2.7 4.3 2.1 2.7 4.32 2.9 4.4 2.2 4.0 3.8

TABLE IV. Percent of trials that did not localize all sources using the MUSIC spectrum.

Variant 1 Variant 2

Number of talkers OOm OOOm GGm OOb OOOb OOm OOOm GGm OOb OOOb

3 0 0 0 0 0 10 2 2 4 0
4 2 0 42 56 0 80 2 26 14 22
5 98 56 100 98 56 84 40 84 61 66
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In recordings from the Spesutie Island field trials, mili-
tary vehicles moved around a track, and the microphone ar-
ray was located 27 meters away from the edge of the track. A
composite recording was constructed containing a moving
M60 tank, a moving HEMET vehicle, and small arms fire
about 30–40 m away from the XYZO array. Figure 6 shows
the MUSIC spectrum as a function of time and azimuth, in
which the two vehicles were localized in azimuth to within
their physical spans and the small arms fire was sharply lo-
calized in azimuth. Three gunshots were localized, occurring
at 10, 11.5, and 13 s, at azimuths of 90°, 98°, and 105°. The
azimuths were obtained by looking at the first onset of the
peak in the MUSIC spectrum, which is at 90° for the first

shot �not readily apparent in the plot, but visible with some
magnification�. These shots were recorded as the shooter
fired his weapon at three locations on the track, separated by
approximately 4 m. As the distance to the track was 27 m, an
expected change in angle was calculated to be approximately
8.4° between shots, which correlates very well with the lo-
calization results.

V. CONCLUSION

The successful localization of multiple speech sources
was experimentally demonstrated using different subsets of
omnidirectional and gradient microphones from the HA6 ar-
ray located on a KEMAR dummy. Localization of military
vehicles and gunfire in a free-field environment using gradi-
ent microphones from an acoustic-vector-sensor array was
also experimentally demonstrated. To our knowledge, this
study contains the first demonstration of high-resolution lo-
calization using an aeroacoustic vector sensor.

The two variants of the algorithm localize more speech
sources than sensors by exploiting the sparse time-frequency
structure and spatial stationarity of the speech sources. First,
the coherence test provides a simple means to identify low-
rank time-frequency bins, specifically those containing one

TABLE V. Mean locations and standard deviations of location estimates
with uncorrelated additive noise.

SNR
�dB� Mean locations �deg� Standard deviations �deg�

15 −44.72, −9.65, 20.08 0.13, 0.61, 0.14
20 −44.54, −9.94, 20.13 0.09, 0.26, 0.09
25 −44.50, −9.83, 20.10 0.06, 0.13, 0.07
30 −44.54, −9.63, 19.95 0.05, 0.07, 0.06
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FIG. 4. MUSIC spectra from 4 s of four simultaneous speech sources using the measured responses of the OOb array on the KEMAR head. Dashed lines show
the sources’ true DOAs �−60°, 0°, 30°, and 45°�. �a� and �b� MUSIC spectra as a function of frequency and azimuth using variants 1 and 2 and �c� and �d�
final MUSIC spectra using variants 1 and 2.
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active source. The data at these low-rank bins can be used in
two ways: Variant 1 of the algorithm can be used to perform
incoherent combining of directional information across time
and frequency, or variant 2 can be used to perform coherent

combining of data �by clustering low-rank covariance matri-
ces and averaging within each cluster� followed by transfor-
mation to a directional representation. The source direction
of arrivals are estimated from the composite directional spec-
trum regardless of which variant of the algorithm was used.

When speech sources were localized, they were local-
ized accurately, since the bias and standard deviation of the
DOA estimates were both less than 1° among all various
arrays tested. The average number of sources localized
dropped significantly across all microphone arrays tested
with 4 s of speech when changing from four speech sources
to five speech sources. The upper limit appears largely to be
a function of the inherent time-frequency sparsity of the
sources, and can be expected to be higher or lower depend-
ing on the source sparseness characteristics. Both variants of
the algorithm performed similarly in bias and standard de-
viation, whereas variant 1 typically localized more sources
on average than variant 2. The performance of the binaural
arrays was also usually better than the monaural arrays, prob-
ably due to the increase in aperture, which leads to a greater
diversity in the steering vectors as a function of azimuth.

The algorithm complexity is of the same order but gen-
erally less than that of Pham and Sadler �1996�, with the
primary complexity in the computation of the individual bin-
by-bin MUSIC directional spectra. By restricting the compu-
tation only to rank-1 bins, the coherence test becomes simple
and inexpensive, and the degradation in performance ob-
served by Pham and Sadler with some source overlap is
avoided. In addition, the number of relatively expensive
MUSIC directional spectra computations are reduced. The
complexity depends on the required resolution, but it should
be possible to implement at least variant 1 in real time on a
modern DSP microprocessor.
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APPENDIX: COHERENCE TEST

1. TWO-SENSOR COHERENCE TEST

Claim: A necessary and sufficient condition for a 2�2
covariance matrix R to be rank 1 is that the pairwise MSC is
equal to 1.

Proof: Let the 2�2 covariance matrix be

R = R11 R12

R21 R22
� . �A1�

Now, let R be rank 1; then

R = �2hhH, �A2�

where h= �a b�T for some a ,b�C.
Then, the covariance matrix is
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FIG. 5. MUSIC spectra as a function of time and azimuth for 10 s of four
simultaneous speech sources using the measured responses of the OOb array
on a KEMAR. MUSIC spectra were computed every, �a� 100 and �b�
500 ms. Dashed lines show the sources’ true DOAs �−60°, 0°, 30°, and 45°�.

FIG. 6. MUSIC spectrum as a function of time for an acoustic scene con-
sisting of an M60, a HEMET, and small arms fire.
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R = �2aa* ab*

ba* bb*
� . �A3�

The pairwise MSC is

Tcoh
�1,2� =

ab*ba*

aa*bb*
=

�ab�2

�a�2�b�2
= 1. �A4�

Now, assume that the pairwise MSC is equal to 1 and show
that R is rank-1. As the pairwise MSC is equal to 1, then

�R12�2

R11R22
= 1, �A5�

�R12� = �R11R22, �A6�

R12 = �R11R22e
j
12 for some 
12 � R . �A7�

So, we can express the covariance matrix as

R =  R11 �R11R22e
j
12

�R11R22e
−j
12 R22

� �A8�

and we see that

�column 1 of R��R22

R11
ej
12 = �column 2 of R� . �A9�

So, R is rank-1 �regardless of the phase 
12�.

2. M-SENSOR COHERENCE TEST

Claim: A necessary and sufficient condition for an M
�M covariance matrix to be rank 1 is that its � M

2
� pairwise

MSCs are equal to 1 and the phases of the its off-diagonal
components satisfy ��Rij�− � �Rik�+ � �Rjk�=0 ∀ i� j�k
where ��Rij� is the phase of the ijth element of the covari-
ance matrix.

Proof: Let R be rank 1.

R = �2hhH, �A10�

h = �h1 . . . hM�Thi � C, i = 1 . . . M . �A11�

Then, the ijth component of R is

Rij = ��hi�2 if i = j

hihj
* = �hi��hj�ej��hi−�hj� if i � j .

�A12�

The pairwise MSCs are all equal to 1.

Tcoh,ij =
hihj

*hjhi
*

hihi
*hjhj

*
=

�hihj�2

�hi�2�hj�2
= 1 ∀ j � i . �A13�

The phase constraint, ��Rij�− � �Rik�+ � �Rjk�=0 ∀ i� j
�k, is also satisfied.

��Rij� − � �Rik� + � �Rjk�= �A14�

=��hi − � hj� − ��hi − � hk� + ��hj − � hk� �A15�

= � hi − � hi + � hj − � hj + � hk + − � hk �A16�

=0. �A17�

Now, assume that the � M
2

� pairwise MSCs are equal to 1 and
the phase constraint is satisfied. We can then show that R is
rank-1.

Rij = �Rii if i = j

�RiiRjje
j
ij if i � j

�RiiRjje
−j
ij if i � j .

�A18�

We obtain the following relationships between the columns
of the covariance matrix.

�column i of R��Rkk

Rii
e−j
ik = column k of R ∀ i � k ,

�A19�


ij − 
ik + 
 jk = 0 ∀ i � j � k . �A20�

Thus, only a single linearly independent column exists in R,
or R is rank-1.
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Angle-dependent ultrasonic detection and imaging of
brachytherapy seeds using singular spectrum analysis
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Transrectal-ultrasound-guided brachytherapy uses small titanium-shelled radioactive seeds to
locally treat prostate cancer. During the implantation procedure, needles inserted transperitoneally
cause gland movement resulting in seed misplacement and suboptimal dosimetry. In a previous
study, an algorithm based on singular spectrum analysis �SSA� applied to envelope-detected
ultrasound signals was proposed to determine seed locations �J. Mamou and E. J. Feleppa, J. Acoust.
Soc. Am. 121, 1790–1801 �2007��. Successful implementation of the SSA algorithm could allow
correcting dosimetry errors during the implantation procedure. The algorithm demonstrated promise
when the seed orientation was parallel to the needle and normal to the ultrasound beam. In this
present study, the algorithm was tested when the seed orientation deviated up to 22° from normality.
Experimental data from a seed in an ideal environment and in beef were collected with a
single-element, spherically focused, 5 MHz transducer. Simulations were designed and evaluated
with the algorithm. Finally, objective quantitative scoring metrics were developed to evaluate the
algorithm performance and for comparison with B-mode images. The results quantitatively
established that the SSA algorithm always outperformed B-mode images and that seeds could be
detected accurately up to a deviation of approximately 10°. © 2008 Acoustical Society of
America. �DOI: 10.1121/1.2875740�

PACS number�s�: 43.80.Vj, 43.60.Lq, 43.35.Yb �FD� Pages: 2148–2159

I. INTRODUCTION

Brachytherapy is a cancer-treatment procedure that is
becoming widely accepted for treating prostate cancer. This
procedure consists of the permanent implantation of small
radioactive seeds �containing iodine or palladium� within the
prostate gland.1,2 Most types of prostate-brachytherapy seeds
consist of a thin, rigid, smooth, cylindrical, titanium shell,
and are 4.5 mm long by 0.8 mm in diameter. Currently, tran-
srectal ultrasound �TRUS� is the standard imaging modality
for treatment-planning dosimetry, guiding, and monitoring
seed implantation.3,4

Seeds are inserted transperitoneally through a needle
guided by a fixture that is linked to the TRUS probe. After
insertion, the seeds ideally are oriented normally to the ul-
trasonic beam and parallel to the needle. However, move-
ment of the prostate during seed insertion often leads to the
seeds being inserted away from their optimal location and
with an orientation that deviates from being normal to the
transducer beam. Sometimes seeds even are placed outside
of the prostate, for example, in the bladder, the urethra, or the
circulatory system5,6 leading to potentially harmful bioeffects
from radioactivity. An imaging method that enables visual-
ization of seeds during the implantation procedure would be
valuable for taking immediate corrective action by implant-
ing seeds in underdosed regions. Unfortunately, existing
TRUS imaging systems used to plan and guide seed implan-
tation do not reliably image implanted seeds. The predomi-
nant causes for the difficulty in ultrasonically imaging im-

planted seeds are seed specularity, shadowing, and clutter
from other highly reflecting entities �e.g., calcifications or
hemorrhage� in the gland.

Currently, seed location and orientation typically are de-
termined from postimplant x-ray computed tomography �CT�
or magnetic resonance imaging �MRI� performed
3 h to 2 weeks after the implantation procedure.7–9 If, based
on imaging results, the radiation oncologist decides that the
current dosage is not sufficient to successfully treat the can-
cer, patients must undergo additional, multiweek, external-
beam radiation therapy for dose correction. Therefore, radia-
tion oncologists would find a real-time TRUS-based imaging
method that is capable of providing accurate, postinsertion,
seed-location and seed-orientation information to be very
valuable. Such a modality would enable timely feedback for
intraoperatively correcting deficiencies in the radiation dose
delivered to the gland and would eliminate the need for CT
or MRI imaging and follow-up radiation therapy.

To date, only modest investigations have been con-
ducted to establish the expected distribution of seed angles
after insertion in the prostate gland. Follow-up CT or MRI
images cannot reliably establish the location and orientation
information of each seed.10 A recent study by Corbet et al.
looking at quantifying the effect of seed orientation on dose
derived an angle probability distribution function based on
postimplant radiographs of 10 patients.11 Their distribution
model had a mean angle of 0° between the seed axis and the
ultrasound beam, but the distribution had long tails: Only
58% of seeds were predicted to have an angle smaller than
20° from normal to the beam. The actual immediate postim-a�Electronic mail: mamou@rrinyc.org.
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plant angle distribution might have a smaller variance around
0°, because in this study the radiographs were taken a month
after seed implantation.

In a previous publication, we described a novel ultra-
sonic method for detecting and imaging brachytherapy
seeds.12 The method seeks to exploit the “tail” of repeating
echoes that typically appears beyond the seed, distal to the
transducer. It uses the envelope-detected signals derived
from the �rf� echo signals produced by an ultrasound probe
as the input and forms a color-coded image termed a P-mode
image. A P-mode image consists of the conventional B-mode
image augmented by color-coded information indicative of
the likelihood of seed presence. The strength of the method
is the envelope-detected signals used as algorithm inputs are
available readily in the operating room because these signals
are the video signals used to generate the clinical image. The
algorithm is based on a signal-processing framework called
singular spectrum analysis �SSA�13–15 and the color-coded
information displayed on the P-mode image is obtained by
detecting and quantifying the strength of the seed tail signal
using the SSA framework.

Our first publication described the SSA algorithm as a
viable method to detect and image seeds.12 However, be-
cause the emphasis was on the development and validation
of the SSA algorithm, the experiments and simulations were
limited to the case where a single seed was oriented orthogo-
nally to the transducer axis. In the present paper, the SSA-
algorithm performance is evaluated when the seed orienta-
tion with respect to the transducer is varied. Ultrasound
experiments were conducted in an ideal environment �i.e.,
acoustically transparent gelpad� and in a tissue-like �i.e., de-
gassed ex vivo beef� environment. Simulations also were de-
veloped based on empirical data acquired from the ideal-
environment experiments. To quantify performance, we
developed two score metrics. The first metric quantifies how
well the seed location is determined by the SSA algorithm
�i.e., the true-positives produced by the algorithm� and the
second metric evaluates whether the SSA algorithm produces
false-positives. The paper is organized as follows: Section II
presents the methods used to acquire data, to simulate data,
to compute the score metrics, and briefly reviews P-mode
image formation; Sec. III presents the results of the simula-
tions and experiments; and Sec. IV presents the discussion
and conclusions of the study.

II. MATERIAL AND METHODS

A. Seeds

The seeds used in this study were nonradioactive ver-
sions of commonly used palladium �Pd103� seeds. The seeds
were described in Ref. 12 and are an increasingly popular
seed for brachytherapy treatment of prostate cancer.

B. Data collection and experiments

All the data were acquired using a 5 MHz, single-
element transducer �S/N 25653, Panametrics Inc., Waltham,
MA�. The transducer has a focal length of 51 mm and a
diameter of 14 mm �i.e., an F-number=3.7�. The transducer
was excited with a Panametrics 5900 pulser/receiver unit.

The rf echo signals were digitized using an Acqiris DB-110
A/D board �Acqiris, Monroe, NY� at a sampling rate of
50 MS /s. The spacing between adjacent A lines was
100 �m. Following digitization, the rf data were saved,
envelope-detected, and processed offline using the SSA algo-
rithm.

In the first set of experiments, a seed was inserted into
an acoustically transparent gelpad �Aquaflex, Parker Labora-
tories, Fairfield, NJ� that was placed in a water bath for scan-
ning. The angle between the seed and the acoustic-beam axis
was varied by tilting the bath while the transducer remained
vertical �Fig. 1�a��. This setup allowed us to change the angle
of the seed with respect to the ultrasound beam by increasing
or decreasing the tilt angle of the tank. The initial angle of
the seed was determined by scanning along the long axis of
the seed. This longitudinal B-mode scan indicated whether
the seed was inserted into the gelpad at an angle. If the seed
appeared slanted in the longitudinal scan, the angle of the
tank was adjusted to remove the incline. Once the seed was
horizontal �i.e., at 0°�, it was scanned in two directions:
along the long axis of the seed �a longitudinal scan� and
across the cross section of the seed �a transverse scan�. Care
was taken to ensure that the seed was centered simulta-

a)

b)

FIG. 1. �Color online� Laboratory setup for gel-pad experiments. �a� Sche-
matic of the experimental setup showing the seed inserted into an acousti-
cally transparent gel pad in a water tank. The angle of the seed is changed by
using different wedges. �b� Actual experimental setup with a protractor mea-
suring the tilt angle. The monitor in the background displays the GUI for the
data-acquisition software.
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neously in the transverse and longitudinal scan planes. The
seed also was maintained in the focal region of the trans-
ducer. To vary the angle of the seed, angled wedges were
placed under the water tank. The tilt angle was measured
with a protractor attached to the base of the tank �Fig. 1�b��.
The angle was varied from 0° �i.e., horizontal� to 22° from
the horizontal in steps of 1°, with centered transverse and
longitudinal scans performed at each angle. Figure 1�b�
shows the experimental laboratory setup. The monitor in the
background displays a single A line using the custom
LabVIEW �National Instruments, Austin, TX� software that
acquired the rf data.

In the second set of experiments, a similar assembly was
used to acquire data from a seed inserted in a piece of beef.
The beef was degassed prior to seed insertion and had a
thickness of 2 cm. The tank was filled with phosphate-
buffered saline, and echo data were collected at 1° incre-
ments from 0° to 21° employing the method that was used in
the gelpad experiments �Fig. 1�.

C. Angle-dependent simulations

Simulations of seed rf echo signals from 0° to 11° were
performed in order to evaluate the performance of the SSA
algorithm under controlled conditions. The simulations were
based on the empirical data obtained from the gelpad experi-
ments and designed so that a complete B-mode image could
be formed. The rf data corresponding to each A line was
simulated at a sampling rate of 50 MS /s, and the spacing
between two adjacent A lines was 100 �m for consistency
with acquired experimental data.

Figure 2 displays rf echo signals �i.e., one A line� from
experimental longitudinal scans �seed in gelpad� in the left
column, and the corresponding simulated rf echo signals in
the right column. The rf echo signal from the center of the
seed at an angle of 0° �in longitudinal and transverse direc-
tions� was modeled as four pulses, 0.8 �s apart, with center
frequencies of 5 MHz. Figures 2�a� and 2�b� show the central
A line �i.e., echo from the center of the seed� at 0° with the
four pulses �i.e., a1, a2, a3, and a4�. Pulses a1 and a3 were
modeled as Hanning-windowed, three-cycle tone bursts.
Pulses a2 and a4 were modeled as having five and four
cycles, respectively. Similar A lines were simulated on either
side of the central A line to obtain a complete B-mode image.
The off-center A lines were deduced from the center A line
by weighting the central A line so that the maximum ampli-
tude of the seed echoes gradually decreased on moving away
from the center of the seed �as observed experimentally�.
Figures 2�c� and 2�d� show the experimental and simulated A
lines 2 mm away from the center of the seed. The peak am-
plitudes of these off-center A lines are 34% �i.e., 9.3 dB�
lower than those of Figs. 2�a� and 2�b�.

In the transverse and longitudinal simulations, as the
angle of the seed increased, the peak amplitude values of the
modeling pulses were lowered to match the corresponding
experimental values. In the simulated longitudinal scans
only, the seed itself had to appear tilted in the B-mode image.
Simulating the tilt of the seed was achieved by delaying the
off-center A lines to simulate one end of the seed being far-

ther from the transducer than the other. The delays were
computed based on the angle being modeled. Figures 2�e�
and 2�f� display off-center A lines from experiments and
simulated echo signals at an angle of 6°. The dotted plots
represent the central A lines at 0°. Figures 2�e� and 2�f� il-
lustrate the added delay for tilting and the change in peak
amplitude of the echo data as the angle of the seed with the
ultrasound beam is varied.

For all simulations, white Gaussian noise was added to
the simulated rf signals to match the same signal-to-noise
ratio �SNR� as in the experimental data. Finally, the simu-
lated rf signals were envelope-detected to form simulated
B-mode images and to provide the signals needed as input
for the SSA algorithm.

D. Performance-evaluation metrics

Two types of scoring metrics were developed to evaluate
the ability of the SSA algorithm to detect and image seeds at
various angles. The first type of metric was used for the
gelpad experiments and the corresponding simulations. This
metric termed Score was chosen to equal the maximum
P-mode value in a region-of-interest �ROI� containing the
actual and known location of the seed. In the case of the
gelpad experiments and simulations, this metric captures the
complete performance of the algorithm because false-
positives never occurred �i.e., the SSA algorithm never inter-
preted the envelope-detected white Gaussian noise as being a
seed�.

However, for the beef experiments, a second type of
metric needed to be created to account for possible false-
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FIG. 2. Comparison of experimental and simulated rf A lines for longitudi-
nal scans. Left column displays A lines from gel pad experiments. Right
column displays the corresponding simulated A lines. �a� and �b� A lines
from the center of a seed at 0°. �c� and �d� Off-center A lines from a seed at
0°, showing lower peak amplitudes. �e� and �f� Off-center A lines from a
seed at 6°, showing the delays introduced to model tilting of the seed.
Central A lines from a seed at 0° are shown for reference.
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positives as well as false-negatives. Two measures of the
second type were computed from the generated P-mode val-
ues by applying the SSA algorithm to the envelope-detected
rf echo signals. The first measure of the second type was
termed the Seed Score �SS� and the second was the Worst
False Positive �WFP�. The metrics were designed so that the
SS indicates how well the seed is detected and imaged by the
algorithm and WFP provides information regarding the pos-
sible false-positives.

To illustrate how SS and WFP were computed, Figure
3�a� shows a longitudinal B-mode image of a seed at an
angle of 6° marked with two ROIs: one termed “seed” ROI
includes the seed and the other termed “outside” ROI in-
cludes highly echogenic structures but not the seed. Figure
3�b� shows the corresponding P-mode image. SS was esti-
mated using

SSP = SeedPMean
− OutsidePrms

, �1�

where SeedPMean
is the mean of the three maximum P-mode

values within the seed ROI, and OutsidePrms
is the root-mean-

square of all P-mode values within the outside ROI.
To compute WFP, a matched filter was used to compute

the two-dimensional �2D� correlation between the P-mode
values in the outside ROI and a rectangular mask of size
0.19 mm�0.5 mm. From an image-processing standpoint
this operation is a 2D moving-average filter �i.e., a low-pass
operation�. This 2D filtering allows selecting areas where
large P values are adjacent to each other �i.e., form a con-
nected component having large P values, like a possible
seed� and discarding large P values that are isolated �i.e.,

probably noise and not a seed�. Thus, the rationale is that the
peak of the 2D correlation indicates where in the outside
ROI a connected component of large P values looks the most
like a seed. The quantity OutsidePMax

was defined as the
P-mode value at the location of the maximum of the 2D
correlation and WFP was defined by

WFPP = OutsidePmax
− OutsidePrms

. �2�

Arrows in Fig. 3�b� indicate the positions of the SeedPMean
and OutsidePMax

.
In Eqs. �1� and �2�, the subscript P indicates that SSP

and WFPP were computed from the P-mode values. For
comparison, the same scores were computed from the
B-mode data. Equations �3� and �4� define the seed Score and
WFP for the B-mode image:

SSB = SeedBMean
− OutsideBrms

, �3�

and

WFPB = OutsideBmax
− OutsideBrms

. �4�

Arrows in Fig. 3�a� indicate the positions of SeedBMean
and

OutsideBMax
. �The subscript B indicates that SSB and the

WFPB were computed from the B-mode values.�
Comparing the scores obtained with the P-mode data

with those obtained with the B-mode data determines
whether the SSA algorithm improves the quality of the de-
tection and imaging of seeds over visual assessment of con-
ventional �i.e., B-mode� ultrasound images.

E. Singular spectrum analysis algorithm

The current SSA algorithm is identical to the algorithm
presented in great detail in a previous publication12 except
for the introduction of soft thresholds in the eigenvalue-pair
selection process. In the previous version of the algorithm,
eigenvalue pairs of the auto-correlation matrix of the
envelope-detected signals were selected when the following
three inequalities were true:

1� i�k90 and j�k90, where k90=Min �l, such that
�i=1

l �i /�i=1
M �i�0.9�.

2� �1−�i /� j��0.04.
3� The frequencies, f i and f j, at which the spectra �i.e., the

magnitude of the Fourier transforms� of eigenvectors Ei

and Ej reach their maxima, respectively, are such that
�1− f i / f j��0.03.

In these inequalities, the eigenvalues of the autocorrelation
matrix are ordered from the largest to the smallest, ��1

� ¯ ��M�, and E1 , ¯ ,EM are the corresponding eigenvec-
tors. The set of selected eigenvalues is denoted by �. Fol-
lowing eigenvalue selection, a new time signal, sr, is con-
structed from the selected pairs by �see Ref. 12 for
notations�:

sr�i + j� = �
k��

ai
kEj

k, �5�

A P value indicative of the likelihood of a seed presence
is derived from sr. The last step of the algorithm consists of
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forming the color-coded P-mode image that indicates where
the algorithm believes each seed is located.12

Soft thresholds. Simulations of signals having eigen-
value pairs near the thresholds of the three inequalities led to
results with large standard deviations depending on whether
for a particular realization the eigenvalues satisfied the in-
equalities. The hard thresholds used in the previous version
of the algorithm essentially made the P-mode image a non-
continuous function of the rf data, but continuity translates
into greater algorithm robustness. The soft-threshold ap-
proach presented below makes the SSA algorithm continu-
ous.

To implement the soft threshold, we kept the first in-
equality the same �i.e., item 1 in Sec. II E� and defined:

��i, j� =
	1 −

�i

� j
	

0.04
, �6�

���i, j� =
	1 −

f i

f j
	

0.03
, �7�

��k� = min���k − 1,k�,��k,k + 1�� , �8�

���k� = min����k − 1,k�,���k,k + 1�� , �9�

Equation �5� then was rewritten as

sr�i + j� = �
k�k90

	kai
kEj

k, �10�

where

	k = ����k�������k�� , �11�

and

��x� =
1

2
−

tanh�
�x − 1��
2

, �12�

where the parameter 
 can be adjusted to select how “soft”
the thresholds should be. The criteria for choosing 
 are
discussed in the following.

Equation �10� essentially says that the sum is extended
to all eigenvalues up to the 90% total variance of the signal
�i.e., index k90� but weighted by a coefficient, 	k, that is now
continuous. Note that Eq. �11� reduces to Eq. �5� if 	k is
defined to be equal to 1 when ��k��1 and ���k��1 and
equal to 0 otherwise.

Figure 4 displays the function ��x� for three different
values of 
. Figure 4 shows that as the numerical value of 

increases, the function ��x� converges to a discontinuous
function �see curve for 
=100� and Eq. �11� reduces to Eq.
�5�. The smaller the value of 
 the “softer” the thresholds
become �e.g., 
=3�. The solid curve is the one used in this
study, and the value of 
 was chosen such that ��0.8�=1
−��1.2�=0.99. Essentially, if ��k��0.8 and ���k��0.8 or if
��k��1.2 and ���k��1.2, then the eigenvalues are summed
or dismissed, respectively, just as in the hard threshold case.
Between these values, the algorithm behaves continuously;
the eigenvalues are added, but are weighted by a coefficient

that depends on how “certain” the algorithm is that the con-
sidered eigenvalue is part of a pair. This behavior is the
reason that the thresholds are termed soft, and because ��x�
is continuous �actually infinitely differentiable�, the algo-
rithm is continuous.

III. RESULTS

A. Gel-pad experiments and single-seed simulations

The longitudinal and transverse scans of a seed in a gel
pad were analyzed with the SSA algorithm. The simulations
of seed echoes based on the acquired experimental data also
were employed to generate P-mode images. To evaluate
simulation performance, each angle �from 0° to 11° incre-
mented in 1° steps� in each direction was simulated ten times
with different realizations of white Gaussian noise.

Figure 5 displays the longitudinal P-mode images of
experimental data �first, third, and fifth rows� and of one
realization of the simulated data �second and fourth rows�.
The SNRs of the experimental data varied from 44 dB at 0°
to 39 dB at 22°. The SNRs of the simulated data were
matched to those of the experimental data at each seed angle.
The P-mode images are displayed with a 40 dB dynamic
range.

For the experiments and the simulations, Fig. 5 shows
that the seed was perfectly detected �as shown by the red
area on the P-mode images� by the SSA algorithm when the
angle of the seed was below 6°. The P values at these low
angles were well-localized at the first echo from the seed. As
the angle of the seed increased above 6°, the shape of the
seed in the longitudinal B-mode images changed: Echo am-
plitudes at the center of the seed became noticeably lower
than those at the ends of the seed �third and fifth rows of Fig.
5�. Overall, the P-mode images at angles greater than 6°
were of lower quality than those obtained at smaller angles,
but the seed could always be detected. For example, at
angles between 12° and 22° �fifth row in Fig. 5�, large P
values were still visible at the first echo from the seed, but
other regions of the P-mode image also lit up. The undesired
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P values centered over multiple reflections at the back of the
seed �i.e., the side of the seed farthest from the transducer�
weakened the specificity of the algorithm at higher angles.
Overall, the performance of the algorithm in the longitudinal
case was very good. The seed always was found and dis-
played by the algorithm and only a few possible false-
positives occurred.

Figure 6 displays the P-mode images for the transverse
data in the same format as Fig. 5. The results demonstrate
that the algorithm performed perfectly up to an angle of 6°.
At angles greater than 6°, the seed also was detected, but the
corresponding P values appeared slightly below the actual
seed location �e.g., 2 mm below for the 11° and 22° cases�.
Such a difference is not of great importance for dosimetry,
but we are currently investigating ways of modifying the
algorithm to correctly recover depth. Just as in the longitu-

dinal case, weak but undesired P values occurred away from
the actual seed location at angles greater than 8° �e.g., the
10° or 20° cases�. These weak, spurious P values would most
likely not be falsely interpreted as seeds in a clinical setting.
Overall, the performance of the SSA algorithm was perfect
up to 6°, and satisfactory up to 22°. The seed always was
detected but sometimes was imaged at an apparent location
that was deeper than the actual location.

Figures 5 and 6 also demonstrate that our simulation
method produced P-mode images that were visually similar
to those of the experiments for both seed orientations and for
angles up to 11°. At lower angles, the seed is perfectly re-
covered �e.g., in the 4° case for both orientations�, but when
the angle increased, the performance of the algorithm wors-
ened in simulations just as it did in experiments.

To quantify the above-noted observations, Score values
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were computed for the longitudinal and transverse scans and
displayed in Figs. 7�a� and 7�b�, respectively. For the simu-
lations, each data point is the mean of ten realizations and is
displayed with error bars symbolizing standard deviations.
The experimental results of Fig. 7�a� are fairly constant in
demonstrating that the algorithm detects the seed at every
angle the same way. The simulation results are slightly more
angle dependent; results are better at lower angles �up to
20 dB better� before stabilizing at about 5 dB below the ex-
perimental curve.

The trend of the Score value is different for the trans-
verse seed orientation �Fig. 7�b��. The experimental and
simulated curves are very similar and follow the same trend.
The Score value decreased very quickly from about 140 dB
at 0° to about 75 dB at 7°. Beyond 7°, both curves remained
fairly low �i.e., below 100 dB� except for an odd high ex-
perimental value of 120 dB for 21°. Figure 7�b� demon-

strates that, as is qualitatively apparent in Fig. 6, the SSA
algorithm performance drops quickly with increasing angles
in the transverse direction.

B. Multiple-seed simulations

Figure 8 shows a clinically more-realistic application of
our seed-simulation methods. In Figs. 5 and 6, only a single
seed was modeled. In this section, we describe a multiseed
simulation study.

Figure 8 displays a simulated conventional B-mode im-
age containing three seeds. Two of the seeds �T2 and T11�
are simulated in the transverse direction with angles of 2°
and 11°, respectively, and the third seed �L6� is simulated in
the longitudinal direction with an angle of 6°. Figure 8�a�
was obtained by adding white Gaussian noise to the simu-
lated seeds to simulate a gel-pad experiment. Figure 8�b� was
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obtained by adding echoes from beef tissue to the simulated
seed to simulate a seed in clutter-containing beef experi-
ments. For both cases, the SNR was set to 40 dB.

Figures 8�c� and 8�d� display the resulting P-mode im-
ages with 40 dB dynamic range. T2 and L6 are easily iden-
tified by the algorithm in both images. However, noise and
the weaker echo magnitude did not allow identification of
L11.

Figures 8�e� and 8�f� display the same P-mode images
as Figs. 8�c� and 8�d�, but with a 60 dB dynamic range to
evaluate whether an extended dynamic range would allow
detecting and imaging T11. The resulting images demon-

strate that the algorithm simply did not detect T11 even with
the extended dynamic range; the seed is not visible either in
Fig. 8�e� or in Fig. 8�f�

This multiseed simulation demonstrates that our seed-
simulation method can be used for objective evaluation of all
the native versions of the SSA algorithm or of other algo-
rithms without the immediate need for experimental data.
Future versions of the SSA algorithm will be tested first on
multiseed simulations and then, if encouraging results are
obtained, on experimental data.

C. Ex vivo experiments
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A set of ex vivo experiments tested the performance of
the SSA algorithm in an environment that more realistically
resembles the prostate. In these ex vivo experiments, a single
seed was inserted into a piece of degassed beef and scanned
in longitudinal and transverse directions at angles ranging
from 0° to 21° using the same apparatus as for the gel pad
experiments �Fig. 1�. Some of the resulting P-mode images
are displayed in Fig. 9. The dynamic range of the P values
was maintained at 40 dB for all the images.

Increasing the angle of the normal to the seed with re-
spect to the transducer beam reduced the SNR of the B-mode
images because the echo signal amplitude reflected by the

seed decreased. Thus, detection of the seed in the conven-
tional B-mode image was more difficult at larger seed-tilt
angles. Detection of the seed from P-mode images was pos-
sible over a much larger angle range �i.e., up to 20°� than
was possible using the B-mode images. However, as in the
gel-pad experiments, the best identification of the seed by the
algorithm occurred at smaller angles �i.e., between 0° and 6°
with respect to the normal�. As the tilt angle of the seed
increased, more possible false positives appeared in the sur-
rounding tissue. In most cases, the P values of the possible
false-positives were 20 to 30 dB lower than the P value at
the seed location. These spurious P values increased the un-
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certainty in seed localization. In order to quantity these ob-
servations, SSP, SSB, WFPP, and WFPB were evaluated at
each angle and for each seed orientation.

For the longitudinal cases �Fig. 7�c��, the SSP curve in-
dicates that, as expected, the performance of the algorithm
degrades with increasing angle. However, because SSP is
greater than WFPP at every angle; the actual seed always has
the highest P-mode value, so that it would always be de-
tected as a seed before anything else in the image is falsely
identified as a seed. This fact tends to confirm that the seed
always is detected, but that as the angle increases, more
P-mode structures mimic seeds. WFPP does not vary sub-
stantially with angle; it is nearly constant at 30 dB. This
uniformity is expected because WFPP measures an intrinsic
property of the beef tissue that should be independent of
angle. The SSB curve has the same trend as the SSP, but is
about 40 dB lower, which means that P mode has about
40 dB better seed contrast than the B-mode image does.
Moreover, the difference between the SSP and the WFPP is
much more than that between SSB and the WFPB. This
means that the likelihood of producing a false positive is
greater using the B-mode image than using the P-mode im-

age. This is particularly true at angles greater than 11° when
the SSB and WFPB curves meet �i.e., on the B-mode image
the seed looks exactly like the background�. The longitudinal
study demonstrates that at any angle, the P-mode image dra-
matically outperforms the B-mode image. The actual seed
always would be detected on the P-mode image, while in the
B-mode image it merges into the background at angles
greater than 11°. Although both methods would find the seed
at smaller angles, the P-mode image provides about 40 dB
more contrast between the seed and the background than the
B-mode image provides.

For the transverse results �Fig. 7�c��, the SSP curve
shows that the ability of the algorithm to detect a seed de-
creases quickly with increasing angle. Beyond 6°, SSP essen-
tially oscillates at low values near 25 dB. Except for the
anomalous value at 0°, WFPP is fairly constant at the same
value as in the longitudinal case �i.e., 30 dB�. Thus, the SSP
is not always greater than WFPP, which means that in certain
cases �e.g., the 11° case�, false-positives will be produced
preferentially to the actual seed because they have larger P
values. At a tilt angle less than 5°, SSB is about 40 dB below
SSP, meaning that the P-mode image has better seed contrast
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than the B-mode image. At angles beyond 5°, SSB
WFPB,
which means that on the B-mode image, the seed looks just
like the background. The transverse study shows that at low
angles, the P-mode image dramatically outperforms the
B-mode image in terms of seed contrast and detection. How-
ever, beyond 6°, the two methods perform approximately
equally.

These ex vivo experiments clearly demonstrate the supe-
riority of the SSA algorithm over the visual assessment of a
conventional B-mode image for detecting and locating seeds.
However, the results also indicate that in a realistic, clutter-
containing environment, the SSA method works best at mod-
est angles.

IV. DISCUSSION

The proposed SSA algorithm appears to be an attractive
choice for real-time clinical detection and imaging of seeds
inserted into the prostate �or other treated organ�. The only
inputs required by the algorithm are the envelope-detected
signals that readily are available on clinical scanners, i.e., the
envelope-detected signals that are used to form the conven-
tional B-mode implantation planning and guidance images.
Furthermore, because the SSA method exploits the existence
of the seed-signal repetitions,12 the algorithm should be able
to perform independently of the transducer technology, time-
gain compensation methods, or beamforming techniques that
are used.

In this study, one of the weaknesses of the previously
described SSA algorithm12 was mitigated by introducing the
soft-threshold approach. From our experience, the standard
deviations of some specific simulation cases were reduced
using the new approach. This standard-deviation reduction
suggests that the robustness of the algorithm was improved.
From a theoretical standpoint, the use of soft thresholds
made the P-mode image a continuous function of the
envelope-detected data. However, with our chosen value for

, we did not experience major changes in the results of the
actual experiments. This suggests that in most experimental
cases, eigenvalue pairs are well inside the chosen tolerance
values. We currently are investigating how lowering the tol-
erance values and increasing 
 �i.e., applying a softer thresh-
old� will influence the algorithm performance. We anticipate
that we may be able to optimize these parameters to increase
the sensitivity of the SSA algorithm.

SSA algorithm performance was evaluated for its depen-
dence on seed orientation. The cylindrical geometry and
highly specular reflective symmetry of the seed make the
efficacy of the algorithm depend upon the angle between the
seed and the ultrasound beam axis. The findings of this study
suggest that while the SSA algorithm performs well at mod-
est angles, it performs far better than conventional B-mode
imaging over a wide range of angles. The far superior con-
trast obtained in the P-mode image compared to the B-mode
image was demonstrated quantitatively as illustrated in Fig.
7. Certainly, finding a way to improve the algorithm to per-
form at larger angles would be of great value, but consider-
ing the modest echo strength of the seed at angles greater
than 10°, the algorithm would need to be made robust in low

SNRs and high-clutter environments. Our hope is that the
SSA algorithm performs well in real-time during the implan-
tation procedure so that it can be used even if its most-
reliable performance occurs at angles below 10°.

At this stage of development, making the SSA algorithm
real-time is not yet a priority. Nevertheless, by simple opti-
mization of our Matlab �Mathworks Inc., Natick, MA� pro-
grams along with improvements in computer technologies,
we have been able to reduce the processing time necessary to
generate a P-mode image by about 60% to less than 1 min.
While this is still far from real-time, we are confident that the
SSA algorithm can be implemented in a more-rapid manner
�e.g., using C�� language� and we anticipate that using
graphics processing units can reduce the necessary process-
ing time sufficiently to allow for clinically practical, real-
time computation of P-mode images.

Our scoring system offers a quantitative and systematic
means of evaluating the performance of any seed-imaging
algorithm whose output is a spatial “likelihood” map. In this
study, we compared B mode and P mode, but other investi-
gators may develop other imaging approaches, and their per-
formances could be compared objectively using our score
metrics.

Also, new TRUS probes that are currently becoming
available will allow for obtaining real-time three-
dimensional �3D� B-mode images of the prostate either
through mechanical scanning or through beam-forming algo-
rithms. For example, the probe of the TargetScan system
�Envisioneering Medical Technologies, St. Louis, MO� con-
tains a single-element transducer that is mechanically
scanned inside the probe to obtain a series of adjacent sector
scans leading to a complete 3D data set.16 A slightly different
approach is used in the probe of the Sonablate-500 system
�Focus Surgery Inc., Indianapolis, IN� which contains two
transducers: one for high-intensity focused ultrasound treat-
ment and one for imaging. Both transducers can be mechani-
cally scanned within the probe to image or treat the prostate
in a 3D fashion.17 We hypothesize that the SSA algorithm
used in conjunction with advanced TRUS probes may be-
come an extremely valuable tool because each seed within
the gland would be insonified at a modest angle �e.g., �10°�
with respect to one of the insonification axes employed �or
simulated� by such TRUS probes.

Another thrust of our investigation is to understand the
physical origin of the repetition signals backscattered from a
seed. To date, we have not yet determined conclusively what
the origin of these signals is. Our hope is that if we fully can
comprehend how the repetition signals originate, then the
SSA algorithm can be optimized to be more specific to seed
repetitions than to actual tissue structures that might be about
1 �s apart �i.e., �0.75 mm�. This certainly would decrease
the incidence of false-positives that result from randomly
occurring periodic arrangements of scatterers in the prostate
gland. We also will seek to determine whether we can predict
how the repetition changes as a function of seed orientation.
The SSA algorithm then could be used not only to detect and
images seeds, but also to recover orientation information.

Finally, we are initiating a clinical study with the current
version of the SSA algorithm. The algorithm will be tested
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over a large number of patients to obtain receiver operator
characteristic curves that will provide an objective assess-
ment of algorithm performance under actual clinical condi-
tions.
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Orthotropic material properties of the gerbil basilar membrane
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In this paper, two sets of experimental results to extract the two effective elastic moduli, the
effective shear modulus, and the effective Poisson’s ratio for the gerbil cochlear partition are
analyzed. In order to accomplish this, a geometrically nonlinear composite orthotropic plate model
is employed. The model is used to predict both out-of-plane and in-plane motion of the partition
under a static finite area distributed load. This loading condition models the small, but finite size,
probe tips used in experiments. Both in-plane and out-of-plane motion are needed for comparison
with recent experimental results. It is shown that the spatial decay rate �the space constant� for the
in-plane deflection is different than for the out-of-plane deflection, which has a significant effect on
the derived partition properties. The size of the probe tip is shown to have little influence on the
results. Results are presented for two types of boundary conditions. Orthotropy ratios determined
from the experimental data are found to vary with longitudinal position and choice of boundary
conditions. Orthotropy ratios �the ratio of the two elastic moduli� are in the range of 65 close to the
base to 10 in the upper middle turn of the cochlea. © 2008 Acoustical Society of America.
�DOI: 10.1121/1.2871682�

PACS number�s�: 43.64.Bt, 43.64.Kc �BLM� Pages: 2160–2171

I. INTRODUCTION

The accuracy of mechanical models of traveling fluid-
structure waves in the cochlea depend on accurate structural
models for the cochlear partition. The cochlear partition has
variously been modeled as a locally reacting impedance
�Lynch et al., 1982; Neely and Kim, 1986; Ramamoorthy
et al., 2007� a one dimensional beam �Allaire et al., 1974;
Miller, 1985�, a two-dimensional orthotropic plate �Steele
and Taber, 1979�, or a two-dimensional orthotropic preten-
sioned plate �Naidu and Mountain, 2007�. The parameters
required for each of these models can be determined from a
knowledge of the geometry and the pointwise effective ma-
terial properties of the cochlear partition. Geometry can be
determined from physiological studies �Schweitzer et al.,
1996; Edge et al., 1998�. Pointwise effective material prop-
erties must be determined indirectly by observing the re-
sponse of the structure in vivo to carefully conducted experi-
ments.

This paper focuses on determination of effective point-
wise material properties using point load experiments pub-
lished by Naidu and Mountain �1998; 2001� and Emadi et al.
�2004�. A particular aim of this work is to quantify the ortho-
tropic properties of the cochlear partition. It is well known
that the cochlear partition is orthotropic, based on physiology
�Iurato, 1962; Miller, 1985�, qualitative observations of static
partition deflection �Voldrich, 1978�, and quantitative dy-
namic measurements �Richter et al., 1998�. However, most
prior quantitative static experimental work gave only point
stiffness measurements �Gummer et al., 1981; Miller, 1985;
Olson and Mountain, 1991; Naidu and Mountain, 1998�,
from which it is not possible to determine orthotropic prop-
erties.

In 2001, quantitative measurements of the shape of the
deflected region during point load experiments were made by
Naidu and Mountain �2001�. These experiments allow quan-
titative determination of the level of orthotropy. In Naidu and
Mountain �2001�, the BM was deflected from 1 to 15 �m in
a 1 �m increment. In addition to the point stiffness, the
shape of the lateral deflection region was measured quanti-
tatively for each case. The normalized shape of the lateral
deflection profile exhibited exponential decay away from the
center; the exponent characterizing this decay was expressed
as a “space constant.” Two sets of space constants were re-
ported in their paper. One was with the organ of Corti present
and the other is with the organ of Corti removed. The space
constant used in this paper was the one with the organ of
Corti present. In Emadi et al. �2004�, the point stiffness of
the cochlear partition in a hemicochlea preparation was mea-
sured as a function of distance from the cut edge. The varia-
tion of stiffness as a function of distance from the cut edge is
related to longitudinal coupling in the cochlear partition, al-
beit in a different way than the lateral deflection results of
Naidu and Mountain.

In this paper, we use these two sets of experimental
results to extract the two effective elastic moduli, the effec-
tive shear modulus, and the effective Poisson’s ratio for the
cochlear partition. In order to accomplish this, we employ a
geometrically nonlinear composite orthotropic plate model.
Despite the small deflections, a nonlinear geometric model
must be used in order to determine lateral deflections, which
are not present in a linear plate model. The lateral deflections
are the quantities measured by Naidu and Mountain. We
show that the shape of the lateral deflection is not the same
as the shape of the vertical deflection; thus it is not correct to
assume that the shape constant for the vertical deflection is
the same as the shape constant for the lateral deflection.a�Electronic mail: r.white@tufts.edu
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Two boundary conditions for the model were investi-
gated. The first is all four edges of the plate simply supported
�SS�. The second is one edge clamped and others simply
supported �CS�. Based on the stiffness and space constant
reported in Naidu and Mountain with the organ of Corti
present, we determine the following: using SS boundary con-
ditions, the radial elastic modulus decreases from 15 to
1 MPa from base to the upper middle turn of gerbil cochlea;
longitudinal modulus decreases from 0.2 to 0.05 MPa. Using
CS boundary conditions, radial elastic modulus decreases
from 6.6 to 0.5 MPa from base to the upper middle turn of
gerbil cochlea; longitudinal modulus decreases from 0.4 to
0.05 MPa. The orthotropy varies along the length of the co-
chlear partition from a maximum of 65 close to the base to a
minimum of 10 in the upper middle turn. We also investigate
the effect of changing probe contact area for the point mea-
surements, showing that for probes of radius from 2 to
12.5 �m, the probe diameter has little effect on the shape of
the deflected region.

The material properties computed based on the experi-
mental data in Emadi et al., which was measured approxi-
mately two-thirds of the way from base to apex, suggest
considerably less orthotropy than Naidu and Mountain’s
data. Using the SS boundary condition, Emadi et al.’s data
suggest a transverse modulus of 0.048 MPa and a longitudi-
nal modulus of 0.026 MPa. Using the CS boundary condi-
tion, the transverse modulus is 0.025 MPa and the longitudi-
nal modulus is 0.023 MPa.

The physiology of the cochlea partition is more compli-
cated than the model we used. For instance, the stiffness
measurements can easily be affected by factors including the
organ of Corti �Naidu and Mountain, 1998�, and the tectorial
membrane �Emadi et al., 2004�. The stiffness is not uniform
in arcuate zone or pectinate zone �Naidu and Mountain,
1998�. Radial pretension may also be present �Naidu and
Mountain, 2007�. If all the complexities are embedded in the
model, there would be too many free parameters to be deter-
mined. By simplifying the model, and thus reducing the
number of the free parameters, we can use currently avail-
able experiment data to compute the effective material prop-
erties. Thus, pretension, radial variation and the tectorial
membrane are not included in our current model, as they are
not needed to explain the observed longitudinally varying
space constants and point stiffness.

II. MATHEMATICAL MODEL

The structural model used herein is best understood by
considering the experiments it is used to analyze, shown
schematically in Fig. 1. This experimental work �Naidu and
Mountain, 1998, 2001�, provides two pieces of information:
�1� point stiffness, which is measured by pushing a probe
into the partition and reporting the deflection versus restoring
force, and �2� the space constant, which is the distance from
the location of the probe that the lateral deflection of a mark
on the cochlear partition reduces to 37% of its maximum
level.

We emphasize again that in the cited experimental work,
the space constant was determined by observing lateral de-

flections of the cochlear partition using microscopy �Naidu
and Mountain, 2001�. A linear plate model has no lateral
deflections. However, a geometrically nonlinear plate model
�for deflection amplitudes as applied in the experiment� does
experience observable lateral deflections. It was assumed by
Naidu and Mountain that the out-of-plane deflections were
proportional to these observed lateral deflections. The major
motivation for the use of a geometrically nonlinear plate
model in this work is to explore the validity of the assumed
proportionality between out of plane and lateral deflections,
and potential effects on predictions of the small-deflection
material properties.

The orthotropic composite plate model used here re-
quires four independent material properties: elastic moduli in
both longitudinal and transverse directions �Ex ,Ey�, shear

FIG. 1. Schematic of BM stiffness measurement procedure from Naidu and
Mountain �1998, 2001�: �a� A circular probe is pushed into the cochlear
partition, and the force vs deflection curve is measured; �b� a top-down view
of BM; the contours show the shape of the lateral �x direction� deflections
�c� deflection space constant is described as the distance x2–x1 along the x
direction where the deflection decreases exponentially from its maximum
value to 37% of maximum value. In this drawing, BM is the basilar mem-
brane, LAM is the spiral lamina, and LIG is the spiral ligament.
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modulus �Gxy�, and Poisson’s ratio ��xy�. These properties
must be determined to match the point stiffness and space
constants that have been reported. Since there are four quan-
tities to determine, but only two available measurements,
some additional assumptions must be made based on com-
posite plate theory. These are explained in detail in the fol-
lowing.

The overall procedure is as follows. First, an Euler–
Bernoulli beam model with a single material property, Ey, is
used to match point stiffness data �Naidu and Mountain,
1998; Emadi et al., 2004�. This gives an initial estimate of
the transverse plate modulus, Ey. An orthotropy ratio, Ey /Ex,
is then arbitrarily chosen. Ey /Ex is always in the range
1–1000. With Ey /Ex chosen, it is possible to compute Gxy

and �xy by making use of a composite plate material model,
as explained in the following. With all four plate constants in
hand, a linear analytic plate model or a nonlinear finite ele-
ment scheme is then used to compute the shape of the de-
flected region produced by a finite area static probe load. The
point stiffness and space constant are determined from the
result, and compared to that reported in the experimental
data. The values of Ey and Ex are then adjusted, Gxy and �xy

recomputed, and the procedure repeated until a match with
experiment is obtained.

Two sets of boundary conditions have been employed by
previous authors modeling the cochlear partition. In some
works, one edge is taken to be simply supported and the
other clamped. This is motivated by Iurato’s anatomical stud-
ies of the rat cochlea, in which he observed that the main
supporting bundles of the spiral lamina continue directly into
the fibers of the basilar membrane �Iurato, 1962�, suggesting
a clamped end condition. The fibers on the other side of the
Basilar Membrane �BM� continue directly into the spiral
ligament but suddenly become thinner prior to joining the
spiral ligament, which suggests a simply supported boundary
condition. However, the movements at the boundaries of the
BM are difficult to observe, thus leaving open the possibility
for other boundary conditions. For this reason, and perhaps
for simplicity, other authors have chosen to use simply sup-
ported boundary conditions along both edges �Naidu and
Mountain, 2007�. In order to explore the effect of changing
boundary conditions on the material properties, we have car-
ried out computations using both sets of boundary condi-
tions: �SS� simply supported at both ends and �CS� clamped
at the spiral lamina but simply supported at the spiral liga-
ment.

III. BEAM MODEL

The first step in our procedure is to make use of a beam
model to produce an initial estimate of the local elastic
modulus Ey. The width of the beam is taken to be the probe’s
diameter: 10 �m in Naidu and Mountain �1998�, 25 �m in
Emadi et al. �2004�. This is the same as assuming that the
cochlear partition is perfectly orthotropic.

Figure 2 is a schematic of the beam model under probe
load �with CS boundary conditions�.

The elastic modulus calculated from the beam model
�Budynas, 1999� for CS boundary condition is

E =
− dc2�3L�d2 − L2� + c�3L2 − d2��

12IL3 k �1�

and for SS boundary condition is

E =
− dc�2c2 − 2cL�

6IL
k , �2�

where k is the point stiffness of the beam, L=c+d is the
length of the beam, I=wh3 /12 is the area moment of inertia
of the beam, w is the beam width, taken to be the probe
diameter, and h is the beam thickness. Both the thickness and
length of the beam, h and L, are taken from BM thickness
and width as measured by Schweitzer et al. �1996�. Note that
these are dehydrated properties. These properties are used
throughout this paper; we use Schweitzer et al.’s measure-
ments because they also include information on fiber band
thickness, which is important for our composite model, as
explained in the following.

According to Naidu and Mountain �1998, Fig. 5 Panel
D�, the stiffness decreases along the longitudinal direction
from base to apex as

k�x� =
5.755

e0.31x

N

m
. �3�

According to Emadi et al. �2004, Fig. 3 Panel A� stiffness
decreases as

k�x� =
3.25

e0.5x

N

m
. �4�

For both equations, x has dimension millimeter.

FIG. 2. Schematic of a beam model under load with one end simply sup-
ported and the other clamped.

FIG. 3. Composite material with fibers and matrix.
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Material properties were computed at three locations
along the BM according to the experimental data from Naidu
and Mountain �1998�. These three locations are chosen be-
cause of the availability of experimental data for the dimen-
sions of BM width and thickness for those locations in Sch-
weitzer et al. �1996�.

The first location is 1.14 mm from the base, the second
is 3.99 mm from the base, and the last one is 6.612 mm from
the base. An additional location 7.3 mm from the base is
picked because it is the location at which the longitudinal
coupling was measured by Emadi et al. �2004�. Although the
dimensions of the BM at this location are not given explicitly
in Schweitzer et al. �1996�, width and thickness of the BM
can be estimated from Panels A and B in Fig. 5. Table I
shows the stiffness and radial elastic modulus computed us-
ing this procedure at the different locations.

IV. PLATE MODEL

A. Composite material model

With an initial estimate of transverse elastic modulus in
hand, we now move on to an orthotropic composite plate
model. There are four independent material properties for the
plate, but only two measurements at each location, requiring
that additional assumptions be introduced. We use a compos-
ite plate model which allows us to reduce the number of

unknowns. In particular, shear modulus, Gxy, and Poisson’s
ratio, �xy are estimated using the volume fraction method
�Dowling, 1999�.

In this method, the cochlear partition is treated as a
fiber-reinforced composite. The fibers are considered as an
isotropic linear elastic material with elastic constants Er and
�r, and the matrix another isotropic linear elastic material,
with material properties Em and �m. The composite has vol-
ume fractions occupied by the fibers and matrix, Vr, which is
the ratio of fiber area to the total area and Vm, which is the
ratio of matrix area to the total area, respectively. The com-
posite plate model is shown in Fig. 3.

The relationships between the elastic moduli of the com-
ponent materials and the effective elastic moduli of the com-
posite plate are �Dowling, 1999�

Ex =
ErEm

VrEm + VmEr

Ey = VrEr + VmEm �5�

The lower and upper fiber band thicknesses can be estimated
from Schweitzer et al. �1996�, Panels B and C in Fig. 7. We
make the simplifying assumption that the fiber bands are
fully dense. The fibers are then treated as uniformly distrib-
uted throughout the thickness, maintaining these volume
fractions. From the information from Schweitzer et al.
�1996�, the cross-sectional areas of the fibers and matrix are
estimated, leading to the volume fractions Vr and Vm, listed
in Table II.

We have an estimate of Ey based on the beam model,
and have arbitrarily chosen Ex �recall for our procedure we
chose an Ex,compute a space constant, and iterate to match
experiment�. We can therefore compute the required values
of Er and Em as follows:

Er =
ExVr

2 − ExVm
2 + Ey

2Vr
�

�Ex
2Vr

4 − 2Ex
2Vr

2Vm
2 − 2ExEyVr

2 + Ex
2Vm

4 − 2ExEyVm
2 + Ey

2

2Vr
, �6�

Em =
− ExVr

2 + ExVm
2 + Ey

2Vm
�

�Ex
2Vr

4 − 2Ex
2Vr

2Vm
2 − 2ExEyVr

2 + Ex
2Vm

4 − 2ExEyVm
2 + Ey

2

2Vm
. �7�

The shear moduli of the component materials are then di-

rectly computed from �Dowling, 1999�, Gr =
Er

2�1 + �r�
,

TABLE I. Initial estimate of radial elastic modulus as determined from
measured stiffness using a beam model.

Location
from base
�mm�

Beam
length L

��m�
Thickness

h ��m�

Position of
applied load

c ��m�
stiffness
�N/m�

Boundary
conditions

Ey

�kPa�

1.14a 150 15.8 60 4.04 SS 79 700
CS 40 600

3.99a 194 17.3 78 1.67 SS 54 300
CS 27 700

6.612a 232 23.7 87 0.741 SS 15 300
CS 8 060

7.3a 242 25.3 91 0.599 SS 11 500
CS 6 080

7.3b 242 25.3 91 0.08 SS 601
CS 317

aNaidu and Mountain �1998, 2001�.
bEmadi et al. �2004�.

TABLE II. Volume fractions at different locations taken from Schweitzer et
al. �1996�.

Location
from
base �mm� 1.14 3.99 6.612 7.3

Vr 0.192 0.089 0.05 0.041
Vm 0.808 0.911 0.95 0.959
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Gm =
Em

2�1 + �m�
. �8�

So we have the shear modulus of the composite �Dowling,
1999�,

Gxy =
GrGm

VrGm + VmGr
. �9�

We still need to compute the Poisson ratio of the composite
plate. The Poisson’s ratio of tissue ranges widely. Two dif-
ferent sets of Poisson’s ratios �r=0.2 �Jurvelin et al., 1997�,
which is estimated from bovine humeral articular cartilage,
and �r=0.4 �Lai-Fook et al., 1976�, which is estimated from
dog lung tissue, are investigated. Figure 4 shows that the
choice of this parameter does not have a major impact on our
results. The ground substance behaves as a layer of incom-
pressible fluid �Miller, 1985�, so we take �m=0.5. From these
two component Poisson ratios and the volume fractions, we
can compute the two Poisson ratios for the composite ortho-
tropic plate �Dowling, 1999�,

�yx = Vr�r + Vm�m

�xy =
Ex

Ey
�yx �10�

B. Analytic linear plate model

At this point, all four plate properties are defined. It is
now possible to proceed to an orthotropic linear plate solu-
tion and compared computed and measured stiffness and
space constant. The governing equation for a linear orthotro-
pic Kirchhoff plate under a distributed load is Timoshenko,
1959

Dx
�4w

�4x
+ 2Dxy

�4w

�2x�2y
+ Dy

�4w

�4y
= q�x,y� , �11�

where

Dx =
Exh

3

12�1 − �xy�yx�
�12�

is the flexural rigidity of the plate in x direction,

Dy =
Eyh

3

12�1 − �xy�yx�
�13�

is the flexural rigidity of the plate in y direction,

Dxy =
Exh

3�yx

12�1 − �xy�yx�
+

Gxyh
3

6
�14�

is the tensional rigidity of the plate, and q�x ,y� is the normal
load per unit area applied on the plate. The quantity h is the
plate thickness, and Ex, Ey, Gxy, �xy, and �yx are the ortho-
tropic plate material properties as described previously.

In the experiments, the load is applied on the middle of
the pectinate zone. The load contact area is taken to be a
circle whose diameter is the same as that of the probe. q�x ,y�
is taken to be a uniform pressure over that contact area.
Figure 5 is a schematic for one of the two choices of bound-
ary conditions �CS�.

The analytic displacement solutions for a circular region
of distributed load with rectilinear boundary conditions have
been derived based on plate theory �Szilard, 2004; Whitney,
1987; Ugural, 1999�. The solution for the simply supported
plate under circular load can be written as

w = �
m=1

�

�
n=1

� �
4P

ab�4�
0

2� �
0

c

sin���sin�	�
 d
 d�

Dx
m4

a4 + 2Dxy
m2n2

a2b2 + Dy
n4

b4

� sin	m�x

a

sin	n�y

b

� , �15�

where

� = 	m�� + 
 cos����
a


 ,

FIG. 4. Comparison of vertical displacement computed with different fiber
Poisson’s ratios for two different locations and boundary conditions. The
Poisson ratio of the fiber has little impact on the result.

FIG. 5. Schematic of plate boundary conditions and load area.
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	 = 	n��� + 
 sin����
a


 , �16�

where a is the length of the plate, b is the width of the plate,
c is the radius of the circle of load, P is the total load,  is the
load location in the x direction, � is the load location in the
y direction.

The solution for the one edge clamped and three edges
simply supported with a circular load can be written as

w = �
m=1

�

�
n=1

� �A sin	m��2y

a

cosh	m��1y

a



+ B cos	m��2y

a

sinh	m��1y

a



+ C sin	n�y

b

sin	m�x

b

 , �17�

where

C = �
m=1

�

�
n=1

�

4P

ab�4�
0

2� �
0

c

sin���sin�	�
 d
 d�

Dx
m4

a4 + 2Dxy
m2n2

a2b2 + Dy
n4

b4

, �18�

where � and 	 are defined in Eq. �16�

B =

− Cna cos�n��sin	m��2b

a

cosh	m��1b

a



mb�− D + E − F�
, �19�

where

D = − �2 sinh	m��1b

a

cosh	m��1b

a

 ,

E = �1 cos	m��2b

a

sin	m��2b

a

�cosh	m��1b

a

2

,

F = �1 sin	m��2b

a

cos	m��2b

a

�sinh	m��1b

a

2

,

�20�

A =

− C sinh	m��1b

a

cos	m��2b

a



sin	m��2b

a

cosh	m��1b

a

 , �21�

and �1 and �2 are two constants

�1 = Re��Dxy � �Dxy
2 − DxDy

Dy
� ,

�2 = Im��Dxy � �Dxy
2 − DxDy

Dy
� . �22�

Figure 6 shows the results for an analytic model after
iteration of the values of Ey and Ex to produce a match to the
point stiffness and space constant reported in Naidu and

Mountain �1998, 2001� at x=3.99 mm from the base. Iden-
tical iterative procedures were applied at the other locations
to produce the material properties shown in Table III. We
emphasize again that these are based on a linear composite
analytic plate model. Note that the linear plate only deflects
normal to its surface. Thus, in matching the space constant, it
is necessary to use the assumption of Naidu and Mountain
that the observed lateral deflections of the plate are propor-
tional to out of plane deflections. It is to explore the validity
of this assumption that we move on to the geometrically
nonlinear plate model.

C. Nonlinear finite element plate model

In Naidu and Mountain �1998, Fig. 2� the stiffness stays
constant when the BM deflection remains in the 1–3 �m
range. In addition, the displacements in this range �1–3 �m�
are small compared to the plate thickness �16–25 �m�.
Thus, the use of a linear structural model for deflections of
up to 3 �m appears to be justified. However, the space con-
stant in Naidu and Mountain �2001� is based on the lateral
displacement. A linear plate model gives no lateral displace-
ments. On the other hand, a finite element analysis �FEA�
solution using linear elastic material constitutive laws, but
including geometric nonlinearities, will give nonzero lateral
displacements. Such a solution was implemented in the finite
element software package ABAQUS™.

Figure 7 shows the mesh that was used at location
1.14 mm from the base. The element used is S4R: a four-
node doubly curved thin or thick shell element with reduced
integration and hourglass control for finite membrane strains.
A half-plate model is used as the plate model is symmetric
about x=0. In order to reduce model size, the mesh is trun-
cated in the x direction in a way that makes the symmetric
model square. A rectangular plate model whose length is
twice its width was also tested to verify that the truncation
does not affect the model results. Convergence was tested by
increasing the number of elements. A mesh with characteris-
tic element length 0.6 �m is sufficient to produce a con-
verged solution.

FIG. 6. Deflection profile using linear model.
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V. DISCUSSIONS

A. Linearity versus nonlinearity

The geometrically nonlinear orthotropic plate model was
first used to duplicate the previously conducted linear ana-
lytic analyses for both boundary conditions �using the mate-
rial properties and geometry shown in Table III�. A contour
plot of the out-of-plane and lateral deflections computed with
the nonlinear model are shown below in Fig. 9. An example
of a comparison of the result with the analytical solution is
shown in Fig. 8. The out-of-plane deflections are almost
identical to the linear model results, verifying the FEA solu-
tion and demonstrating that the out-of-plane deflections are
well captured by a linear model.

The lateral deflections, computed due to nonlinear geo-
metric effects, are also shown. A cross section of the lateral
deflection and out-of-plane deflection curves in the longitu-
dinal direction through the centroid of the load region are
shown in Fig. 10. The lateral deflections exhibit a different

space constant than the out-of-plane deflections. It is the lat-
eral deflection space constant that was measured by Naidu
and Mountain.

The value of Ex and Ey in the geometrically nonlinear
finite element model were iterated, starting from the linear
results. The point stiffness and space constants reported by
Naidu and Mountain were matched at each location along the
BM. The space constant is now determined based on the
lateral deflections. The shear modulus and Poisson ratio are
determined using the volume fraction method described ear-
lier. Table IV shows the parameters used and the resulting
effective plate properties. Figure 11 shows how the results of
material properties in Table IV vary along the longitudinal
direction. The flexural rigidities of the plate are calculated
using effective plate properties and presented in Table VI.

B. Comparison with hemicochlea experiment

In Emadi et al. �2004�, the plateau stiffness at increasing
distances from the upper middle turn �7.3 mm from the base�

FIG. 8. Comparison of analytical solution with ABAQUS solution for SS
boundary conditions at a position 3.99 mm from the base of the BM.

TABLE III. Material properties computed using the analytical linear model to match experimental point stiff-
ness and space constant reported by Naidu and Mountain �1998, 2001�. These results are based on the assump-
tion of Naidu and Mountain, that the observed transverse displacements are linearly proportional to the out-of-
plane displacements, an assumption we question in Sec. V.A.

Composite plate properties
determined by matching

experiment

Distance
from basea

�mm�

Space
constant

��m�
b

��m�
�

��m�
Thickness

��m�
Stiffness

�N/m�
Boundary
conditions

Ex

�kPa�
Ey

�kPa�
Gxy

�kPa� �xy

1.14 13.2 150 60 15.8 4.042 SS 106 21500 35.5 0.0022
13.2 CS 82.7 13100 27.6 0.0028

3.99 23.8 194 77.6 17.3 1.671 SS 150 8100 50.0 0.0088
23.8 CS 148 4430 49.0 0.016

6.612 33.5 232 87 23.7 0.741 SS 36.0 1920 12.0 0.0091
33.5 CS 42.0 1000 14.0 0.021

7.3 36.0 242 91 25.3 0.599 SS 26.0 1400 8.60 0.009
36.0 CS 30.0 735 10.0 0.02

aNaidu and Mountain �1998, 2001�.

FIG. 7. One particular case �at a position of 1.14 mm from the base� of a
meshed symmetric plate model in ABAQUS. 62 158 elements are used for this
model, and the model is truncated to produce a square model.
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cut edge of a hemicochlea are measured. They used the
change of stiffness very close to the cut edge to quantify the
longitudinal coupling within the basilar membrane. They
computed the space constant by fitting the plateau stiffness

with an exponential rise to an asymptote. The space constant
they computed is 21 �m, which is smaller than a 40 �m
space constant reported by Naidu and Mountain �2001�, who
pushed on the basilar membrane with a rigid probe and op-
tically measured deflections of nearby structures. Thus, they
stated there is relatively little longitudinal coupling within
the pectinate zone of the basilar membrane in contrast to the
intermediate levels of longitudinal coupling measured by
Naidu and Mountain �2001�.

As Emadi et al. and Naidu and Mountain used different
methods to measure the space constant, and, indeed, different
definitions for what the space constant is, it is difficult to
compare their interpretation. We employ our orthotropic fi-
nite element plate model with a cut �free� edge to obtain the
plateau stiffness profile in Emadi, et al. �2004, in Fig. 4�B��.
From this, we extract material properties from Emadi et al.’s
experimental data. Figure 12 shows the stiffness profiles
from Emadi et al.’s hemicochlea experiment and ABAQUS

TABLE IV. Results for material properties to match stiffness and lateral space constant. These are computed
using the geometrically nonlinear orthotropic plate FEA model.

Composite plate properties
determined by matching

experiment

Distance
from
basea

�mm�

Space
constant

��m�
b

��m�
�

��m�
Thickness

��m�

Applied
pressure

load
�kPa�

Stiffness
�N/m�

Boundary
conditions

Ex

�kPa�
Ey

�kPa�
Gxy

�kPa� �xy

1.14 13.2 150 60 15.8 51.5 4.042 SS 236 15300 78.6 0.0068
CS 415 6640 138 0.028

3.99 23.8 194 77.6 17.3 21.27 1.671 SS 260 6240 86.7 0.020
CS 326 2930 109 0.053

6.612 33.5 232 87 23.7 9.436 0.741 SS 76 1360 25.2 0.027
CS 88.5 664 30.0 0.065

7.3 36.0 242 91 25.3 7.623 0.599 SS 47.7 1050 16.0 0.022
CS 55.2 525 18.4 0.051

aNaidu and Mountain �1998, 2001�.

FIG. 9. Contour plot shows plate deflection at 1.14 mm from base. This is
for an applied load of 4 �N distributed uniformly over the 5 �m radius
contact region. �a� Out-of-plane deflection �mm� and �b� in-plane deflection
�mm�.

FIG. 10. Comparison of out-of-plane deflection and in-plane deflection for
SS boundary conditions at a position 3.99 mm from the base of the BM.
Out-of-plane deflection uses left vertical axis and in-plane deflection uses
right vertical axis. Note that the space constant for the out-of-plane deflec-
tion and in-plane deflection are different.
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simulations for both types of boundary conditions. Stiffness
measured by Emadi et al. at the cut edge is approximately an
order of magnitude below the noise floor and so is treated in
their work as effectively as zero. However, from a mechanics
point of view, the stiffness at the edge cannot be truly zero;
thus the model results, which include no noise, will always
show a nonzero stiffness at the edge. The asymptotic stiff-
ness is 0.07 N /m in Emadi et al. �2004�, which we match.
The variation of stiffness with distance from the cut edge is
matched as closely as possible, giving a stiffness that gradu-
ally increases at distance increments up to the asymptotic
stiffness, as shown in Fig. 12.

Attempts had been made to use ABAQUS data to fit the
hemicochlea data for the points close to the cut edge before
we came to the final fit curve. When the cut edge and the
measured point closest to the cut edge are matched well with
the hemicochlea data, the stiffness reduces and does not
reach the stiffness far from the edge. We believe it is impor-
tant to match the stiffness far from the edge. The discrepancy
close to the cut edge can be explained by the possibility that
the edge was damaged, whereas the cochlea was cut in half.
In addition, the probe is 25 �m in diameter, which is relative
large compared to the distance from the edge for the closest
point. As the cut edge cannot support much force, it is also
possible that the probe might slip.

The material properties determined to produce this
matched result for the hemicochlea experiment are shown in
Table V. Using these material properties, we are then able to
compute a Naidu and Mountain space constant from Emadi

et al.’s experimental data. This space constant is 185 �m for
SS boundary conditions and 126 �m for CS boundary con-
ditions. These space constants demonstrate considerable lon-
gitudinal coupling is present in Emadi et al.’s results. Indeed,
their results seem to suggest a greater degree of coupling
than is present in the data of Naidu and Mountain, where the
space constant at this location was 36 �m.

C. Probe area

In an experiment the contact area of the probe with the
BM may not be precisely known. The maximum contact area
is the total size of the probe, a 5 �m radius for the experi-
ments of Naidu and Mountain, a 12.5 �m radius for Emadi
et al. In order to investigate the sensitivity of the results to
probe contact area, four different load areas, with radii 2, 5,
8, and 12.5 �m were investigated in both analytical and fi-
nite element solutions. In all cases, the results indicate that
the probes with radius from 2 to 12.5 �m have little effect
on the shape of the deflected region. An example result is
shown below in Fig. 13.

Gueta et al. �2006� indicated that two different research
groups obtained similar indentation shape on the tectorial
membrane when both used nanoscale indenters but there was
no agreement between the results when microscale indenters
were used. They used a microscale indenter with radius
1 �m, whereas the other group used 5 �m. The 5 �m radius
indenter is about half of the width of the tectorial membrane,
which caused significant difference from the results mea-
sured by a 1 �m radius indenter, which is only 1 /10 of the
width of the tectorial membrane. The basilar membrane is
much wider, 150–250 �m wide, and does not show much
variation in our computations for radii of 2–12.5 �m. We
suggest that the probe size has little effect on the deflection
shape when it is small compared with the dimensions of the
object being measured, but still larger than the embedded
fibers.

FIG. 11. Material property variations along the longitudinal direction for SS
boundary condition.

FIG. 12. Comparison of stiffness profile in hemicochlea experiment and
ABAQUS experiments for different boundary conditions.

TABLE V. Material properties obtained to match hemicochlea stiffness
experiment.a

Boundary
condition

Ex

�kPa�
Ey

�kPa�
Gxy

�kPa� �xy

SS 26 48 8.69 0.2645
CS 23 25 7.7 0.4436

aEmadi et al. �2004�.
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D. Stiffness linearity

In Fig. 2 in Naidu and Mountain �1998�, the stiffness
measured in the 1–3 �m deflection range is approximately
constant. That is to say, the deflection versus applied force
curve is linear. The stiffness linearity of the geometrically
nonlinear FEA plate model was examined by applying
double and triple the test load. Figure 14 below shows the
FEA results for center point deflection for both boundary
conditions. The geometric nonlinearity contributes approxi-
mately 10% nonlinear stiffening at a displacement of 3 �m.
This appears to be within the experimental error seen in
Naidu and Mountain �1998, Fig. 2�.

E. Basilar membrane dimensions

The basilar membrane dimensions used in the models
were reported by Schweitzer et al. �1996�, which were de-
rived from fixed tissue. The fixation process results in a de-
crease in the thickness of the basilar membrane. The reason
we used the dimension data of Schweitzer et al. for the basi-

lar membrane is that they also reported the fiber band dimen-
sions, which are essential for the volume fraction method. In
addition, the basilar membrane does not have a uniform
thickness along radial direction, but the curvature of the
membrane is not known. To simplify the problem, we used a
uniform thickness and a flat plate. The maximum thickness
value for a given longitudinal position in Schweitzer et al. is
used as the uniform thickness of our plate. When applying
the material properties calculated in this paper to model the
BM as a plate, the reader should use the same thickness that
we use for the computations. Alternatively, the reader can
use the plate properties from Table VI.

VI. CONCLUSION

The effective material properties of the gerbil BM were
determined from experimental data using a geometric non-
linear orthotropic plate model implement using a finite ele-

TABLE VI. Composite plate flexural rigidity computed using plate material properties.

Composite plate flexural rigidity computed using
plate material properties

Distance
from base

�mm�
b

��m�
Thickness

��m�
Boundary
conditions

Dx

�N m�
Dy

�N m�
Dxy

�N m�

1.14a

�Naidu & Mountain�
150 15.8 SS 7.78�10−11 5.044�10−9 8.597�10−11

CS 1.38�10−10 2.21�10−9 1.526�10−10

3.99a

�Naidu & Mountain�
194 17.3 SS 1.133�10−10 2.72�10−9 1.29�10−10

CS 1.443�10−10 1.297�10−9 1.628�10−10

6.612a

�Naidu & Mountain�
232 23.7 SS 8.54�10−11 1.53�10−9 9.72�10−11

CS 1.014�10−10 7.61�10−10 1.16�10−10

7.3a

�Naidu & Mountain�
242 25.3 SS 6.51�10−11 1.43�10−9 7.47�10−11

CS 7.64�10−11 7.265�10−10 8.67�10−11

7.3b

�Emadi et al.�
242 25.3 SS 4.03�10−11 7.44�10−11 4.313�10−11

CS 3.95�10−11 4.29�10−11 3.98�10−11

aNaidu and Mountain �1998, 2001�.
bEmadi et al. �2004�.

FIG. 13. Comparison of contact area effect for ABAQUS solution.
FIG. 14. Plate model linearity in the constant stiffness range at 3.99 mm
from base.
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ment framework. It is important to recognize that an ortho-
tropic plate model cannot capture the full complexity of the
cochlea physiology. However, using a simple model reduces
the number of free parameters, allowing them to be deter-
mined from available data. It is important that the reader
understands that material properties are effective properties,
which should be used only for a flat orthotropic plate of the
same uniform thickness used to derive the properties. Alter-
natively, models can use the plate properties shown in Table
VI.

The resulting model is useful as an effective plate, rep-
resenting a combination of effects coming from the complex
physiology. Some examples of the complexities that are sub-
sumed into the plate model include: the effect of organ of
Corti �Naidu and Mountain, 1998; 2001�, the effect of tecto-
rial membrane �Emadi et al., 2004�, and the effect of radial
variations. A variety of computations were conducted to ex-
plore different possibilities related to in vivo experiments as
detailed in the following.

Different probe sizes were investigated in the simula-
tions and it was shown that the exact contact area between
probe and BM does not affect the results for probes of radius
2–12.5 �m. Under the same total load, by choosing a con-
tact area radius of 2–12.5 �m, the plate deformed similarly.

The space constant for the out-of-plane deflection, com-
puted by both linear and geometrically nonlinear models, is
very different than the space constant for in-plane deflec-
tions. Computation of the in-plane deflection requires a geo-
metrically nonlinear model. The results from the geometric
nonlinear model demonstrate that such a model is necessary
to interpret the experimental data of Naidu and Mountain,
and thus produce an improved estimate of material properties
for the BM. The assumption that lateral deflection is propor-
tional to vertical deflection is inaccurate, and a purely linear
model will produce imprecise estimates of material proper-
ties even for small deflections.

Using the point stiffness and space constant data from
Naidu and Mountain �1998, 2001� and Emadi et al. �2004�, a
complete set of orthotropic plate properties was determined
using a geometrically nonlinear model and two possible
boundary conditions. For both simple supported �SS� and
clamped-simply supported �CS� boundary conditions, a de-
crease of radial modulus is observed from base to apex. For
SS �CS� boundary conditions, the radial modulus varies from
15 MPa �6.6 MPa� to 1 MPa �0.5 MPa� from the base to the
upper middle turn of gerbil cochlea; in the same region the
longitudinal modulus decreases from 0.2 MPa �0.4 MPa� to
0.05 MPa �0.05 MPa�. From these results, it can be seen that
the orthotropy varies along the length of the cochlear parti-
tion from a maximum of 65 close to the base to a minimum
of 10 in the upper middle turn. This can be explained by the
longitudinal decrease in thickness of fiber bands �Schweitzer
et al., 1996�, which mainly contribute to the material prop-
erties in the transverse direction. For SS boundary condi-
tions, both moduli are larger than for CS boundary condi-
tions, as expected. The orthotropy ratio is similar for either
choice of boundary conditions.

Naidu and Mountain observed that the BM of the gerbil
is nearly isotropic at the apex and calculated an orthotropy

ratio of 2 at the apex �Naidu and Mountain, 2007�. Our
orthotropy ratio is about 20 for SS boundary conditions and
10 for CS conditions at the upper middle turn �two thirds of
the distance to the apex�, which is a similar result. Skrodzka
used a longitudinal elastic modulus 200 kPa and a transverse
elastic modulus 250 kPa for human basilar membrane �Sk-
rodzka, 2005�, indicating a constant orthotropic ratio of 2.5
along the basilar membrane, which is close to our orthotropy
ratio toward the apex. Gross properties of chinchilla basilar
membrane used in a three-dimensional nonlinear active co-
chlear model by Lim and Steele were taken as 1.0 GPa for
transverse modulus and 0.01 GPa for longitudinal modulus
along the entire length of the BM �Lim and Steele, 2002�.
This 100 orthotropy ratio is close to our orthotropy ratio at
the base of gerbil cochlea.

The different methods for measuring space constant by
Emadi et al. and Naidu and Mountain were reconciled
through the plate model presented in this paper. Material
properties were retrieved through matching a stiffness profile
in Emadi et al. �2004� and then used in the same model as
that of Naidu and Mountain. The material properties deter-
mined from the experiment of Emadi et al. were used to
simulate a Naidu and Mountain space constant. For the ex-
perimental data of Emadi et al., this resulted in a space con-
stant of 185 �m for SS boundary conditions, and 126 �m
for CS boundary conditions. Both of these results are con-
siderably higher than the 36 �m space constant measured by
Naidu and Mountain at this location, demonstrating that the
data of Emadi et al. also shows considerably longitudinal
coupling.

Stiffness measured by Naidu and Mountain differ sig-
nificantly from that by Emadi et al. The material properties
estimated using these two sets of data thus also differ. The
major difference is in the radial elastic modulus. This sug-
gests something fundamentally different between the differ-
ent experimental setups used by these two research group.
Naidu and Mountain used isolated turn preparation for the
cochlea experiments, in which the turn of interest was iso-
lated while the adjacent turns were removed. The resulting
preparation consisted of an entire cochlea turn with the OC
and its attachments to the spiral lamina and spiral ligament
intact. Emadi et al. cut the cochlea from apex to base along
the modiolar plane. The cut effectively removed one half of
the cochlea and left behind a hemicochlea. We suggest that
these differences in preparation may be the cause of the dif-
ferent observed material properties. As stated earlier, the dif-
ference is not caused by the different probe sizes used by the
two groups. Both experimental data sets do show consider-
able longitudinal coupling, but they do not result in identical
material properties as derived by the methods of this paper.

These results all indicate that longitudinal coupling in
the gerbil BM is significant, with orthotropy ratios on the
order of 1–100, increasing from apex to base. Dynamic mod-
els of traveling wave motion in the passive cochlea demon-
strate that low orthotropy ratios result in a more spatially
distributed BM response, which would lead to less frequency
discrimination. The next step in this work is to implement a
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dynamic model using these material properties. The details
of how this will affect the modeled dynamic response remain
to be seen.
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Distortion product otoacoustic emission suppression �quantified as decrements� was measured for
f2=500 and 4000 Hz, for a range of primary levels �L2�, suppressor frequencies �f3�, and suppressor
levels �L3� in 19 normal-hearing subjects. Slopes of decrement-versus-L3 functions were similar at
both f2 frequencies, and decreased as f3 increased. Suppression tuning curves, constructed from
decrement functions, were used to estimate �1� suppression for on- and low-frequency suppressors,
�2� tip-to-tail differences, �3� QERB, and �4� best frequency. Compression, estimated from the slope
of functions relating suppression “threshold” to L2 for off-frequency suppressors, was similar for
500 and 4000 Hz. Tip-to-tail differences, QERB, and best frequency decreased as L2 increased for
both frequencies. However, tip-to-tail difference �an estimate of cochlear-amplifier gain� was 20 dB
greater at 4000 Hz, compared to 500 Hz. QERB decreased to a greater extent with L2 when f2

=4000 Hz, but, on an octave scale, best frequency shifted more with level when f2=500 Hz. These
data indicate that, at both frequencies, cochlear processing is nonlinear. Response growth and
compression are similar at the two frequencies, but gain is greater at 4000 Hz and spread of
excitation is greater at 500 Hz. © 2008 Acoustical Society of America. �DOI: 10.1121/1.2839138�

PACS number�s�: 43.64.Jb, 43.64.Kc �BLM� Pages: 2172–2190

I. INTRODUCTION

The purpose of this study was to compare low- and
high-frequency cochlear processing in humans, using distor-
tion product otoacoustic emission �DPOAE� measurements.
Specifically, we were interested in evaluating response
growth, compression, cochlear-amplifier gain, tuning and
spread of excitation, based on measurements of DPOAE sup-
pression, to determine if the human cochlea processes low-
and high-frequency sounds differently.

DPOAEs typically are measured in response to two pri-
mary tones of slightly different frequency, with f2 represent-
ing the higher frequency in the primary-frequency pair and f1

representing the lower frequency in the pair. It is generally
assumed that DPOAEs �at least initially� are generated at a
location in the cochlea near the best place for f2, even though
the response is typically measured at the 2f1–f2 frequency,
which is about 1

2 octave lower in frequency than f2. This fact
has implications for DPOAE measurements as a function of
frequency because noise in DPOAE measurements increases
as frequency decreases. It is this interaction between fre-
quency and noise level that is probably the most important
factor contributing to the poorer test performance of DPOAE
measurements in determining auditory status at lower fre-
quencies in humans �e.g., Gorga et al., 1993, 1997�. How-
ever, the difference in noise levels as a function of frequency
potentially could have an impact on every OAE measure-
ment in which low- and high-frequency cochlear processing
are compared.

In a recent paper, low- and high-frequency cochlear non-
linearity was examined by measuring DPOAE input/output

�I/O� functions for f2 frequencies of 500 and 4000 Hz �Gorga
et al., 2007�. Long averaging times were used in efforts to
reduce the noise levels when f2=500 Hz. Behavioral thresh-
olds were measured at both f2 frequencies for each subject,
allowing us to set L2 �the level of f2� in sensation level �SL�
relative to each subject’s threshold. To a first approximation,
this approach provided a way to equate the representation of
stimuli in the cochlea, both across frequency and subjects,
and helped to account for differences in forward middle-ear
transmission between 500 and 4000 Hz. For each subject,
techniques were followed that allowed us to select the opti-
mal L1 for each L2 for each subject individually �Neely et al.,
2005; Gorga et al., 2007�. Finally, the slopes of I/O functions
were evaluated as a way of comparing cochlear responses
across frequency on the assumption that slope should be in-
dependent of reverse middle-ear transmission. While previ-
ous work has shown that reverse middle-ear transmission
would be expected to affect the relative position of the
DPOAE I/O function along the y axis �Keefe, 2002�, it
would not be expected to influence the slope of that function.
In total, these stimulus conditions and response measure-
ments were selected in an effort to reduce noise to similar,
low levels at both frequencies, account for forward middle-
ear transmission, set optimal stimulus-level conditions indi-
vidually, and provide a metric that was independent of re-
verse middle-ear transmission.

DPOAE I/O functions at 500 and 4000 Hz differed at
low levels of stimulation, with a maximum low-level slope
of about 1 achieved at lower levels when f2=4000 Hz
�Gorga et al., 2007�. In contrast, the minimum slope in the
I/O functions was observed at similar stimulus levels of
40–50 dB SL for the two frequencies. When combined,
these two observations provide support for the view thata�Electronic mail: gorga@boystown.org

2172 J. Acoust. Soc. Am. 123 �4�, April 2008 © 2008 Acoustical Society of America0001-4966/2008/123�4�/2172/19/$23.00



there was a wider dynamic range when f2=4000 Hz. These
results also suggest that there may be greater cochlear-
amplifier gain at 4000 Hz, compared to 500 Hz, to the extent
that the observation of responses at lower levels reflects
greater gain.

An important limitation of the previous study, however,
was the differences in noise floor between 500 and 4000 Hz.
Despite using long averaging times �as much as 210 s�, re-
sidual noise floors were higher when f2=500 Hz. The influ-
ence of this difference in noise floor was greatest for low-
level stimulus conditions, where differences in response
properties at the two frequencies were observed. While the
signal-to-noise ratio �SNR� was such that the responses at
both frequencies exceeded the noise floor for the conditions
in which the maximum slope was achieved, we were cau-
tious in our interpretation of these data because we could not
completely rule out the influence of differences in noise floor
on the slope of the DPOAE I/O functions at low levels of
stimulation.

Our previous work, described earlier, was motivated by
several observations, based on physiological and behavioral
data, in which differences in cochlear processing for high
and low frequencies have been evaluated. For example,
frequency-threshold curves �FTCs� differ for auditory-nerve
fibers innervating more basal, high-frequency cochlear re-
gions, compared to fibers innervating lower frequency, apical
regions �e.g., Kiang et al., 1965; Kiang and Maxon, 1974�. In
their normal state, fibers innervating the cochlear base are
characterized by low thresholds and sharp tuning around
their characteristic frequency �CF, the frequency to which the
fiber has the lowest threshold�, decreased sensitivity �higher
thresholds� as frequency moves away from CF, and a low-
frequency tail on which thresholds either increase slowly or
remain relatively constant. In contrast, low-CF fibers have
FTCs that are more symmetrical around their CF, and often
lack the low-frequency, relatively constant-threshold tail that
is evident in the responses of high-CF fibers.

Sewell �1984� provided data in which furosemide treat-
ment resulted in greater changes in thresholds around the CF
of high-frequency fibers, compared to fibers with low CFs. It
has been argued that the low thresholds around fiber CF are
a reflection of cochlear-amplifier gain at that frequency, and
that the motile behavior of outer hair cells �OHC� is the
source of this gain �Dallos et al., 1997; Hudspeth, 1997;
Neely and Kim, 1983�. Support for this view comes from
lesion studies in which OHC damage resulted in threshold
elevations near CF, with little or no change in thresholds on
the low-frequency tail of the FTC �e.g., Dallos and Harris,
1978; Liberman and Dodds, 1984�. The fact that thresholds
change more for high-CF fibers following furosemide treat-
ment may be interpreted to mean that there is more gain �that
was affected by the treatment� for high-CF fibers. It is im-
possible to examine the responses of individual auditory neu-
rons in humans; however, OAE responses are related to OHC
function, and these responses can be measured in humans.
For this reason, our efforts to compare low- and high-
frequency cochlear responses in humans have focused on
DPOAE I/O measurements. We hope to exploit these fea-

tures in further efforts, described in the following, to better
understand cochlear function at high and low frequencies in
humans.

The majority of data based on direct measurements of
basilar-membrane responses comes from observations at the
basal, high-frequency end of the cochlea of lower animals.
Apparently, this is the case because access to the cochlear
apex, even in experimental animals, is difficult, and the risk
exists that the procedures that are used to gain access may
cause damage to the cochlea. The OHCs are among the most
vulnerable structures in the cochlea, and one would expect
that their response properties would be altered if damage
were to occur during the preparation. When OHC damage
occurs, less nonlinearity is observed, regardless of frequency,
because OHCs are the source of the nonlinear response.
Thus, the experimental difficulty in obtaining access without
causing damage has resulted in a situation in which fewer
data are available that describe normal cochlear responses at
the apex. There are, however, several studies that have di-
rectly assessed nonlinearity at the apical end of the cochlea
�Cooper and Rhode, 1995, 1997, 1998; Rhode and Cooper,
1996�. These studies suggest that nonlinearity is evident in
both apical- and basal-region cochlear responses. However,
differences were noted, in that the nonlinearity at the apical
end of the cochlea exists for a wider range of frequencies and
may be less in magnitude, compared to response properties
at the cochlear base. In contrast to these findings, Zinn et al.
�2000� did not observe compression at low and moderate
stimulus levels for apical cochlear regions. Furthermore, they
concluded that there was cochlear-amplifier gain at the base,
but not at the apex. The apparent discrepancies may be due
to factors associated with the relative inaccessibility of the
cochlear apex.

With the exception of our recent paper �Gorga et al.,
2007�, the data related to this issue in humans comes mainly
from studies in which behavioral-measurement techniques
were used. Interestingly, early work on combination-tone
generation indicated that nonlinear distortion was present in
the human cochlea over a range of frequencies from below
500 to as high as 8000 Hz with no apparent trend in distor-
tion level as a function of frequency �e.g., Plomp, 1965;
Goldstein, 1967�. More recently, Hicks and Bacon �1999�
and Plack and Oxenham �1998� reported psychoacoustical
data that suggest greater nonlinearity for high frequencies,
whereas Plack and Drga �2003�, Plack and O’Hanlon �2003�,
Lopez-Poveda et al. �2003�, and Schairer et al. �private com-
munication� observed no differences in nonlinearity between
high and low frequencies in humans. The differences in re-
sults from the two groups of studies may be due, in part, to
differences in measurement technique. In some of these stud-
ies, conclusions about cochlear nonlinearity were based on
comparisons between response properties for on-frequency
versus low-frequency stimuli �relative to the frequency of
interest�. In other studies, conclusions were based on mea-
surements in which such on-frequency/low-frequency com-
parisons were not used. The argument against the case in
which on-frequency and low-frequency responses were com-
pared is based on the view that the low-frequency stimulus
�relative to the frequency of interest� may not have been
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sufficiently low enough to result in a linear response at the
place where the frequency of interest is represented. Some
support for this view is perhaps provided in the differences in
FTCs for low-CF and high-CF fibers. Additional support
may be provided by the work of Cooper and Rhode �1995�,
in which they noted that the nonlinearity at the apical end of
the cochlea extends over a wider range of frequencies, com-
pared to the extent of the nonlinear region at the cochlear
base.

Sufficient uncertainty exists that further effort would be
useful in evaluating cochlear nonlinearity in humans for high
versus low frequencies. Our initial efforts suggested that dif-
ferences do exist, based on an analysis of DPOAE I/O func-
tions. While evidence existed in those data for nonlinearity in
response to both high- and low-frequency stimuli, the results
would be consistent with the view that there is greater
cochlear-amplifier gain for higher frequencies. Those data,
however, were interpreted cautiously because the influence
of differences in noise floor between low- and high-
frequency measurements could not be completely controlled.
The present study was designed to further explore cochlear
nonlinearity in humans, using measurements of DPOAE sup-
pression. These measurements were made for f2 frequencies
of 500 and 4000 Hz, using a wide range of suppressor fre-
quencies and levels for each f2. In addition, these measure-
ments were made for a range of stimulus �probe� levels �L2�.
An advantage of the suppression measurements over I/O
functions is that they may be less affected by the noise floor.
At both 500 and 4000 Hz, the response that was suppressed
was above the noise during control conditions �the condition
in which no suppressor was presented�. Thus, the influence
of noise is expected to be less in the present measurements.

II. METHODS

A. Subjects

Nineteen subjects participated in this study. These sub-
jects were drawn from a larger sample of 103 subjects who
participated in our previous studies in which DPOAE I/O
functions were measured �Gorga et al., 2007�. In addition to
inclusion criteria related to hearing sensitivity, which will be
described in the following, these subjects were selected for
two reasons. First, they indicated that they would be able to
devote the amount of time that was required in order to com-
plete data collection �about 40 h /subject�. An additional
three subjects were enrolled in the study, but withdrew after
several sessions because of difficulties meeting the time
commitment. The data reported in the following came only
from the 19 subjects who completed the study. In addition to
the time-commitment inclusion criterion, subjects were se-
lected because they produced DPOAEs above the noise floor
for both 500 and 4000 Hz for a wide range of L2 levels. This
determination was based on data that were obtained from the
larger sample of subjects who participated in the I/O study.
Using the previous data to help in subject selection made it
possible to describe suppression effects for both high- and
low-level probes, which is important because previous data
suggest that cochlear-amplifier gain is level dependent
�Rhode, 1971; Ruggero and Rich, 1991�, an effect that has

been observed in data similar to those collected as part of
this study �e.g., Gorga et al., 2002a, b, 2003�.

Subjects ranged in age from 17 to 42 years, with a mean
age of 24.8 years �s.d.=6.2�. Each subject had audiometric
thresholds of 15 dB HL or better �re: ANSI, 1996� for stan-
dard octave and interoctave audiometric frequencies from
250 to 8000 Hz. Additionally, subjects were required to have
audiometric thresholds of 10 dB HL or better at 250, 500,
2000, 3000, and 4000 Hz, which included the primary �f2�
frequencies �500 and 4000 Hz� that were the focus of the
present measurements. These behavioral-threshold subject-
inclusion data were collected using routine clinical proce-
dures, to be contrasted with the procedures that were used
later to determine the behavioral thresholds in order to set
stimulus levels during DPOAE measurements �see the fol-
lowing�. Each subject had a normal 226-Hz tympanogram on
each day on which DPOAE measurements were made. Only
one ear of each subject was tested, and was chosen as the ear
with the lowest audiometric thresholds at 500 and 4000 Hz,
in the hope that such a choice would result in the widest
dynamic range of DPOAE measurements for individual sub-
jects �e.g., Dorn et al., 1998�. If the audiometric thresholds
did not differ between ears, then the test ear was chosen at
random.

B. Stimuli

DPOAEs were elicited in response to a pair of primary
frequencies �f1 and f2�, with f2=500 or 4000 Hz. These two
frequencies were chosen because they represent distant loca-
tions in the cochlea, one closer to the base and the other
closer to the apex. However, cochlear maps for humans sug-
gest that these two frequencies are not represented at “ex-
treme ends” of the cochlea, being approximately 71% and
33% from the base for 500 and 4000 Hz, respectively
�Greenwood, 1990�. Still, 500 Hz represents a lower practi-
cal limit for reliable DPOAE measurements. With an f2 of
500 Hz, the 2f1-f2 distortion product frequency �the fre-
quency at which responses were measured� occurs at
320 Hz. At this measurement frequency, noise levels are
high, making it difficult to measure responses. Reliable mea-
surements are possible with an f2 of 500 Hz only if long
averaging times are used. However, it would be even more
difficult to obtain measurements for f2�500 Hz, because the
further increase in noise with decreasing 2f1–f2 would re-
quire impracticably long averaging times. In a similar fash-
ion, f2=4000 Hz was viewed as a practical high-frequency
limit, but for different reasons. With the limitations of our
current calibration approach �see the following�, it was pos-
sible to avoid standing-wave problems for this frequency and
its associated suppressor frequencies, something that would
not have been possible if measurements included higher fre-
quencies. In addition, the hardware used in the present study
produced less output for higher frequencies, and would have
reduced the range of primary and suppressor levels for which
measurements could be made. The adequacy of these fre-
quency limits is supported by recent data suggesting that
cochleae in humans function differently for frequencies
above 1000 Hz, compared to lower frequencies �Shera et al.,
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2007�. Thus, the f2 frequencies used in the present study may
provide insights from cochlear regions having different re-
sponse properties. For both f2 frequencies, the ratio of f2 to
f1 was constant at about 1.22. A larger ratio might have re-
duced the contributions from the DP place �the reflection
source�, although this is not always the case �Dhar et al.,
2005�. Even so, this would also have had the effect of reduc-
ing the overall level �and SNR� of the DPOAE �e.g., Dhar et
al., 2005; Gaskill and Brown, 1990�. Our interest in measur-
ing suppression at low stimulus levels, where cochlear-
amplifier gain is greatest, made the use of larger f2 / f1 unde-
sirable.

The level of the higher frequency in the primary-
frequency pair �L2� was set in dB sensation level �SL� rela-
tive to each subject’s behavioral threshold at f2. L2 varied
from 20 to 50 dB SL when f2=500 Hz, and from 10 to
50 dB SL when f2=4000 Hz. These conditions were chosen
because they resulted in at least a 10-dB SNR for conditions
in which no suppressor was presented in the majority of sub-
jects. The inclusion of the 10-dB SL condition at 4000 Hz
reflects the fact that it was possible to achieve a positive
SNR at lower L2 levels at 4000 Hz, compared to 500 Hz.
The greater SNR at 4000 Hz is a consequence of the lower
noise levels that are routinely observed at this frequency.
Stimuli at 500 and 4000 Hz were presented relative to be-
havioral threshold in an effort to equate the “effective” rep-
resentation of the two stimuli in the cochlea. In part, this
approach should �to a first approximation� take into account
differences in forward transmission through the middle ear at
the two test frequencies. The “optimal” level of L1 �the level
of f1, the lower frequency in the primary-frequency pair� was
selected individually for each L2 and for each f2. By optimal
level, we mean the L1 at each L2 for which the DPOAE level
was largest in individual subjects. Different procedures were
used to select these optimal conditions at 500 and 4000 Hz.
At 4000 Hz, a procedure was used in which both L1 and L2

varied continuously �Neely et al., 2005�, whereas the higher
noise levels at 500 Hz required longer averaging times,
which, in turn, required measurements at discrete combina-
tions of L1 and L2 �Gorga et al., 2007�. The procedures with
which these levels were selected were described in detail
previously �Neely et al., 2005; Gorga et al., 2007�, and will
not be repeated here. Although the procedures differed for
each f2, in both cases, a range of L1 levels were tested for
each L2 so that the L1 resulting in the largest DPOAE was
identified and used in the main experiment. We elected to use
this general approach because it took into account both sub-
ject and frequency differences in optimal-level conditions.
While previous studies suggest that the decibel difference
between L1 and L2 should increase as L2 decreases, the re-
sults from those studies are not entirely in agreement in the
exact form of the primary-level relationship. For example,
Kummer et al. �1998, 2000� presented data showing that a
single equation �referred to as the scissor paradigm� is ap-
propriate for setting optimal stimulus-level ratios indepen-
dent of f2. In contrast, Neely et al. �2005� and Johnson et al.
�2006� reported data in which the optimal level ratio varied
across subjects and also depended on f2. The approach taken
in the present study, which follows the procedures used by

Neely et al., Johnson et al., and Gorga et al., makes no
assumptions about the generalizability of the relationship be-
tween L1 and L2, either across subjects or across frequency. It
results in optimal levels for each f2 and for each subject, thus
assuring that stimulus conditions producing the largest
DPOAE are used in every case.

Nine suppressor frequencies �f3� were used during sup-
pression measurements when f2=500 Hz. They ranged from
129 to 750 Hz. When f2=4000 Hz, 14 f3 frequencies were
used, ranging from 2064 to 5667 Hz. During DPOAE sup-
pression measurements, it is not possible to select a suppres-
sor whose frequency is identical to f2. A frequency slightly
different from f2 must be used as the “on-frequency” condi-
tion. When f2=500 Hz, 515 Hz was used as the on-
frequency suppressor, whereas when f2=4000 Hz, 4100 Hz
served as the on-frequency suppressor. Suppressor level �L3�
ranged from −20 to 85 dB SPL in 5-dB steps.

C. Procedures

Following obtaining informed consent, subjects were
screened according to the above- described inclusion criteria.
Once it was determined that the subject met inclusion crite-
ria, behavioral thresholds were obtained with a more precise
psychophysical procedure, compared to the routine clinical
techniques that were used during the screening procedures
associated with the inclusion criteria. Thresholds were mea-
sured with a two-interval, forced-choice, transformed up-
down procedure that estimated the 71% correct point on the
psychometric function �Levitt, 1971�, using the same hard-
ware that was used during DPOAE measurements. Averaged
across subjects, the mean behavioral thresholds from these
measurements were 11.9 dB SPL at 500 Hz �s.d.=3.2 dB�
and 4.4 dB SPL at 4000 Hz �s.d.=4.8 dB�. The individual
thresholds for each subject were then used to set L2 in dB SL
during the suppression measurements, which are the main
focus of the study.

For all DPOAE measurements, approximately 1 s re-
corded waveforms were stored in alternating response buff-
ers. The contents of the buffers were summed and the result-
ing level in the 2f1-f2 frequency bin was used to estimate
DPOAE level. The contents of the two buffers were sub-
tracted and the level in the 2f1-f2 frequency bin and the level
in five frequency bins above and below 2f1-f2 were averaged
to provide an estimate of noise level. During suppression
measurements, L2 was set at one of four values �f2

=500 Hz� or one of five values �f2=4000 Hz�. This two-tone
“probe” stimulus was presented as a control condition, in
which there was no suppressor, and then presented with one
of the suppressor frequencies, whose level was varied. Fol-
lowing the presentation of the highest L3, another control
condition was included. This process was repeated for all of
the suppressor frequencies, all L2 levels and both f2 frequen-
cies for each subject.

Measurement-based stopping rules were used through-
out data collection, but the rules differed for the two f2 fre-
quencies. When f2=4000 Hz, measurements continued until
the noise floor was �−25 dB SPL, the SNR �20 dB, or until
210 s of artifact-free averaging had taken place, whichever

J. Acoust. Soc. Am., Vol. 123, No. 4, April 2008 Gorga et al.: Low- and high-frequency suppression 2175



occurred first. In essentially every condition for this fre-
quency, averaging stopped on the noise level and SNR rules,
which were often met simultaneously. A compromise was
needed, however, when f2=500 Hz, because the noise levels
were higher at this frequency. At 500 Hz, averaging stopped
when the noise floor was �−25 dB SPL, the SNR was
�12 dB, or 210 s of artifact-free averaging had been com-
pleted. The only difference between this rule and the one
used when f2=4000 Hz is the SNR stopping criterion. With
this “compromise,” we were able to achieve reliable esti-
mates of DPOAE level for a range of L2 conditions when
f2=500 Hz �on the assumption that a SNR �12 dB would
result in a reliable estimate of DPOAE level�, without aver-
aging for the prohibitively long times that would be neces-
sary to achieve the same low noise levels as were achieved
routinely when f2=4000 Hz. For any conditions in which the
presence of the suppressor reduced the SNR to less than
12 dB �by reducing DPOAE level�, the effective stopping
rules were the same at 500 and 4000 Hz. In general �depend-
ing on L2 and the extent to which the response was sup-
pressed�, measurements stopped either on the SNR criterion
or the averaging-time criterion when f2=500 Hz, but almost
never stopped on the noise-floor criterion. Differences in the
conditions under which measurements stopped �and, there-
fore, the noise floor associated with measurements� was not
considered a significant problem because the responses in the
control conditions had positive SNRs at both f2 frequencies.
Furthermore, a suppression threshold of 3 dB was used dur-
ing the construction of DPOAE suppression tuning curves
�STCs�, from which main observations from the present
study were made. This means that the SNR for the points on
the STCs were positive. Even with differences in stopping
rules designed to increase data-collection efficiency, each
subject participated in about 40 h of data collection in order
to complete measurements for all stimulus conditions. As
expected from the previous description of stopping rules, the
majority of the time was spent collecting data when f2

=500 Hz.
Stimuli were produced by a 24 bit sound card �Digital

Audio Labs, Card Deluxe� that drove a probe-microphone
system �Etymotic, ER-10C�. The “receiver equalization” of
the ER-10C was bypassed to allow up to 20 dB higher level
stimuli to be produced. Even so, there were conditions for
which the maximum level produced by the hardware was
insufficient to produce complete suppression. This occurred
for f3 frequencies at the high- and low-frequency ends of the
range of suppressors and for the higher L2 levels. Psycho-
physical thresholds were measured using custom-designed
software that implemented the 2IFC procedure. Only one
channel of the sound card and probe-microphone system
were used for behavioral-threshold estimates. DPOAE data
were collected with the same hardware that was used for the
behavioral-threshold measurements, and were collected with
custom-designed software �EMAV, Neely and Liu, 1994�.
Both channels of the sound card and probe-microphone sys-
tem were used during DPOAE measurements, with f2 pre-
sented on one channel and f1 presented on the other. When a
suppressor was included, it was presented on the same chan-
nel as f2. For both behavioral-threshold and DPOAE mea-

surements, in-the-ear SPL calibration was used to determine
stimulus levels. There are concerns regarding standing waves
when this calibration approach is followed �e.g., Siegel and
Hirohata, 1994; Siegel, 2007�. In efforts to avoid these prob-
lems, the probe was repositioned more deeply whenever a
notch in the calibration spectrum was observed in the vicin-
ity of 4000 Hz. In this way, the notch �and presumably, the
standing-wave problems producing it� was shifted toward
higher frequencies outside the range of interest for the
present study.

Figure 1 illustrates features of the procedures used in the
present experiment. It provides examples of data that were
collected during the suppression measurements, the conver-
sion of these suppression data into decrements as a result of
the presence of the suppressor, transformation of the data,
and finally linear fits that were applied to the transformed
data. The left column presents data when f2=500 Hz, while
the right column shows data when f2=4000 Hz. For both f2

frequencies, L2 was presented at 40 dB SL. Results are
shown for the on-frequency suppressor condition �f3

=515 Hz for f2=500 Hz and f3=4100 Hz when f2

=4000 Hz�. Individual data points represent the means
��1 s.d.� based on data from all 19 subjects. In the top row,
DPOAE and noise levels are plotted as a function of L3. An
estimate of the DPOAE level for the control condition �when
no suppressor was presented� is provided by the levels dur-
ing the flat portion of the DPOAE level functions �i.e., when
L3� about 40 dB SPL�. The SNR can be estimated by com-
paring these values to the corresponding noise levels shown
in Fig. 1. The differences in the results for 500 and 4000 Hz
are due mainly to differences in noise floors, with smaller

FIG. 1. Top row: Mean DPOAE �squares� and noise �triangles� levels in dB
SPL as a function of suppressor level, L3, in dB SPL. Bottom row: Mean
DPOAE decrements �circles� in dB as a function of L3. Left column shows
data when f2=500 Hz; right column shows data when f2=4000 Hz. In both
cases, L2=40 dB SL, and an on-frequency suppressor �f3� was used �f3

=515 and 4100 Hz for f2=500 and 4000 Hz, respectively�. Closed symbols
represent the transformed data points and the line represents a linear regres-
sion fit to the closed symbols. In all cases, error bars represent �1 s.d. The
short vertical dashed lines in the bottom row of panels are drawn at a
decrement of 3 dB, which was used as suppression threshold for the con-
struction of STCs.
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differences in DPOAE level. This is to be expected given the
differences in noise for these two f2 frequencies, and oc-
curred despite the measurement-based stopping rules and the
long averaging times associated with them when f2

=500 Hz. Still, suppressive effects were reliably measured
for a range of L3 levels at both f2 frequencies. The data
shown in the top row of Fig. 1 show that the suppressor had
little or no effect on DPOAE level until L3 was about 40 dB
SPL. As L3 increased above this level, DPOAE level was
systematically reduced until it eventually equaled the noise
floor, which occurred when L3�75 dB SPL at both f2 fre-
quencies.

The influence of differences in the stopping rules for the
two frequencies also is evident in Fig. 1. Note that for all L3

levels, the mean noise floor at 4000 Hz is �−25 dB SPL
because this noise level was always achieved. In contrast, the
noise floor is higher when f2=500 Hz for L3 levels �40 dB
SPL, which represent conditions in which the SNR stopping
rule �12 dB� at this frequency caused measurements to stop.
For higher L3 levels, the mean noise floor for f2=500 Hz was
lower because the DPOAE was reduced by suppression and
the SNR criterion was not met, resulting in longer averaging
times. However, even after the full 210 s of artifact-free av-
eraging time, the noise floor was still higher at 500 Hz than
it was at 4000 Hz.

Once the data were collected for both f2 frequencies, all
L2 levels, and all f3 frequencies and L3 levels, the DPOAE
levels in the presence of suppressors were converted into
decrements. We have used decrements in DPOAE level in
the past to represent the response to the suppressor for sev-
eral reasons �Gorga et al., 2002a, b; 2003; Johnson et al.,
2004�. First, decrements describe the amount of suppression
as a result of the presentation of the suppressor, which is the
measure of interest. They also partially account for indi-
vidual variability across subjects in DPOAE levels for con-
trol conditions. To convert the DPOAE data �as shown in the
top row of Fig. 1� into decrements �as shown in the bottom
row�, the DPOAE levels for the control conditions at the
beginning and the end of the L3 series for each f3 were av-
eraged. To calculate the decrement, the DPOAE level in the
presence of the suppressor was subtracted from the average
level during the control conditions associated with each f3.
The open circles in the bottom row of Fig. 1 show decre-
ments ��1 s.d.� that were derived from the data shown in the
top row of panels. A comparison of the error bars for
DPOAE level in the top panel to the error bars for the dec-
rements in the lower panel demonstrates the expected out-
come in which the variability across subjects is reduced for
some stimulus conditions by the conversion to decrements.
In this representation, decrements of 0 dB indicate condi-
tions for which there was no suppression. Conditions in
which the response was suppressed into the noise floor are
represented on the right-hand side of these functions, where
an asymptotic maximum decrement was approximated. For
these latter conditions, the SNR is approximately zero, as
they correspond to the conditions in the top row of panels
when DPOAE and noise levels were the same, meaning that
the response was completely suppressed.

We were interested in linearizing the responsive portions

of the decrement-versus-L3 functions because decrement
curves typically have a shallower slope for small decrements.
To meet this goal, the following rules were used before fit-
ting the decrement functions: �1� only data points for which
the SNR �3 dB were included, �2� decrement-versus-L3

functions were fit only if at least one decrement was ob-
served in the range from 3 to 15 dB, and �3� data points were
included in the fits so long as the decrements increased
monotonically with L3. The first inclusion criterion placed
emphasis on data points for which the SNR was high, includ-
ing those for which only a small amount of suppression �as
little as 1 dB� was observed. The second criterion assured
that only decrement-versus-L3 functions showing some sup-
pression were fit. The third criterion was needed to assure
that data points for which the reliability was low �i.e., those
for which the SNR approached or equaled zero� were ex-
cluded; it also excluded those points for which no suppres-
sion was observed. The data points meeting the above-noted
criteria on each decrement-versus-L3 function were trans-
formed by

D = 10 log10�10decr/10 − 1� . �1�

The points shown as closed circles in the bottom row of
panels of Fig. 1 represent the transformed data for those
conditions that met the inclusion criteria. The application of
the transformation resulted in a linearization of the
decrement-versus-L3 functions, in which the decrement is
3 dB when D=0. The solid line drawn in each panel repre-
sents the best linear fit to the decrement data, but only in-
cluded those points shown as closed circles. The equations
describing these fits for each combination of f2, L2, and f3

were used to estimate the slope of these functions �growth of
suppression� and to determine the decrement “threshold” for
construction of DPOAE STC. The short vertical dashed lines
in Fig. 1 represent conditions for which the decrement�3 dB
�D=0 in Eq. �1��, which was used as suppression threshold
for the purpose of constructing STCs.

III. RESULTS

A. Control conditions

Recall that measurements for every f3 were preceded
and followed by a control condition in which no suppressor
was presented. With 9 �500 Hz� or 14 �4000 Hz� f3 frequen-
cies, there were either 18 �f2=500 Hz� or 28 �f2=4000 Hz�
measurements of the control condition for each f2, L2 com-
bination, which were averaged separately for every subject.
Table I presents the means and standard deviations of these
control conditions for each subject when f2=500 Hz, while
similar data when f2=4000 Hz are provided in Table II.
Tables I and II also provide grand means and standard devia-
tions �averaged across subjects� of the individual mean
DPOAE levels and individual standard deviations. Notably,
for 2 of the 19 subjects at 20 dB SL when f2=500 Hz and for
1 of 19 subjects at 10 dB SL when f2=4000 Hz, the SNR
was too low to permit reliable measurements of suppression.
For all other conditions, reliable suppression measurements
were possible because every subject produced responses that
were above the noise floor for the control condition.
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As expected, mean DPOAE levels varied across sub-
jects. For example, the mean level varied from a low of
−9.5 dB SPL in one subject �S#08� to a high of 7.0 dB SPL
in another subject �S#05� when f2=500 Hz and L2=30 dB
SPL. However, variability in the absolute DPOAE level

across subjects is perhaps less important than the within-
subject variability in the level produced for the control con-
ditions. Within each subject, the level in the control condi-
tion had relatively small standard deviations, meaning that
DPOAE level in the control condition was repeatable. In the

TABLE I. Means and standard deviations for the control condition in each of the 19 subjects at each of the four
L2 levels when f2=500 Hz. Grand means and standard deviations are provided in the bottom two rows.

L2=20 SL L2=30 SL L2=40 SL L2=50 SL

Subject Mean s.d. Mean s.d. Mean s.d. Mean s.d.

01 −7.544 2.785 −0.362 1.931 5.813 1.761 8.039 1.355
02 −1.887 1.909 0.985 2.474 3.857 2.675 7.114 1.703
03 −7.266 2.920 −0.484 3.359 6.836 2.035 6.958 2.268
05 −0.099 2.159 7.001 1.322 8.838 1.555 9.976 1.594
06 −7.065 3.509 0.643 2.123 2.571 1.900 2.294 1.889
07 −1.990 2.287 4.844 1.909 7.904 2.222
08 −9.527 2.713 −7.854 2.070 −2.401 2.158
09 −7.958 3.606 −3.509 2.128 −0.952 1.442 1.402 1.683
10 −8.043 4.419 1.558 2.230 6.427 2.312 9.447 2.304
11 −7.077 2.984 0.339 2.405 5.503 1.633 7.235 1.879
12 −9.031 3.747 −1.047 1.861 5.727 1.820 6.071 1.462
15 −2.414 3.860 3.333 2.094 6.070 2.706 7.756 2.653
16 −0.318 1.582 4.507 2.133 7.670 1.154 8.673 1.429
17 −1.481 2.535 5.941 1.432 7.179 2.093 4.990 1.450
18 −6.453 2.135 −1.001 1.488 2.351 2.376 1.090 2.867
19 −7.396 1.631 −1.164 2.310 4.859 2.424 8.509 2.648
20 −6.037 2.185 0.494 2.466 4.730 3.307 5.726 5.022
21 −9.774 2.415 −2.056 1.847 1.979 1.890 5.102 1.459
22 −15.044 2.817 −5.969 2.069 −0.441 2.545 2.092 3.449

Mean −6.171 2.776 −0.121 2.141 4.000 2.085 5.683 2.184
s.d. 3.861 0.826 3.875 0.470 3.868 0.513 3.337 0.896

TABLE II. Means and standard deviations for the control condition in each of the 19 subjects at each of the five L2 levels when f2=4000 Hz. Grand means
and standard deviations are provided in the bottom two rows.

L2=10 SL L2=20 SL L2=30 SL L2=40 SL L2=50 SL

Subject Mean s.d. Mean s.d. Mean s.d. Mean s.d. Mean s.d.

01 −15.609 3.379 −5.626 1.350 −1.263 1.789 4.853 1.172 8.733 1.529
02 −3.733 2.473 2.483 3.057 7.419 2.484 11.247 2.556 13.500 2.792
03 −2.394 1.423 0.425 2.546 2.695 2.562 2.648 3.615 6.148 2.538
05 −8.408 1.424 −2.240 1.070 1.974 0.695 6.268 0.830 8.565 1.764
06 −3.299 2.779 4.655 1.577 10.679 0.964 14.080 0.875 16.571 1.012
07 −16.459 1.926 −14.510 3.722 −8.206 4.655 −5.113 4.588 0.444 4.237
08 −16.455 2.089 −11.472 3.572 −5.444 3.171 −1.295 2.410
09 −14.122 1.564 −6.770 1.427 −3.153 0.927 1.192 1.672 6.566 1.700
10 −0.130 2.177 1.011 2.238 2.593 3.043 7.847 1.385 11.911 0.951
11 −2.104 1.786 1.847 1.366 4.842 1.301 8.267 1.120 10.312 2.321
12 −6.853 2.900 −2.063 2.116 1.059 1.406 4.813 1.041 7.637 0.853
15 −7.970 1.230 −5.003 1.759 0.021 1.821 4.164 2.228 7.958 1.086
16 −11.720 3.076 −3.560 2.376 2.051 3.591 8.264 3.051 11.399 4.277
17 −7.731 1.265 −1.651 2.733 5.422 1.082 10.508 0.678 13.702 0.345
18 −2.412 3.847 4.516 1.263 7.065 1.258 8.623 1.597 10.561 1.494
19 2.269 1.314 5.551 0.910 9.004 1.424 13.324 1.389 16.224 1.020
20 −11.011 2.654 −0.641 1.612 5.505 0.921 9.644 0.697 12.507 0.614
21 −8.916 1.126 −4.524 0.839 1.112 0.802 4.992 0.534 8.688 0.447
22 −4.387 2.944 1.128 1.894 4.805 1.747 7.660 2.206 9.817 2.402

Mean −6.944 2.183 −2.181 1.892 2.218 1.897 6.202 1.811 9.471 1.779
s.d. 5.371 0.845 5.888 0.761 5.516 1.124 5.263 1.134 4.568 1.142
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two above-mentioned cases, the standard deviations for the
control conditions were 2.7 and 1.3 dB, respectively, despite
the large differences in mean absolute DPOAE level. The
between-subject variability in DPOAE level always ex-
ceeded the within-subject variability, based on comparisons
of the standard deviations for the control conditions. Aver-
aged across all subjects and all f2, L2 combinations, the mean
standard deviation for the control conditions was about
2.1 dB. Within-subject variability for the control conditions
was only slightly greater at 500 Hz, compared to 4000 Hz.
Thus, the control conditions were relatively stable within a
subject at both f2 frequencies, despite the fact that subjects
differed in the DPOAE level they produced for the same
stimulus conditions.

Figure 2 plots mean DPOAE and noise levels as a func-
tion of L2 at 500 Hz and 4000 Hz in top and bottom panels,
respectively. These data were averaged across the 19 sub-
jects, and provide a graphic representation of the mean
DPOAE levels for the control conditions listed in Tables I
and II, along with the corresponding mean noise levels,
which were not provided in the tables. Error bars represent
�1 s.d. As expected, the SNR was always less at 500 Hz,
compared to 4000 Hz, as seen in the differences between
DPOAE and noise levels within each panel. The influence of
the stopping-rule differences also is evident in Fig. 2. First,
the noise floor was more variable at 500 Hz, compared to
4000 Hz. This occurred because measurements almost al-
ways stopped on the noise floor criterion when f2

=4000 Hz, resulting in the same noise floor across subjects
for all stimulus conditions, including the control conditions,
for which data are shown in Fig. 2. In contrast, measure-
ments stopped either on the SNR or test-time criterion �but
almost never on the noise-floor rule�, resulting in more vari-
able noise levels across subjects and conditions. Also note
that when f2=500 Hz, the noise floor increased as L2 in-

creased. This is a consequence of including the 12 dB SNR
stopping rule at this frequency. For higher L2 levels, the re-
sponse was larger, causing the averaging to stop when the
noise levels were higher, compared to the case for lower L2

levels. Even so, there was at least a 12-dB SNR in the mean
control conditions, even when L2=20 dB SL and f2

=500 Hz. In contrast, the mean noise floor always was less
than −28 dB SPL and did not vary with L2 when f2

=4000 Hz. Both of these observations reflect the fact that, at
this frequency, averaging stopped when the noise-floor crite-
rion was met. Despite the remaining differences in SNR be-
tween frequencies, even after allowing averaging to continue
for up to 210 s of artifact-free averaging time, the mean dif-
ferences between DPOAE and noise levels were large
enough to permit reliable measurements for a wide range of
L2 levels at both 500 and 4000 Hz.

B. Decrement-versus-suppressor level functions

Figure 3 provides a family of decrement-versus-L3 func-
tions when f2=500 Hz and L2=30 dB SL. Open symbols
represent the decrement data, while closed symbols represent
the transformed conditions meeting the inclusion criteria de-
scribed earlier. The line in each panel represents the linear fit
to the closed symbols. Mean decrements across all 19 sub-
jects ��1 s.d.� are plotted. Data are shown for the nine f3

frequencies used when f2=500 Hz, and is indicated within
each panel. An f3 of 515 Hz represents the on-frequency
condition, in which f3� f2. Several observations can be
made based on an examination of these decrement functions.
First, suppression is observed at the lowest L3 when f3� f2.
In this example, suppression is initially observed when L3

=40 dB SPL, with the amount of suppression �decrement�
increasing as L3 increases above this level until the response
is completely suppressed, which occurs when L3=60 dB
SPL. As one moves toward higher f3 frequencies, the L3 at
which suppression first appears is similar to or slightly
higher, compared to the case when f3� f2. As one moves
further away from f2 on the low-frequency side, the L3 at
which suppression is first observed increases. For lower-
frequency suppressors, complete suppression is observed, so
long as sufficiently high suppressor levels can be presented.
For f3� f2, complete suppression is not observed, even at the
highest L3 of 85 dB SPL. This observation relates to an in-
teraction between the L3 at which suppression first emerges,
the way the decrement �suppression� grows with L3 for high
f3 frequencies, and output limitations of our hardware. The
slopes of the decrement-versus-L3 functions are frequency
dependent, with a slope of approximately 1 for the on-
frequency condition. As f3 decreases, the slope increases,
with the steepest slope observed for suppressors 1 to 2 oc-
taves below f2=500 Hz. In contrast, the slope decreases as f3

increases above the on-frequency condition, with the highest
f3 �750 Hz� showing the shallowest slope. The combination
of higher suppression thresholds and shallower slopes, when
coupled with output limitations, makes it difficult to observe
complete suppression when f3� f2, regardless of L2. The ad-
vantages of the transformation are particularly evident when
f3=750 Hz. Despite the fact that decrement grows slowly

FIG. 2. DPOAE and noise levels for the control conditions, in which there
was no suppressor. Top: Mean DPOAE �squares� and noise �triangles� levels
in dB SPL as a function of L2 in dB SL when f2=500 Hz. Bottom: Mean
DPOAE �squares� and noise �triangles� levels in dB SPL as a function of L2

in dB SL when f2=4000 Hz. In both panels, error bars represent �1 s.d.
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with L3, the linearization of the function that resulted from
the transformation allowed us to fit these data with a regres-
sion line that enabled us to estimate slope. The short vertical
dashed lines in Fig. 3 �and in Fig. 4� are drawn at the same

L3 levels as in Fig. 1, namely the L3 resulting in a decrement
of 3 dB. These “thresholds” were used to construct STCs.

Figure 4 presents decrement-versus-L3 functions when
f2=4000 Hz and L2=30 dB SL, following the conventions

FIG. 3. Mean DPOAE decrements in dB as a function of L3 in dB SPL when f2=500 Hz and L2=30 dB SL. Error bars represent �1 s.d. Suppressor
frequency is indicated within each panel. Closed symbols represent the transformed data to which a linear regression, represented by the solid line, was fit. The
short vertical dashed lines in each panel are drawn at a decrement of 3 dB, which was used as suppression threshold for the construction of STCs.

FIG. 4. Mean DPOAE decrements in dB as a function of L3 in dB SPL when f2=4000 Hz and L2=30 dB SL. Error bars represent �1 s.d. Suppressor
frequency is indicated within each panel. Closed symbols represent the transformed data to which a linear regression, represented by the solid line, was fit. The
short vertical dashed lines in each panel are drawn at a decrement of 3 dB, which was used as suppression threshold for the construction of STCs.
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that were used in Fig. 3. Data are shown for the 14 f3 fre-
quencies that were used at 4000 Hz. As was the case when
f2=500 Hz, suppression was observed at the lowest L3 when
f3� f2 �f3=4100 Hz�. As f3 moved away from 4000 Hz in
either direction, the level at which suppression was first ob-
served increased. Complete suppression was observed for the
on-frequency case and for low-frequency suppressors, but
only within the range of f3 frequencies from 2667 to
4100 Hz �and perhaps 4333 Hz�. For some f3 frequencies
outside this range, the SNR for L3=85 dB SPL �the highest
suppressor level used in the present study� approximates
0 dB, indicating that the response was completely sup-
pressed. However, it is difficult to know from Fig. 4 whether
complete suppression occurred for several f3 frequencies
when f2=4000 Hz because higher suppressor levels could
not be tested and, therefore, maximum asymptotic suppres-
sion was not evident. For f3 frequencies at and above
4667 Hz, the results summarized in Fig. 4 indicate that the
response was not completely suppressed at the highest L3.
The slope of the decrement function approximated 1 in the
on-frequency condition, increased as f3 decreased below f2

�with the steepest slope when f3 was 1 octave below f2�, and
decreased as f3 increased above f2. These trends are the same
as those observed when f2=500 Hz. The data shown in Figs.
3 and 4 were provided to illustrate general trends in the data
and to provide a sense of the variability across subjects, at
least as reflected in standard deviations. Decrement-versus-
L3 functions will not be shown for other L2 levels because
the results were similar to those shown in Figs. 3 and 4.
Instead, the data for all values of L2 will be summarized in
subsequent figures. Furthermore, our interest is to provide
summary descriptions and comparisons of cochlear process-
ing at low and high frequencies in humans. Relevant trends
are best reflected in mean data, which will be presented in
the figures to follow; however, the variability seen in Figs. 1,
3, and 4 is representative of variability for other L2 condi-
tions.

Figure 5 plots slope of decrement-versus-L3 functions as
a function of f3. Each row provides data for a different L2.
Only data for f2=4000 Hz are shown when L2=10 dB SL,
because the control condition at this L2 when f2=500 Hz did
not consistently result in a SNR �10 dB. As a result, there
was insufficient dynamic range to permit reliable suppression
measurements when f2=500 Hz and L2=10 dB SL. Within
each panel, slopes when f2=500 Hz are shown as circles,
while similar slope estimates when f2=4000 Hz are shown
as triangles. In the left column, a log-frequency scale is used,
resulting in separation of the data for the two f2 frequencies.
In the right column, the same data are replotted on a fre-
quency scale in which octaves relative to f2 are used. In this
latter representation, “0” represents the case when f2� f3,
and results in an overlap of the data at the two f2 frequencies.
The impressions of the trends in slope related to f3, as seen
in Figs. 3 and 4, are apparent here. In general, the steepest
decrement-versus-L3 functions occur when f3 is an octave or
more below f2. There is a transition f3 region, in which the
slope decreases as f3 moves from just below f2 to above f2.
The shallowest slopes are observed for the highest suppres-
sor frequencies. Similarities and differences between the

slopes are emphasized when slope is plotted on a relative
scale. For example, it appears that similar slopes are
achieved for f3 frequencies �f2, whereas there is a tendency
at most, but not all, L2 levels for the slope to be steeper for
low-frequency suppressors when f2=4000 Hz, compared to
when f2=500 Hz.

C. Suppression tuning curves

Figure 6 plots the L3 needed for 3 dB of suppression as
a function of f3, following the same conventions as those
used in Fig. 5. The value of L3 for 3 dB of suppression
represents the D=0 intercept of the linear equations that
were fit to the mean decrement-versus-L3 functions. A dec-
rement of 3 dB was operationally defined as “suppression
threshold” for this and other figures to follow. An advantage
of using decrements of 3 dB as the criterion for constructing
STCs is that it assures that positive SNRs �and, therefore,
reliable estimates� existed for every point. Even when f2

=500 Hz and L2=20 dB SL �the stimulus condition for
which the response had the poorest SNR for the control con-
dition�, the SNRs when a 3 dB decrement occurred were
typically �7 dB. Higher SNRs were observed at the criterion
decrement of 3 dB for all other f2 and L2 combinations. De-
fining STCs with conditions for which the SNR was high
reduces the influence of noise level on differences between
the results observed at 500 and 4000 Hz, despite the fact that
the noise levels were not the same for the two f2 frequencies.

FIG. 5. Mean slopes of the decrement-vs-L3 functions as a function of f3 for
f2=500 Hz �circles� and f2=4000 Hz �triangles�. Data are plotted on a log
frequency scale in the left column and a relative �octave� frequency scale in
the right column.
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There are many examples in the literature of DPOAE
STCs when f2=4000 Hz, and there is nothing unusual about
the ones presented in this paper. However, to our knowledge,
this is the first time DPOAE STCs have been reported for an
f2=500 Hz. We assume that part of the reason for the lack of
data when f2=500 Hz relates to the difficulty in making re-
liable measurements at this frequency. This problem is a di-
rect consequence of the higher noise levels around the 2f1–f2

distortion product when f2=500 Hz, and is why long aver-
aging times were necessary in the present experiment in or-
der to obtain reliable measurements.

The combination of increased averaging times and the
criterion at which the DPOAE STCs were constructed re-
sulted in reliable STC measurements for both 500 and
4000 Hz. The STCs at 500 Hz have properties that are simi-
lar in several ways to other more direct measures of tuning,
such as FTCs. For example, the tuning curves have higher
thresholds for suppression for the on-frequency condition,
compared to 4000 Hz. This is not unlike the higher thresh-
olds that are observed at CF for single auditory neurons with
low-frequency CFs. Some of this effect can be attributed to
the fact that the absolute level �in dB SPL� for the probe �L2�
was higher at 500 Hz, compared to 4000 Hz, for equivalent
SL. This occurred because the behavioral thresholds which
served as the reference for L2 were, on average, 7.5 dB
higher at 500 Hz. There is also less difference between the
thresholds at the best frequency, compared to the thresholds
on the low-frequency tail, although the more symmetrical
pattern around CF that has been observed in the responses

from individual auditory neurons is not as evident in the
present DPOAE STCs at 500 Hz. This finding was not ex-
pected; we have no explanation for why low-frequency tails
were evident in our DPOAE STCs, given that they often are
not evident in FTCs from individual low-CF auditory neu-
rons in lower animals.

Some of the above-mentioned observations may be more
obvious in the right column of Fig. 6, where f3 is represented
in octaves relative to f2. Notably, there appears to be a range
of suppressor frequencies on the low-frequency side for
which there is little or no threshold change as f3 decreases, a
pattern that is more evident when f2=500 Hz. Recall that
one concern in relation to some of the previously reported
psychophysical estimates of cochlear nonlinearity at low fre-
quencies was that the low-frequency masker was not suffi-
ciently low to be outside of the compressive growth region at
the place of the probe frequency. The data shown in both the
left and right columns of Fig. 6 indicate that this is less of a
concern in the present experiment. In fact, there is virtually
no difference between the L3 for a decrement of 3 dB when
f3=258 Hz �about 1 octave below f2�, compared to when
f3=129 Hz �nearly 2 octaves below f2�. While we are sur-
prised by the unexpected low-frequency tail when f2

=500 Hz, we are confident that low-frequency suppressors 1
octave or more below f2 have relatively constant thresholds
and, therefore, represent the frequency range of interest when
f2=500 Hz. If anything, the results when f2=4000 Hz sug-
gest that the inclusion of lower f3 frequencies would have
been of value because it is difficult to determine if the lowest
f3 used in the present study was sufficiently on the low-
frequency tail of the response, where suppression thresholds
might be expected to change slowly or remain relatively con-
stant. Unfortunately, output limitations of our hardware in
relation to the levels at which suppression first appears pre-
cluded measurements for lower suppressor frequencies when
f2=4000 Hz. The implications of this observation, especially
in relation to estimates of cochlear-amplifier gain, will be
discussed subsequently.

Up to this point, decrement functions were fit with
simple linear regressions �SLR�, meaning that each f3, L2

combination was fit separately. The coefficients of these re-
gressions are shown as slopes in Fig. 5 and the STCs derived
from these fits are shown in Fig. 6. In Fig. 7, we summarize
slopes from a multiple linear regression �MLR� in which
both L3 and L2 were included in the analyses. In Fig. 7, the

FIG. 6. Mean suppression tuning curves, in which the L3 for 3 dB of sup-
pression is plotted as a function of f3, following the conventions used in Fig.
5.

FIG. 7. Slopes of the decrement functions as a function of f3, based on
multiple linear regression in which L2 and L3 were included in the regression
analysis. Open symbols represent the slopes of the decrement-vs-L3 func-
tions and closed symbols represent the slope of the decrements vs L2.
Circles represent data when f2=500 Hz and triangles represent data when
f2=4000 Hz.
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open symbols represent slopes of the decrement-versus-L3

functions as a function of frequency. The closed symbols
represent the slopes of the decrement versus L2. Otherwise,
the same conventions used in Fig. 5 are followed in Fig. 7.
For both absolute and relative frequencies �left and right pan-
els�, the slopes of the L3 functions are positive and decrease
as f3 increases. In contrast, the slopes of the L2 functions are
negative for all f3, but are nonmonotonic, achieving a maxi-
mum negative slope when f3� f2, with less negative slopes
for both higher and lower f3 frequencies relative to f2. The
representation of these slopes on a relative frequency scale
emphasizes the similarities across frequency. Although vari-
able, the slopes for f2=500 Hz and f2=4000 Hz are super-
imposed for many suppressor frequencies, especially for low
frequencies relative to f2, suggesting that growth of response
to the suppressor is similar at these two frequencies. Even so,
there is a tendency for steeper slopes when f3� f2 for
4000 Hz, a trend that was also evident in some of the slope
estimates from the SLRs, which were shown in Fig. 6. The
SLR and MLR accounted for about 98% and 96% of the
variance, respectively. Despite this fact, the two models dif-
fered significantly. However, the MLR may be preferable in
that it required approximately 1/3 of the variables, compared
to what were used during SLR. In the interest of complete-
ness, results based on both SLR and MLR will be provided
in subsequent figures.

The STCs shown in Fig. 6 are superimposed in the top
panel of Fig. 8, with L2 as the parameter, which increases as

the placement of the STC moves up in the figure �L2

=50 dB SL shown as the top STC for both f2 frequencies�.
The “suppression thresholds” plotted in Fig. 6 and in the
STCs shown in the top panel of Fig. 8 represent the D=0
intercept of the previously described SLRs that were fit to
each mean decrement-versus-L3 function at each L2. Thus,
the thresholds on the STC at one L2 were treated as if they
were independent from those at other L2 levels. In the bottom
panel of Fig. 8, MLRs, as described earlier, were fit to the
decrement functions for each f3. The MLR forced the shift in
suppression threshold with L2 to be uniform at each f3. This
reduced inconsistencies in the STCs across L2 levels �but not
across f3�, which had the effect of smoothing the STCs.
While the STCs derived from decrement functions fit with
MLRs are more uniform across L2, the trends are essentially
the same as those seen in the STCs that were obtained when
SLRs were fit to the decrement-versus-L3 functions sepa-
rately for each L2. Within both panels of Fig. 8, the closed
symbols represent the mean behavioral thresholds for the 23
f3 frequencies and the two f2 frequencies. These thresholds
confirm that the subjects who participated in this study had
normal thresholds for a wide range of frequencies.

The representations shown in Fig. 8 emphasize the dif-
ferences in changes in thresholds around the “tip” versus
changes in threshold on the low-frequency tails of the STCs.
For any L2, threshold differences between the tip and the tail
are less when f2=500 Hz. At 4000 Hz, thresholds at the tip
move about 10 dB for each 10 dB increase in L2, as ex-
pected. This trend is less evident when f2=500 Hz. For both
f2 frequencies, smaller shifts in L3 with L2 are observed for
low-frequency suppressors and larger shifts in L3 with L2 are
seen for high-frequency suppressors relative to f2. The fre-
quency at which the lowest suppression threshold occurred
appears to migrate toward lower frequency as L2 increases.
This latter trend is more evident when f2=500 Hz.

D. Quantitative descriptions of the DPOAE STCs

Figure 9 plots the level of the suppressor �L3� necessary
to produce 3 dB of suppression as a function of L2. Data for
f2=500 and 4000 Hz are shown in the left and right col-
umns, respectively. The top row shows the results that were
obtained when the SLRs were used to estimate the suppres-
sor level, whereas the bottom row provides results when
MLRs were used to derive the L3 that caused 3 dB of sup-
pression. In each panel, open symbols represent the results
when f3 was approximately 1 octave lower than f2 �which is
being viewed as the low-frequency condition for which the
response presumably is more linear at the f2 place�. Closed
symbols represent the results when f3� f2 �the on-frequency
condition for which we assume that the processing is similar
and compressive for both f2 and f3 at or near the f2 place�.
The lines in each panel represent linear fits to the data, with
the slopes of the lines provided within each panel adjacent to
the set of data to which they apply. For both f2 frequencies,
greater suppressor level was needed when f3 was 1 octave
below f2, compared to when f3� f2. The differences between
L3 for low- and on-frequency suppressors were greatest for
the lowest L2, and decreased as L2 increased. When f3� f2,

FIG. 8. Mean STCs for 500 and 4000 Hz. Top: STCs constructed using
simple linear regressions that were fit to the decrement-vs-L3 functions.
Bottom: STCs constructed using multiple linear regressions that were fit to
the decrement-vs-L3 functions. Within each panel, L2 increases from the
STC with the lowest suppression threshold to the highest. Superimposed in
both panels are the mean behavioral thresholds �closed circles� for all the f2

and f3 frequencies used in the present study.
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the L3 for 3 dB of suppression increased almost linearly with
L2. At first glance, this may seem surprising, since cochlear
responses for best-frequency tones are compressive; how-
ever, both f3 and f2 are being processed similarly by the
compressive nonlinearity, resulting in a linear relationship
between L3 and L2. An estimate of compression for f2 can be
derived from the slope of the functions when f3= f2–1 octave
on the assumption that the response to this suppressor is
linear at or near the f2 place while the response to f2 is
compressive at the same place. The reciprocal of the slopes
for these conditions result in estimates of compression that
range from 2.4 �f2=500 Hz, MLR� to 3.2 �f2=4000 Hz,
MLR�.

The data shown in Fig. 9 were converted into tip-to-tail
differences by subtracting L3 when f3� f2 from L3 when f3

was 1 octave below f2 at each L2. These tip-to-tail differ-
ences are plotted as a function of L2 in Fig. 10. Results based
on SLR and MLR fits are shown in the top and bottom pan-
els, respectively. Within each panel, open and closed sym-
bols are used to represent results for f2=500 and 4000 Hz,
respectively. Tip-to-tail differences decreased as L2 increased
for both f2 frequencies. However, these differences were
15–25 dB greater when f2=4000 Hz, depending on L2. For
example, the tip-to-tail differences at 4000 Hz were 49 and
43 dB for L2 levels of 10 and 20 dB SL �based on analyses in
which MLRs were used�. In contrast, the tip-to-tail differ-
ence at 500 Hz was about 20 dB when L2=20 dB SL. In
fact, the smallest tip-to-tail difference at 4000 Hz �about
22 dB when L2=50 dB SL� was larger than the largest tip-
to-tail difference observed at 500 Hz �about 20 dB when

L2=20 dB SL�. As a consequence of the MLR, the function
relating tip-to-tail difference to L2 was a straight line for both
f2 frequencies, as expected. While the functions relating tip-
to-tail differences to L2 are less orderly when the results are
based on the SLR, the overall pattern is the same.

Figure 11 provides QERB estimates as a function of L2

for both primary frequencies, following the same conven-
tions that were used in Fig. 10. QERB is calculated by divid-
ing the characteristic or best frequency �f2� by the equivalent
rectangular bandwidth �ERB�, where ERB is defined as the
bandwidth of a rectangular filter with the same best-
frequency response that passes the same total power. While
sharpness of tuning has frequently been estimated using Q10

in the single-unit literature �Q10�characteristic frequency
�CF� divided by the bandwidth at 10 dB above the threshold
at CF�, QERB has been used recently to estimate sharpness of
tuning for data obtained from humans �e.g., Shera et al.,
2002; Gorga et al., 2003�. It also has the advantage that it
uses data from all points on the STC �appropriately
weighted�, as opposed to being limited to frequencies close
to the tip frequency. Finally, it can be used in cases when a
tip region is poorly defined, which was not the case in the
present study. For both f2 frequencies, QERB decreased as L2

increased, more or less smoothly, depending on whether SLR
or MLR was used. For both regressions, QERB was always
larger when f2=4000 Hz, ranging from about 8 to 4. When
f2=500 Hz, QERB ranged from less than 4 to about 2. Thus,
this estimate of tuning was greater at 4000 Hz, compared to
500 Hz, and the smallest QERB at 4000 Hz �about 4.5 at L2

FIG. 9. L3 for 3 dB of suppression as a function of L2 �dB SL� for on-
frequency �closed squares� and low-frequency �open squares� suppressors.
The low-frequency suppressor was approximately 1 octave below f2. Top
and bottom rows show results for simple and multiple linear regressions,
respectively. Left and right columns show data for f2=500 Hz and f2

=4000 Hz, respectively. The lines represent linear fits to each set of data.
Slopes of these lines are provided as insets adjacent to the line to which they
apply.

FIG. 10. Tip-to-tail difference �in dB� as a function of L2 �dB SL� when
f2=500 Hz �open circles� and when f2=4000 Hz �closed circles�. Top and
bottom panels show the results for simple and multiple linear regressions,
respectively.
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=50 dB SL� was larger than the largest estimate at 500 Hz
�about 4 at L2=20 dB SL�. Larger changes in QERB with L2

were observed when f2=4000 Hz.
Figure 12 plots the best frequency ��BF�, in octaves rela-

tive to f2� as a function of L2, following the conventions used
in Figs. 10 and 11. BF is the frequency for which the sup-
pression threshold occurred at the lowest suppressor level. A
cubic spline was used to interpolate to BF. The spline was
sampled over a finer mesh based on mean L3 for 3 dB of
suppression and corresponding f3 frequencies such that the
resulting piecewise polynomial function is continuous and
smooth between any two adjacent data points. As a result,
BF defined from the spline did not necessarily occur at one
of the suppressor frequencies used during measurements.
The horizontal dashed line drawn at 0 octaves provides a
point of reference. Values above this line represent cases in
which BF was �f2, while values below represent cases when
BF was �f2. Results for SLR and MLR are shown in the top
and bottom panels, respectively. For both f2 frequencies, the
best f3 was slightly higher in frequency than f2 at low L2

levels. This is to be expected because the suppressor fre-
quency for the on-frequency condition was chosen intention-
ally to be slightly higher than f2. For both f2 frequencies, BF
decreased as L2 increased, with larger changes �on a relative
frequency scale, octaves� at 500 Hz, compared to 4000 Hz.
When f2=4000 Hz, BF decreased as L2 increased, but al-
ways exceeded f2. In contrast, a larger decrease in BF was
observed when f2=500 Hz, and, at L2 levels �40 dB SL, BF
was below f2.

IV. DISCUSSION

A motivating factor for the present measurements was
the observation from previous work, in which differences in
dynamic range and perhaps cochlear-amplifier gain were ob-
served for 500 and 4000 Hz, but concerns existed that differ-
ences in noise floor for these two frequencies might have
influenced findings based on DPOAE I/O functions �Gorga et
al., 2007�. High-level responses were similar at 500 and
4000 Hz, suggesting that there was little or no difference
between the two frequencies in the amount of maximum
compression �approximately 4:1 in both cases, based on the
slopes of the I/O functions�. Differences in dynamic range
were the result of differences in the low-level portion of the
I/O functions. The responses at low levels in many different
measurements �e.g., behavioral threshold, thresholds at CF,
or low-level portions of a DPOAE I/O function� can be
thought of as the result of gain produced by the cochlear
amplifier. Thus, the suggestion of a wider dynamic range at
4000 Hz, compared to 500 Hz, in our previous data could be
interpreted as an indication of greater cochlear-amplifier gain
at the higher frequency. However, we were cautious in the
interpretation of those data because the influences of differ-
ences in noise level were not completely controlled. Despite
long averaging times, it was impossible to reduce the noise
to the same low levels at both f2 frequencies. The effects of
noise-floor differences would be manifest at low levels of the
I/O function, where the results at the two frequencies dif-
fered, affecting how confidently the previous results could be
attributed to differences in cochlear processing for low- and
high-frequency stimuli.

FIG. 11. QERB as a function of L2 �dB SL� following the conventions used
in Fig. 10.

FIG. 12. Best frequency in octaves �re: f2� as a function of L2 �dB SL�,
following the conventions used in Figs. 10 and 11. The dashed line is drawn
at 0 octaves relative to f2 and provides a point of reference.
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Like the previous study, measurement-based stopping
rules including long averaging times were used in the present
experiment in efforts to reduce the noise floor at both fre-
quencies, and, like the previous study, the same noise floors
were not achieved at 500 and 4000 Hz. However, unlike the
previous study, the influence of differences in noise floor was
reduced in the present experiment because the measurements
of interest were made under conditions in which the SNR
was favorable �although not the same� at both f2 frequencies.
Figure 2 summarized the DPOAE and noise levels for the
control conditions at the two frequencies. While the SNR
always was greater at 4000 Hz, the SNR was never less than
about 12 dB, and often exceeded that value at both 500 and
4000 Hz. STCs were constructed, using 3 dB decrements,
meaning that the “suppression threshold” points on the STCs
also represent conditions for which the SNR was positive.
Thus, these curves presumably are based on reliable mea-
surements where the influence of noise is less, and therefore,
the major conclusions of this study, which are based on
analyses of the STCs, also are assumed to be relatively un-
affected by the noise.

The DPOAE levels measured in the control conditions
differed across subjects and between frequencies. However,
for a given subject and L2, the responses in the control con-
ditions remained relatively stable �Tables I and II�. This ob-
servation provides additional support relative to the reliabil-
ity of the present measurements. Finally, the conversion of
the data into decrements resulted in less variability across
subjects for some stimulus conditions �Fig. 1�, especially
those surrounding the criterion used for constructing STCs.
Converting DPOAE levels in the presence of the suppressor
into decrements partially took into account differences in the
absolute DPOAE levels produced by individual subjects.

The results described in Figs. 3–6 are consistent with
previous observations of DPOAE suppression, at least for the
case when f2=4000 Hz �e.g., Abdala, 1998, 2001; Abdala et
al., 1996; Gorga et al., 2002a, b, 2003; Kemp and Brown,
1983; Kummer et al., 1995�. For example, decrements were
observed at the lowest suppressor levels when f3� f2. Higher
suppressor levels were needed for both higher and lower f3

frequencies. The slopes of the decrement functions �which
can be viewed as measures of the response to f3 at or near
the f2 place� depended on frequency, with the steepest slopes
for low frequencies, intermediate slopes for f3� f2, and the
shallowest slopes for f3� f2. To our knowledge, similar mea-
surements at 500 Hz have not been reported, and thus, there
are no data to which the present results can be directly com-
pared. Even so, the results observed at 500 Hz are at least
qualitatively similar to those observed at other, higher f2 fre-
quencies. Suppression threshold and growth of suppression
depended on the relationship between f3 and f2 in much the
same way at 500 Hz as it did when f2=4000 Hz �compare
decrement functions in Figs. 3 and 4, and the slopes of these
functions at both frequencies, which were summarized in
Fig. 5�. The comparison of slopes for L2 and L3 provided in
the right panel of Fig. 7 indicates that the rates of growth are
nearly identical on a relative suppressor-frequency scale at
500 and 4000 Hz. In total, the results summarized in Tables

I and II, Figs. 2–5, and Fig. 7 provide evidence in support of
both the validity and reliability of the present measurements.

Results suggesting that there may be differences in co-
chlear processing at 500 and 4000 Hz are provided in Figs. 6
and 8, where DPOAE STCs are presented for both frequen-
cies. Differences in response properties are highlighted in the
summaries of these STCs provided in Figs. 9–12. STCs are
broader at 500 Hz, compared to 4000 Hz, which is an ex-
pected finding, given the known trends in tuning as a func-
tion of frequency, based on other physiological and behav-
ioral measurements. Interestingly, there is more evidence of a
low-frequency tail when f2=500 Hz, with less evidence of
the tail at 4000 Hz. As stated earlier, we have no explanation
for why low-frequency tails were observed in the present
DPOAE STCs at 500 Hz, given previous physiological data
from lower animals.

In any event, it is often assumed that the response to a
low-frequency tone relative to BF �f2 in DPOAE suppression
studies� is linear if the low-frequency tone is sufficiently low
in frequency relative to BF. The fact that suppression thresh-
olds were relatively constant for f3�258 Hz is taken as evi-
dence in support of the view that measurements were made
on the linear or, at least, asymptotic low-frequency tail of the
response area when f2=500 Hz. In contrast, we are less con-
vinced that an f3 was selected that was sufficiently low in
frequency relative to 4000 Hz in order to be certain that the
response to f3 is linear �or, at least asymptotic� at or near the
f2 place.

Despite the observation that we may not be in the linear
or asymptotic response region with the lowest f3 used in the
present study when f2=4000 Hz, the differences in threshold
between BF and a frequency one octave lower than BF are
not the same at 500 and 4000 Hz. There is less threshold
difference between on-frequency and low-frequency sup-
pressors, but this cannot be attributed to problems associated
with having an insufficiently low, low-frequency suppressor
when f2=500 Hz because at least three suppressor frequen-
cies had about the same thresholds on the tail of the 500 Hz
STC. As expected, the slope of the functions relating L3 to L2

for on-frequency suppressors approaches 1 �i.e., between
0.87 and 0.93 at both 500 and 4000 Hz; see, for example, the
closed symbols in the bottom row of Fig. 10�. This is not a
surprising outcome, because cochlear processing at or near
the f2 place is nonlinear and compressive for both the signal
eliciting the response and the suppressor reducing that re-
sponse. As a result, the processing of both f2 and f3 is simi-
larly nonlinear, resulting in a straight line with a slope ap-
proaching 1 when the probe and suppressor are
approximately equal in frequency. It is unclear why the slope
was not closer to 1. However, for both 500 and 4000 Hz, the
“on-frequency” suppressor was slightly higher in frequency
than f2. The observation of slopes less than 1 for f2� f3 may
be a consequence of the fact that the slope of the decrement-
versus-L3 function decreases as f3 increases above f2, sug-
gesting that the “growth of response” to f3 at or near the f2

place is more gradual, compared to the response to f2 at or
near the same place.

An estimate of compression at f2 can be obtained by
examining the slope of the functions relating L3 to L2 when
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f3 is 1 octave below f2 �open symbols, Fig. 9�. Slopes for
these conditions provide this estimate on the assumption that
the response to f2 near the f2 place is compressive, while the
response to f3 at or near the f2 place is more or less linear.
Taking the reciprocal of the slope results in compression ra-
tios that depend on whether the functions were derived from
data which were fit with SLR versus MLR. More important,
these reciprocals provide estimates of compression that range
from about 2.4 to 3.2, and were similar for 500 and 4000 Hz,
indicating that the responses were nonlinear at both frequen-
cies. These estimates are less than those typically ascribed to
cochlear compression, based on either behavioral data or di-
rect measurements �e.g., Oxenham and Plack, 1997; Oxen-
ham and Bacon, 2003; Robles and Ruggero, 2001; Rosen-
gard et al., 2005�. However, the present compression
estimates are independent of stimulus level, so they are not
directly comparable to estimates based on I/O functions.

In similar fashion, the present estimates of compression
also differ from the estimates for maximum compression that
were derived from our previous measurements of DPOAE
I/O functions �Gorga et al., 2007�. While estimates of the
dynamic range differed at 500 and 4000 Hz �based on our
previous data�, the slopes of the functions for high-level in-
puts were about 0.25 or 0.20 at both frequencies, for a com-
pression ratio of 4:1 or 5:1. In our previous work, we were
concerned about the influence of differences in noise levels
at the two frequencies. However, those concerns primarily
related to measurements for low-level stimuli. Estimates of
maximum compression in our previous data were made from
high stimulus-level conditions. The influence of noise for
high-level inputs is expected to be reduced because the SNR
was large at both frequencies, increasing our confidence in
the estimates of compression from the previously reported
DPOAE I/O functions. One interpretation of the apparent
discrepancy between these different estimates of compres-
sion is that the slope of the function relating suppression
threshold to L2 is not simply related to the slope of the cor-
responding I/O function. While both depend upon the exis-
tence of a compressive nonlinearity, the transformation be-
tween slope of an I/O function and slope of a function
relating levels for on- and low-frequency suppressors is not
simple.

Mills �1998� used tip-to-tail differences in DPOAE mea-
surements in lower animals as an estimate of cochlear-
amplifier gain. Pienkowski and Kunov �2001� and Gorga et
al. �2002a, b; 2003� applied the same approach to DPOAE
suppression data from humans. In general, the estimates of
gain from these studies were within the range that would be
expected, based on data from lower animals. Maximum ob-
served gain was about 45 dB, and decreased as level �L2�
increased. The results from the present study are similar to
the previous findings, but only when f2=4000 Hz �Fig. 10�.
While the tip-to-tail difference �the estimate of cochlear-
amplifier gain used in this and previous DPOAE studies�
decreased as L2 increased for both f2 frequencies, smaller
estimates of gain were observed at 500 Hz. Recently, Keefe
et al. �2008� described comparable data based on suppression
of stimulus frequency otoacoustic emissions �SFOAE�. Tip-

to-tail differences based on SFOAE STCs were roughly simi-
lar to those based on DPOAE STCs at both 500 and
4000 Hz.

In the present study, the smallest estimate of gain at
4000 Hz �22 dB when L2=50 dB SL� was greater than the
largest estimate of gain at 500 Hz �20 dB when L2=20 dB
SL�. At L2=20 dB SL �the lowest level for which data were
available at both f2 frequencies�, the gain at 4000 Hz ex-
ceeded the gain at 500 Hz by more than 20 dB, or more than
a factor of 10. These results suggest that cochlear-amplifier
gain is present both at 500 and at 4000 Hz, but the gain is
greater at 4000 Hz. Recall that tip-to-tail differences were
based on a comparison of suppression threshold for cases in
which f3� f2 with the results when f3 was 1 octave below f2.
At 500 Hz, the suppression threshold for the low-frequency
f3 was similar and relatively constant for this and lower fre-
quencies, suggesting that it represented a condition in which
the response to f3 at or near the f2 place was perhaps linear
�see the low-frequency tails of the STCs in Figs. 6 and 8�. In
contrast, it was less obvious that the suppression threshold
for the lowest f3 at 4000 Hz was on an asymptotic portion of
the STC, which might mean that we underestimated the gain
at 4000 Hz. The differences in cochlear-amplifier gain be-
tween 500 and 4000 Hz, based on tip-to-tail differences,
might be even greater if suppression measurements were
made at a lower f3 when f2=4000 Hz. These gain differences
indicate that cochlear processing in humans at these two fre-
quencies is qualitatively similar, but quantitatively different.

The estimate of sharpness of tuning, QERB, decreased as
L2 increased for both f2 frequencies �Fig. 11�. No consistent
dependence of QERB on level was observed in SFOAE STCs
�Keefe et al., 2008�, but was evident in similar estimates
derived from SFOAE latencies �Schairer et al., 2006�. These
SFOAE data, as well as other QERB estimates based on
SFOAE latency reported by Shera et al. �2002�, revealed
higher values of QERB than those observed in the present
study at comparable levels. A possible reason for the smaller
QERB in the present study is the presence of a second tone in
the DPOAE stimulus. Suppression of the cochlear response
to either tone is expected to reduce DPOAE level; thus, a
wider range of f3 may be suppressive. In contrast, SFOAEs
are elicited by a single tone; thus, the suppressive range of
frequencies is expected to be narrower. This stimulus differ-
ence could explain why the QERB of DPOAE STCs is ap-
proximately 20% smaller than the QERB of SFOAE STCs
�Keefe et al., 2008� or some of the latency-based estimates of
SFOAE QERB �Schairer et al., 2006�, but may be inadequate
to explain the apparent discrepancy between our DPOAE
QERB estimates and other latency-based SFOAE QERB esti-
mates �Shera et al., 2002�, which are as large as twice the
present estimates.

The changes in our QERB estimates with level were
greater at 4000 Hz, compared to 500 Hz. Part of this differ-
ence could relate to the fact that QERB was less at 500 Hz,
even at the lowest L2 levels, so there was less “opportunity”
for spread in the representation at this frequency with in-
creased level. The analysis summarized in Fig. 11 represents
a case in which the results derived from the MLR may have
obscured an effect. Specifically, the results based on SLR

J. Acoust. Soc. Am., Vol. 123, No. 4, April 2008 Gorga et al.: Low- and high-frequency suppression 2187



showed discrete changes in QERB, which were smoothed by
the MLR. In this case, it is unclear which analysis better
describes the changes in QERB with level. Having said this,
the smallest QERB at 4000 Hz �4.5 when L2=50 dB SL� was
greater than the largest QERB at 500 Hz �4 when L2=20 dB
SL�. Sharper tuning at higher frequencies is the expected
outcome, given previous physiological and psychophysical
data from both humans and lower animals.

The systematic dependence of both tip-to-tail differ-
ences �Fig. 10� and QERB �Fig. 11� on L2 �especially evident
in the results based on MLR� suggests a relationship between
these two metrics. In Fig. 13, tip-to-tail difference is plotted
as a function of QERB, following the convention used in pre-
vious figures, in that results based on SLR and MLR are
shown in the top and bottom panels, respectively. The lines
in these two panels represent linear fits to the data, combin-
ing the data from both 500 and 4000 Hz to generate the fits.
We are unaware of other summaries in which these two vari-
ables were plotted against each other. Striking in Fig. 13 is
the trade off between sharpness of tuning and cochlear-
amplifier gain. As the tuning increases, so does the gain.
Although purely speculative, one can imagine a situation in
which sharpness of tuning is traded for gain in order to
achieve some constant output. Also of interest is the obser-
vation that the data at 500 and 4000 Hz appear to fall on the

same line. These results lead us to speculate that the nonlin-
earity at 500 Hz is the same as the nonlinearity at 4000 Hz,
with the only difference being that we are operating at dif-
ferent points on the nonlinear function. An expression for
“frequency-normalized gain-bandwidth product” �GBW� fur-
ther emphasizes this point:

GBW =
tip-to-tail

QERB − 1
. �2�

From SLR and MLR estimates of tip-to-tail and QERB, GBW
�about 6 or 7 for every L2 level and for both f2 frequencies.
The invariance of this relationship �across f2 and L2� sup-
ports the view that the nonlinear mechanism is similar at the
500 and 4000 Hz locations in the cochlea. It may be that
different “set points” at these two locations cause the same
nonlinear mechanism to operate within different ranges of
gains, while consistently maintaining the same GBW at all
levels at both locations.

BF decreased as L2 increased for both f2 frequencies,
although the changes were greater for 500 Hz �Fig. 12�. This
means that the location of the maximum nonlinear interac-
tion between the primaries whose response was being sup-
pressed shifted toward lower frequencies as level increased.
This too is not a surprising observation, as evidence exists to
suggest that the maximum representation for a given place
occurs at lower frequencies for high levels of stimulation.
The differences between frequency in the present study sug-
gest that a greater apical shift occurred when f2=500 Hz.

In this study, we have not considered how a reflected
contribution from the DPOAE place may have affected the
present results. It is widely accepted that both a distortion
and a reflection source may contribute to the DPOAE mea-
sured in the ear canal �e.g., Heitmann et al., 1998; Kalluri
and Shera, 2001; Konrad-Martin et al., 2001; Shear and
Guinan, 1999; Stover et al., 1996; Talmadge et al., 1999;
Zweig and Shera, 1995�. No effort was made in this study to
eliminate reflection-source contribution. However, it is not
apparent how reflection-source contribution could have af-
fected the data we collected or alter our interpretation of the
frequency effects observed in this study.

In summary, the present study provides estimates of
cochlear-response properties for a high and a low frequency,
based on measurements in which efforts were made to ac-
count for forward middle-ear transmission, individual differ-
ences in optimal primary-level ratios, and the influence of
noise. Our results suggest that the responses from the 500
and 4000 Hz regions are similar, in that both show a fre-
quency dependence in the rate at which suppression grows.
In fact, the slopes of functions relating decrement to suppres-
sor level are nearly identical at the two frequencies. Esti-
mates of compression also were similar for 500 and
4000 Hz. Although evidence of tuning around the primary
frequencies �f2�, and level-dependent changes in cochlear-
amplifier gain, tuning and best frequency was present, there
were quantitative differences in these measures between the
two f2 frequencies. These differences could not be attributed
to differences in noise, which was a concern in our previous
efforts to compare cochlear processing for low- and high-
frequency stimuli. One of the clearest outcomes in the

FIG. 13. Tip-to-tail difference as a function of QERB, following the conven-
tion used in Figs. 10–12. Circles represents data for 500 Hz and triangles
represent data for 4000 Hz. For both frequencies, the point with the lowest
tip-to-tail difference/QERB represents results for the highest L2 level �50 dB
SL at both frequencies� and the points with the largest QERB/tip-to-tail dif-
ference represent results for the lowest L2 levels �20 dB SL at 500 Hz and
10 dB SL at 4000 Hz�. Lines in each panel �SLR and MLR� represent linear
fits to the data.
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present study is evidence to suggest that cochlear-amplifier
gain is greater at 4000 Hz, compared to 500 Hz. Assuming
that cochlear-amplifier gain is maximal for low-level inputs,
the difference in maximum gain was at least 20 dB, if not
greater. Even so, it appears that the nonlinearity is similar at
500 and 4000 Hz, and that differences in QERB and tip-to-tail
differences are the result of the fact that the nonlinear filter
operates over different ranges of gain. In total, the results
reported in the present study suggest that, in humans, there
are both similarities and differences in cochlear processing at
the base, compared to the apex, but the differences may rep-
resent simply a set-point variation of the same nonlinear
mechanism.
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Previous non-invasive brain research has reported auditory cortical sensitivity to periodicity as
reflected by larger and more anterior responses to periodic than to aperiodic vowels. The current
study investigated whether there is a lower fundamental frequency �F0� limit for this effect.
Auditory evoked fields �AEFs� elicited by natural-sounding 400 ms periodic and aperiodic vowel
stimuli were measured with magnetoencephalography. Vowel F0 ranged from normal male speech
�113 Hz� to exceptionally low values �9 Hz�. Both the auditory N1m and sustained fields were
larger in amplitude for periodic than for aperiodic vowels. The AEF sources for periodic vowels
were also anterior to those for the aperiodic vowels. Importantly, the AEF amplitudes and locations
were unaffected by the F0 decrement of the periodic vowels. However, the N1m latency increased
monotonically as F0 was decreased down to 19 Hz, below which this trend broke down. Also, a
cascade of transient N1m-like responses was observed in the lowest F0 condition. Thus, the auditory
system seems capable of extracting the periodicity even from very low F0 vowels. The behavior of
the N1m latency and the emergence of a response cascade at very low F0 values may reflect the
lower limit of pitch perception. © 2008 Acoustical Society of America. �DOI: 10.1121/1.2888489�

PACS number�s�: 43.64.Ri, 43.64.Qh, 43.64.Sj �WPS� Pages: 2191–2199

I. INTRODUCTION

In western languages, the majority of speech sounds
such as vowels, semivowels and diphthongs are voiced and
thus quasi-periodic. Periodicity is an important feature of
speech sounds as it enables both phonological and intona-
tional contrasts. Unfortunately, relatively few studies of cor-
tical periodicity detection have employed actual speech
stimuli. Instead, synthetic non-speech sounds are favored be-
cause their periodicity can easily be manipulated in a con-
trolled way. However, the choice of stimuli can considerably
affect the cortical responses to sound periodicity: Irrespec-
tive of their periodicity, cortical responses to speech sounds
are reported to differ with respect to amplitude and source
location from those elicited by non-speech sounds �Hewson-
Stoate et al., 2006�. Similarly, human voice per se elicits
stronger activation �Gunji et al., 2003� in the human cortex
than do other sound categories and is processed in special-
ized cortical regions �Belin et al., 2000�. Moreover, Whalen
et al. �2006� presented evidence for a specialized speech sys-

tem where the earlier cortical treatment of speech is sup-
pressed in favor of a specialized representation formed in the
subsequent stages of speech processing. Consequently, the
results of human neuroimaging studies using artificial non-
speech stimuli cannot be generalized to the processing of
speech sounds. Instead, to determine the cerebral mecha-
nisms involved in the processing of voiced speech, it is es-
sential to use realistic speech sound as stimuli. To this end,
methods such as semisynthetic speech generation �SSG�
�Alku et al., 1999� that yield highly natural, yet fully con-
trollable speech stimuli have become available for the pur-
poses of brain research.

Periodic vowels are produced when air expelled from
the lungs makes the vocal folds fluctuate. Consequently, the
vocal tract is excited by a quasi-periodic glottal flow wave-
form resulting in speech pressure signals whose temporal
structure consists of repeating periods. The spectra of these
sounds are characterized by a comb structure with high-
amplitude peaks, or partials, corresponding to integer mul-
tiples of the F0. The F0 values of average conversational
speech are approximately 200 Hz for female and 125 Hz for
male voices. In singing, however, the F0 may reach consid-
erably lower or higher values. In contrast, unvoiced sounds,
such as fricatives and whispered vowels, are temporally ape-

a�Author to whom correspondence should be addressed. Electronic mail:
santeri.yrttiaho@tkk.fi.

J. Acoust. Soc. Am. 123 �4�, April 2008 © 2008 Acoustical Society of America 21910001-4966/2008/123�4�/2191/9/$23.00



riodic and spectrally irregular, that is, they lack the comb
structure. Perceptually, most periodic sounds produce a pitch
sensation while most aperiodic sounds do not. In addition to
the harmonic structure, the spectra of voiced speech sounds
are characterized by the overall envelope which gradually
decreases towards high frequencies. This envelope comprises
local high-energy resonances caused by the vocal tract.
These resonances, termed the formants �F1, F2, F3, etc.�,
determine vowel identity.

The cortical processing of speech involves rapidly
changing activity in distinct locations in cortex. Therefore,
the study of cortical processing of speech requires both tem-
porally and spatially accurate imaging techniques. Magne-
toencephalography �MEG� is a non-invasive technique used
to measure the magnetic fields produced by electrical activity
in the brain and it combines high temporal acuity with good
spatial resolution. Sources of brain activity can be located
from multi-channel MEG recordings by mathematical proce-
dures such as equivalent current dipole �ECD� modeling. The
most prominent auditory evoked field �AEF�, elicited by any
audible sound, is the transient N1m response peaking around
100 ms after stimulus presentation �Näätänen and Picton,
1987�. The cortical processing of sound features is reflected
in the amplitude, latency and source location of the N1m
response. Other cortical responses have been studied exten-
sively as well, including the sustained field �SF� which is
elicited by prolonged auditory stimulation and reaches its
maximum around 400 ms �Hari et al., 1980; Pantev et al.,
1994; see also Picton et al., 1978a&b�.

Previous MEG studies have reported cortical sensitivity
to periodic sounds. For example, larger N1m amplitudes to
periodic than to aperiodic stimuli have been reported in stud-
ies using non-speech �Gutschalk et al., 2004; Soeta et al.,
2005; Lütkenhöner et al., 2006� and artificial speech-like
�Hertrich et al., 2000� sounds. Also, an anterior shift of the
source location is associated with the AEF elicited by the
onset of a periodic vowel after an aperiodic voiceless frica-
tive �Kaukoranta et al., 1987� and by square wave stimula-
tion after aperiodic noise �Mäkelä et al., 1988�. Further,
when continuous auditory stimulation changes from aperi-
odic to quasi-periodic iterated ripple noise �IRN�, the AEF
grows in amplitude and its source shifts in the anterior direc-
tion �Krumbholz et al., 2003�. However, in a transient stimu-
lation condition, the N1m amplitude enhancement associated
with periodicity seems to depend on sound F0: Soeta et al.
�2005�, using 1000 Hz IRN stimuli, reported such an en-
hancement, whereas Krumbholz et al. �2003� found no en-
hancement when they used IRN stimuli with F0s in the 16–
250 range.

Gutschalk et al. �2004�, separating an anterior and a pos-
terior source of the N1m, showed that only the anterior
source was sensitive to auditory periodicity. In contrast, the
posterior source was sensitive to the amount of sound energy.
Also, the auditory SF responses arise from two separate
sources sensitive to the temporal periodicity and sound en-
ergy, respectively �Gutschalk et al., 2002; Gutschalk et al.,
2004�. The periodicity-sensitive AEF source is activated by
very different types of stimuli. Specifically, the onset of ei-
ther monaural �IRN� or binaural �Huggins pitch� periodicity

within ongoing noise elicits a periodicity-specific onset re-
sponse similar to that reported by Krumbholz et al. �2003�
�Hertrich et al., 2005; Chait et al., 2006�. Thus, previous
research suggests the existence of a periodicity-sensitive
source that makes use of a central and binaural representa-
tion of acoustic periodicity. To date, however, the interplay
between the neural populations sensitive to pitch and those
sensitive to speech sounds has been largely unexplored.

When the F0 of periodic broadband sounds is decreased
to sufficiently low values, the perceptual sensation and the
underlying neural responses associated with these sounds are
substantially affected. In particular, the pitch sensation char-
acteristic to periodic sounds disappears when the F0 is de-
creased below 19–40 Hz �Ritsma, 1962; Guttman and Ju-
lesz, 1963; Krumbholz et al., 2000; Pressnitzer et al., 2001�.
The cortical responses to periodic broadband sounds, in the
corresponding F0 range, have been studied with MEG. For
example, Forss et al. �1993� examined N1m responses elic-
ited by 40–320 Hz click trains and reported that the N1m
amplitude and latency decreased and increased, respectively,
as the F0 of the stimuli was decreased. Also, the amplitude of
the SF elicited by click trains decreases as the F0 is de-
creased in the 10–200 Hz range �Gutschalk et al., 2002�.
Unfortunately, as only non-speech stimuli have been used in
these studies, it cannot be established whether the results can
be generalized to the processing of periodic speech sounds.

To overcome the validity issues related to the use of
non-speech stimuli, recent MEG studies have drawn on the
technical advances in speech stimulus generation and inves-
tigated human cortical representations of periodicity with re-
alistic speech sounds. Using these advances, Alku et al.
�2001� and Tiitinen et al. �2005� presented subjects with both
periodic and aperiodic natural-sounding vowels. The spectral
envelope and hence the vowel identity of the periodic and
aperiodic vowels were identical but the natural glottal exci-
tation of the periodic vowels was replaced by a noise se-
quence in the generation of the aperiodic sounds. These stud-
ies demonstrated cortical sensitivity to periodicity, as
reflected by N1m with larger amplitudes and more anterior
response locations to periodic as opposed to aperiodic
sounds �Alku et al., 2001; Tiitinen et al., 2005�. However,
because they only used a single F0 value each, the question
of whether cortical sensitivity to periodicity depends on the
F0 of speech sounds was left open. Furthermore, while the
SF responses have been previously investigated in the con-
texts of both speech �Eulitz et al., 1995� and periodicity
�Gutschalk et al., 2002� separately, the SF dynamics relevant
to the combination of speech and periodicity are unknown.
Experiments with realistic speech sound stimuli of an ex-
tended duration are needed to clarify these issues.

The aim of the current study was to investigate cortical
sensitivity to vowel periodicity, as reflected in both N1m and
SF amplitude and generator source location, with vowels
whose F0 was varied in a controlled manner. In particular,
the focus was on the issue of whether there is a lower F0
limit for this cortical sensitivity to periodicity. When the F0
of a periodic complex sound is decreased, the spectral dis-
tances between its partials are shortened. Therefore, if there
is a critical bandwidth that the spectral distance between the
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partials must exceed for the generation of periodicity-specific
cortical activity, the cortical sensitivity to periodicity should
disappear if the vowel F0 falls below this critical value.
Thus, it may be hypothesized that cortical responses evoked
by periodic vowels increasingly resemble responses evoked
by aperiodic sounds as F0 is decreased. However, in spite of
F0 decrements, the periodicity and the harmonic comb struc-
ture of periodic vowels, as acoustic stimuli, are preserved.
Although the frequency resolving power of the auditory pe-
riphery limits the place code representation of the vowel
comb structure at low F0 values, the periodicity information
is also available in the neural discharge patterns of auditory
periphery as shown, for example, by in vivo measurements
of cat auditory nerve fibers �Cariani and Delgutte, 1996�.
Therefore, it is possible that cortical sensitivity to vowel pe-
riodicity is maintained although the F0 is decreased notably
below the range of normal speech.

The existence of a lower F0 limit for cortical sensitivity
to vowel periodicity was determined by using the responses
to aperiodic vowels as a baseline. Natural-sounding, fully
controlled vowels generated with the SSG method �Alku
et al., 1999� were used as stimuli. The F0 of the periodic
vowels was decreased in a controlled way from values typi-
cal to male speech �113 Hz� to exceptionally low values
�9 Hz�. Extended vowel durations were used because of long
period lengths in the low F0 range. This allowed the inves-
tigation of both the N1m and the SF responses elicited by the
vowel stimuli.

II. METHODS

A. Subjects

Fourteen subjects �average age 28 years, standard devia-
tion 8.8 years; three females� participated in the study with
written informed consent. All subjects reported normal hear-
ing and being right handed. The experiment was approved by
the Ethical Committee of Helsinki University Central Hospi-
tal. During the experiment, the subjects, instructed not to pay
attention to the auditory stimuli, concentrated on watching a
silent video. The subjects were also instructed to avoid eye
movements and blinks during MEG data acquisition.

B. Stimulus preparation and presentation

The stimuli were created with semisynthetic speech gen-
eration �SSG�, a method which produces high-quality syn-
thetic vowels from natural glottal excitations in conjunction
with artificial vocal tract models �Alku et al., 1999�. Using
SSG, a glottal excitation pulseform �F0=113 Hz� was first
extracted from an utterance produced by a male speaker. Five
variants of this periodic excitation waveform, each with dif-
ferent F0, were then created by increasing the lengths of the
closed phase durations of the individual glottal pulses. The
waveform of the glottal excitation pulseform was similar
during the closing phase in all the periodic vowel stimuli of
different F0. The closing phase acts as the acoustical main
excitation to the vocal tract �Gauffin and Sundberg, 1989;
Fant, 1993; Alku et al., 2006�. Thus, the characteristics of
the synthesized periodic speech sounds during their most en-
ergetic time spans were consistent across different F0s. In-

cremental lengthening of the fundamental period was con-
ducted in order to create excitation waveforms whose F0
decreased in 10% steps on the ERB scale �Glasberg and
Moore, 1990�. This resulted in glottal sources with the fol-
lowing F0 values: 113 Hz �original glottal excitation�, 86,
62, 40, 19, and 9 Hz. In addition to these periodic excitation
signals, an aperiodic noise sequence was produced using ran-
dom numbers with uniform distribution. The power spectrum
of this noise sequence was matched to the spectrum of the
original periodic glottal pulseform by using low-order filter-
ing computed with linear predictive coding �LPC� �Rabiner
and Schafer, 1978�.

As the final step of the stimulus synthesis, all six peri-
odic glottal waveforms and the aperiodic sequence were fil-
tered by artificial all-pole vocal tract models mimicking the
formant structures of the vowel /a/ and /e/. The vocal tract
filters were adjusted to create the following values for the
lowest four formant frequencies: 605 Hz �F1�, 925 Hz �F2�,
2005 Hz �F3�, and 3465 Hz �F4� for the vowel /a/ and at
450 Hz �F1�, 1960 Hz �F2�, 2240 Hz �F3�, and 3595 Hz �F4�
for the vowel /e/. All the stimuli could be easily identified as
the corresponding vowel, that is, either as /a/ or /e/, for all
seven excitation waveforms. Figure 1 depicts the time-
domain waveforms and the spectra of the vowel /a/ in the
case of the periodic stimuli with the highest and lowest F0
and in the case of the aperiodic stimulus.

As the peak-to-average ratio of the vowel waveform am-
plitude increases with decreasing F0, it is not possible to
match the stimuli on both peak and rms waveform ampli-
tudes at the same time. Therefore, instead of matching the
stimuli based on the waveform amplitudes, they were
matched with respect to the actual acoustic energy, quantified
as sound pressure level �SPL�, received by the ear. The SPL
of the stimuli were measured with a sound level meter using
the A frequency weighting and temporal integration so as to
approximate the properties of human hearing. Based on these
measurements, the stimuli were calibrated to an equal SPL of
75 dB�A�.

Stimulus duration was 400 ms, and onsets and offsets
were smoothed with a 5 ms Hanning window. The stimuli
were created in 22.050 kHz, 16 bit format. They were deliv-
ered to the subjects diotically through plastic tubes and ear-
pieces, characterized by a 3 dB pass band from 70 Hz to
4 kHz, with an onset-to-onset interval of 1500 ms. The ex-
periment was run with Presentation® software �Neurobehav-
ioral Systems, Inc.� suitable for real-time delivery of audi-
tory stimuli. Each stimulus was presented in its own
sequence and the 14 sequences were presented in pseudoran-
dom order counterbalanced across subjects.

C. MEG data acquisition

Cortical activation elicited by the stimuli was registered
with a 306-channel whole-head MEG measurement device
�Elekta Neuromag Oy, Finland� in a magnetically shielded
room. At the beginning of each stimulus sequence, the head
position with respect to the sensor array was determined by
using head position indicator coils attached to the subject’s
scalp, with the locations of the coils with respect to the left
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and right preauricular points and the nasion having been de-
termined prior to the measurement. The data were acquired
with a recording bandwidth of 0.1–200 Hz and sampled at
600 Hz. In order to attenuate the cortical activity not time
locked to stimulus presentation �e.g., activity related to
muscle artifacts, eye movements caused by watching the
video� 150 artifact-free evoked responses per stimulus were
averaged over a period of 600 ms including a 100 ms pre-
stimulus baseline. Epochs containing artifacts, defined as
MEG sensor values exceeding �3000 � fT /cm or eye move-
ment potentials exceeding �150 � �V, were excluded online.

D. ECD modeling

The amplitudes and generator locations of the N1m and
SF responses were investigated with the ECD modeling tech-
nique in each hemisphere separately, with the assumption of
a single dipole in a spherical volume conductor. Latency
analysis was restricted to the transient N1m responses be-
cause these �unlike SF responses� have well defined peaks.
The MEG waveforms were baseline corrected with respect to
the 100 ms prestimulus interval and band-pass filtered at
1–20 Hz prior to ECD analysis. The ECDs were fitted to the
maximum amplitude points of the auditory N1m and SF, at

90–150 ms and �340 ms post-stimulus latencies, respec-
tively. Conditions with poor ECD fits were defined as dipoles
with goodness-of-fit values �60% or anomalous generator
locations. Any poor ECD fits were considered missing values
in the statistical analysis stage and led to subject rejection.
The average goodness of fit of ECDs was over 85% for the
nine subjects that were included in the statistical analyses.

E. Statistical analyses

The means of the ECD model dimensions �amplitude
and source location coordinates� obtained from different
stimulus conditions were compared with repeated measures
analyses of variance �ANOVAs�. Mauchley sphericity tests
were run in order to test the assumption of sphericity of data,
and Huynh-Feldt corrections on the degrees of freedom were
made when the assumption of sphericity was violated. The
data were analyzed with response�hemisphere�vowel�F0
ANOVAs where “response” comprised response types N1m
and SF, “hemisphere” comprised the left and the right hemi-
sphere, “vowel” comprised vowels /a/ and /e/, and the levels
of factor “F0” consisted of the six fundamental frequencies
and the aperiodic condition. The N1m latencies were ana-
lyzed with a hemisphere�vowel�F0 ANOVA. Both the

20 dB

FIG. 1. Examples of the time-domain waveforms and the spectra of the vowel /a/ used in the study. The vowel in the case of periodic glottal excitation with
the highest �113 Hz� and lowest �9 Hz� F0 and in the case of aperiodic glottal excitation is shown. A comb structure, characteristic of periodic sounds, is
observed in the spectrum of the 113 Hz vowel but becomes very dense for the spectra of the 9 Hz vowel and is lacking in the spectra of the aperiodic vowel.
Vowels with F0 between the extreme 113 Hz and 9 Hz values have intermediate period lengths and comb structure densities. The spectral envelope and vowel
formant structure are unchanged by the manipulations of vowel periodicity. The first 200 ms of the stimuli are shown in the waveforms; the spectra were
calculated from the entire duration of the stimuli.
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main and the interaction effects of ANOVAs were investi-
gated and all statistically significant effects are reported.
Newman-Keuls tests were used as a means of post-hoc
analysis for pairwise differences in the data.

RESULTS

Prominent N1m and SF responses were recorded in both
hemispheres for both the aperiodic and periodic instances of
the vowels /a/ and /e/ and for all F0 values of the periodic
vowels. Multiple transient responses were observed in the
9 Hz condition, but not in the other conditions. Figure 2
illustrates grand-average waveforms from MEG sensors with
maximum response amplitudes obtained above the left and
right auditory cortices. Examples of ECD modeling results
from the sensor array of each hemisphere are shown in Fig.
3.

The N1m and SF amplitudes and the N1m latencies are
shown in Fig. 4. Both the N1m and SF responses elicited by
the periodic vowels were larger in amplitude than those elic-

ited by the aperiodic vowels �F6,48=6.92, p�0.001�. Post-
hoc analysis indicated that while the amplitudes in all peri-
odic conditions were larger �23.3–27.3 nAm� than in the
aperiodic condition �19.2 nAm�, there were no differences in
amplitude among the periodic conditions. The effect of F0
differed somewhat between N1m and SF, as indicated by an
interaction effect between response type and F0 �F6,48=3.49,
p�0.01�. The N1m and SF amplitudes also varied according
to vowel �F1,8=5.51, p�0.05�, being larger for /e/
�25.7 nAm� than for /a/ �23.50 nAm�. No significant F0
�vowel interaction was observed.

While variations in the F0 of the periodic vowels were
not reflected in the amplitude of the cortical responses, they
did have an effect on N1m latency �F4.5,36.3=5.56, p
�0.001�. A clear monotonically decreasing trend of N1m
latency as a function of the F0 was observed in the F0 range
of 19–113 Hz, with latency varying from 125 ms �F0
=19 Hz� to 115 ms �F0=113 Hz�. The F0 explained on the
average 90% of the N1m latency variability. The slopes of
linear regression lines, fitted to the data at and above 19 Hz,
i.e., excluding the aperiodic and 9 Hz conditions, are −0.08
�/a/� and −0.18 �/e/� in the left hemisphere and −0.08 �/a/�
and −0.04 �/e/� in the right hemisphere. The F0�hemisphere
interaction was, however, not statistically significant. The
N1m latency in the 9 Hz condition �114 ms� was clearly
shorter than that predicted by the trend fitted to the other
periodic conditions and resembled the latency of the aperi-
odic condition �112 ms�.

The AEF source locations are shown in Fig. 5. Both the
N1m and SF responses elicited by the periodic vowels were
anterior to those elicited by the aperiodic vowels �F3.4,27.0

=3.35, p�0.05�. The responses to periodic and aperiodic
vowels were located, on average, 5 and 2 mm, respectively,
anterior to the center of the head. No significant differences
in ECD location were found among the periodic conditions.
The right-hemispheric AEF sources were generated anterior
to their left-hemispheric counterparts, being around 9 and
1 mm, respectively, from the center of the head �F1,8

=15.13, p�0.01� in both hemispheres and for both the N1m

FIG. 2. �Color online� Grand-average response waveforms from the left-
and right-hemispheric sensors yielding maximum responses and located di-
rectly above the auditory cortices. When the vowel F0 was at and above
19 Hz, a single N1m response was followed by a SF response. When F0 was
dropped to 9 Hz, a cascade of transient N1m-like responses became evident.
Both the N1m and SF amplitudes are larger for the periodic than for the
aperiodic conditions. The time scale, partitioned with vertical lines at
100 ms intervals, ranges from 0 ms to 500 ms relative to the stimulus pre-
sentation.

Left hemisphere Right hemisphere

Periodic

Aperiodic

FIG. 3. �Color online� ECDs fitted to the responses elicited by the periodic
vowel /a/ �F0=113 Hz� and its aperiodic counterpart. In both hemispheres,
the ECD in the case of the periodic vowel is anterior to that fitted in the case
of the aperiodic vowel. The magnetic fields are also stronger for the periodic
as opposed to the aperiodic condition. The isocontour lines represent the
magnetic field distribution measured at the peak latency of the N1m re-
sponse and indicate the magnetic field entering and exiting the scalp. The
isocontour step is 10 fT.
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and the SF responses. The N1m responses were located
around 54 mm lateral from the head midline and were thus
about 2 mm lateral to the SF responses located around
52 mm from the head midline �F1,8=6.39, p�0.05�.

III. DISCUSSION

It has previously been established that auditory cortex is
sensitive to the periodicity of speech sounds �Alku et al.,
2001; Tiitinen et al., 2005�. Here, the importance of the spec-
tral comb structure, inherent in periodic speech sounds, to
the elicitation of periodicity-specific responses was exam-
ined. Specifically, the aim was to determine whether there
exists a limit for vowel comb structure density, manipulated
through F0 decrement, beyond which the cortical sensitivity
to periodicity disappears. The vowel F0 was decreased be-
tween stimulus conditions in equal steps on the ERB scale to
very small values that were located below the range of nor-
mal speech. An extended stimulus duration of 400 ms was
used, enabling the emergence of SF responses which are elic-
ited only by prolonged stimulation. Interestingly, all the pe-
riodic vowels, despite the F0 decrements, elicited larger AEF
amplitudes than the aperiodic vowels. This enhancement of
amplitude was observed for both the N1m and the SF re-
sponses. Furthermore, both the N1m and the SF responses
elicited by periodic vowels were located anterior to the re-
sponses elicited by aperiodic vowels, but no topographic dif-
ferences according to F0 were found between responses elic-
ited by periodic vowels. These findings extend those of the
earlier studies indicating cortical sensitivity to periodicity,

each utilizing only a single F0 value for the periodic stimuli
�Hertrich et al., 2000; Alku et al., 2001; Tiitinen et al., 2005,
Lütkenhöner et al., 2006�. Thus, cortical sensitivity to peri-
odicity, as indexed by AEF amplitude and generator source
location, is unaffected by the reduction of the spectral dis-
tance between sound partials in the vowel comb structure.
Instead, the sensitivity to vowel periodicity is maintained
down to the lowest F0 values �9 Hz� used in the study.

According to Gutschalk et al. �2002 and 2004� the N1m
and SF responses each consist of two separate components:
an anterior component sensitive to periodicity and a posterior
component sensitive to sound energy. These components can
be separated with a continuous stimulation paradigm or with
a subtraction technique. In the current study, the AEFs were
elicited with transient stimulation where the onset of period-
icity co-occurs with the sound onset after a silent interval.
Therefore, in the AEFs measured here, the activity of the
periodicity-sensitive source was likely to be mixed with that
from the energy-sensitive source. However, as the stimulus
sound pressure level was held constant across all conditions,
the differences between the periodic and aperiodic conditions
probably indicated differential activation of the periodicity-
sensitive components of the AEFs. Thus, the amplitude en-
hancement and the anterior shift in source location indicate
that the periodicity-sensitive component, suggested by Guts-
chalk et al. �2002 and 2004�, was activated by all periodic
vowels used in the current study.

Among the periodic vowel conditions, the F0 was re-
flected only in the latency of the N1m. The N1m latency first
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FIG. 4. The mean N1m and SF amplitudes and N1m latencies in both hemispheres. The AEF amplitudes were constantly larger for all periodic conditions
relative to the aperiodic condition. The amplitude of both the N1m and SF responses were also larger for the vowel /e/ than for the vowel /a/. The N1m latency
decreased as a monotonic function of F0 in the 19–113 Hz range. This monotonic trend, however, broke down for the 9 Hz condition where the latency
resembled that obtained from the aperiodic condition. The measurement values for the aperiodic conditions are represented by dashed and dotted lines for the
vowels /a/ and /e/, respectively, and those from the periodic conditions are represented by interconnected points. Error bars represent standard error of the
mean.
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decreased monotonically as a function of vowel F0 in the
range of 19–113 Hz. The increase of N1m latency with de-
creasing F0 was more moderate than reported by Forss et al.
�1993� who used click train stimuli with F0 values in the
range of 40–320 Hz. They found the N1m latency to be
inversely related to the F0. According to Seither-Preisler
et al. �2006�, the decrease of N1m latency as a function of F0
continues from 100 Hz to at least 800 Hz. The F0 range of
the vowel stimuli in the current study extended considerably
below the F0 range used in the previous studies. Conse-
quently, it turned out that the monotonic trend of N1m la-
tency versus F0 broke down when the F0 was decreased
below a limit which is located at or below 19 Hz. This break-
down might be explained in terms of an integration time in
the elicitation of N1m responses. As the increasing trend of
N1m latency with decreasing vowel F0 continued down to
19 Hz, an integration time explaining the current results
would be longer than the 53 ms cycle length of the 19 Hz
vowel. This integration window is longer than the one that
may be estimated from the results of Onishi and Davis
�1968�, who found the N1 response to depend on pure tone
durations up to 30 ms. This discrepancy might suggest dif-
ferences in cortical integration of natural speech sounds and
simple sinusoids.

Previous MEG studies have shown that the amplitudes
of the AEFs elicited by periodic complex sounds decrease as
F0 is decreased �Forss et al., 1993; Gutschalk et al., 2002;
Krumbholz et al., 2003�. In addition, psychophysical results
indicate that the pitch perception associated with periodic

sounds disappears when the F0 is lowered to around 19 Hz
�Guttman and Julesz, 1963�, 30 Hz �Krumbholz et al., 2000;
Pressnitzer et al., 2001�, or 40 Hz �Ritsma, 1962�. Thus, the
current results, showing persistent cortical sensitivity to pe-
riodicity even at very low F0 values, seem to contradict these
earlier findings. The discrepancy between the previous and
the current MEG results may, however, be explained by the
differences in the stimuli �click train vs. vowel� and the
range of F0 used �40–320 Hz vs. 9–113 Hz�. Nevertheless,
the qualitative change in AEFs from one to multiple transient
peaks observed in the lowest F0 condition, along with the
breakdown in the monotonic trend between F0 and N1m
latency, could still be related to traversing the lower limit of
pitch perception. Although the origin and the function of the
cascade of transient responses to low-frequency vowels are
unclear, this cascade may reflect the perception of the low-
frequency sound as a series of individual segments corre-
sponding to the repetition cycle rather than as one continuous
sound. This interpretation is supported by the reported
change in perceived sound quality from pitch to “motorboat-
ing” by Guttman and Julesz �1963� or to infrapitch by War-
ren and Bashford �1981�. Their estimates of the lower limit
of pitch perception were located at the corresponding F0
range of 19–20 Hz below which multiple transient responses
emerged in the current MEG recordings.

The cortical sensitivity to periodic vowels could be
linked to a possible reduction of vowel intelligibility of ape-
riodic vowels relative to periodic ones. However, all the
vowels used in the current study could easily be identified in

FIG. 5. AEF source locations on the lateral-medial and anterior-posterior axes. The source locations for both the N1m and SF responses were more anterior
in the periodic than in the aperiodic conditions. The right-hemispheric responses were generated anterior to the left-hemispheric ones, and the N1m responses
originated from locations lateral relative to the SF responses. The periodicity condition is indicated next to the data points. N1m and SF sources are depicted
on gray and white backgrounds, respectively.
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spite of the manipulations in their periodicity. As two differ-
ent vowel stimuli were used, it was possible to determine
whether there was any interaction of periodicity and vowel
identity in the elicitation of the N1m and SF responses. In
previous studies of cortical speech processing, different
vowel formant settings were reflected in the N1m amplitude
�Obleser et al., 2003; Tiitinen et al., 2005� and latency �Ti-
itinen et al., 2005�. A direct comparison between the current
and previous studies is, however, difficult because different
vowels, or at least different formant values, were used in
these previous studies. Nevertheless, the current results dem-
onstrate that in addition to the N1m amplitude, also the SF
amplitude was elevated for /e/ in contrast to /a/. As the first
two vowel formants are more closely spaced in /a/ than in
/e/, the difference of amplitudes in the AEFs elicited by these
vowels might be explained by a non-linear response attenu-
ation mechanism, such as lateral inhibition, whose effect de-
pends on the distance between the major spectral peaks of
the stimuli. However, further experiments with more vowels
of different formant patterns are definitely needed in order to
test this explanation. Importantly, no interaction between
vowel identity and periodicity was found, suggesting that
vowel periodicity is processed independently of vowel iden-
tity. Thus, it is unlikely that periodicity-specific cortical re-
sponses can be accounted for by differences in vowel intel-
ligibility between periodic and aperiodic conditions.

The current study expanded the design of earlier studies
of cortical sensitivity to periodicity by taking a further step
to revealing the mechanisms creating this sensitivity. If the
mechanism behind the cortical sensitivity to periodicity de-
pends on the sound partials being well separated, the cortical
sensitivity to periodicity might be expected to disappear
when the distance of the partials is decreased below some
critical limit. According to the current results, reducing the
spectral distance between sound comb structure partials to
very small values does not affect the cortical sensitivity to
periodicity as indexed by AEF amplitudes and source loca-
tions. The latencies of the N1m, then again, gradually in-
creased as the vowel F0 was decreased until a limit occurring
at or below 19 Hz was crossed. This systematic variation of
response latency as a function of stimulus F0 may be viewed
as reflecting a periodicity extraction process rather than an
attenuation in the sensitivity to periodicity. The significance
of the emergence of multiple transient responses and the
breakdown in the monotonic trend between F0 and N1m
latency below 19 Hz is unclear, but may reflect the lower
limit of pitch perception. Importantly, no lower limit for cor-
tical sensitivity to periodicity, as indexed by N1m and SF
amplitudes and generator source locations, was found. Thus
the auditory periodicity detection mechanism seems remark-
ably efficient in extracting the vowel periodicity even when
the F0 is reduced to values far below the range used in nor-
mal speech.
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Temporary hearing loss influences post-stimulus time histogram
and single neuron action potential estimates from human
compound action potentials

Jeffery T. Lichtenhana� and Mark E. Chertoff
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An analytic compound action potential �CAP� obtained by convolving functional representations of
the post-stimulus time histogram summed across auditory nerve neurons �P�t�� and a single neuron
action potential �U�t�� was fit to human CAPs. The analytic CAP fit to pre- and postnoise-induced
temporary hearing threshold shift �TTS� estimated in vivo P�t� and U�t� and the number of neurons
contributing to the CAPs �N�. The width of P�t� decreased with increasing signal level and was
wider at the lowest signal level following noise exposure. P�t� latency decreased with increasing
signal level and was shorter at all signal levels following noise exposure. The damping and
oscillatory frequency of U�t� increased with signal level. For subjects with large amounts of TTS,
U�t� had greater damping than before noise exposure particularly at low signal levels. Additionally,
U�t� oscillation was lower in frequency at all click intensities following noise exposure. N increased
with signal level and was smaller after noise exposure at the lowest signal level. Collectively these
findings indicate that neurons contributing to the CAP during TTS are fewer in number, shorter in
latency, and poorer in synchrony than before noise exposure. Moreover, estimates of single neuron
action potentials may decay more rapidly and have a lower oscillatory frequency during TTS.
© 2008 Acoustical Society of America. �DOI: 10.1121/1.2885748�

PACS number�s�: 43.64.Wn, 43.64.Nf, 43.64.Pg �BLM� Pages: 2200–2212

I. INTRODUCTION

Goldstein and Kiang �1958� proposed a theory that the
compound action potential �CAP� is a summation of multiple
single neuron action potentials. The summation is described
mathematically by the convolution of an action potential
from a single auditory nerve neuron with a probability den-
sity function representing a neuron’s discharge timing and
then scaling the convolution by the number of neurons con-
tributing to the CAP. Various investigations of the CAP con-
volution model since 1958 up to present times have been
reviewed elsewhere �Chertoff, 2004� and are not repeated
here.

Chertoff �2004� revisited the CAP model by convolving
a gamma distribution function representing a summed post-
stimulus time histogram �P�t�� from an auditory nerve neu-
ron with a decaying sine wave representing a single-neuron
action potential �U�t�� to obtain an analytic CAP. That is,

CAP�t� = N�
−�

t

P���U�t − ��d� , �1�

where

P�t� = � t − �

�
��−1

e−��t+��/�� �2�

and

U�t� = e−Kt sin��t� . �3�

According to this model t represents time in milliseconds, N
is the number of neuronal units contributing to the CAP, and
� is a dummy variable. The width and location of the maxi-
mum of P�t� is governed by the value of �, and � is held
constant at a value of 2. U�t� decays by the power of K and
�=2�F, where F is frequency in hertz. The solution to Eq.
�1� is provided in the Appendix and will be referred to as the
“analytic CAP” throughout this manuscript. By fitting this
analytic CAP to tone-burst evoked CAPs recorded from the
round window of normal hearing gerbils, Chertoff �2004�
provided estimates of the in vivo P�t� and U�t� and found
that the number of neurons contributing to the CAP �N� and
the P�t� width ��� increased with signal level while the la-
tency ��� decreased. These findings not surprisingly sug-
gested that with high signal levels, neurons in the basal co-
chlear region contributed to the CAP for all tone-burst
frequencies and at low signal levels CAP neural generators
were located at their corresponding characteristic cochlear
frequency place. Chertoff �2004� also found that the fre-
quency of U�t� oscillation �F� essentially increased with
stimulus frequency and that U�t� damping �K� was greater
for 8 kHz tone bursts compared to the other tone-burst
stimulus frequencies. This implied that hair cell and/or neu-
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ral generators may not everywhere be homogeneous in
physiology throughout the cochlear partition.

With the aim of translating the analytic CAP into a clini-
cally useful tool for describing the physiology of the auditory
nerve in the presence of hearing loss, we demonstrated that
the analytic CAP could be fit to CAPs from gerbils with
permanent hearing loss and that noise-induced cochlear pa-
thology could be characterized with the parameters of Eqs.
�2� and �3� that describe P�t� and U�t� �Lichtenhan et al.,
2005�. To continue the development of a clinically useful
technique that estimates surviving auditory nerve neurons in
hearing impaired ears, in this study we apply the analytic
CAP to click-evoked CAPs and examine the influence of
temporary noise-induced hearing threshold shift �TTS� on
human P�t� and U�t�.

II. METHODS

A. Experimental subjects

Thirty-nine normal hearing human subjects were re-
cruited from the greater Kansas City metropolitan area.
CAPs could not be recorded on three subjects for some un-
known reason and three additional subjects were used to ac-
quire additional pilot data for click-evoked CAPs. The ex-
periment reported here thus includes data from the right ear
of 33 subjects: 27 subjects received noise exposure and 6
control subjects received a silent period in place of noise
exposure. The median age of our subjects was 26 years, with
a semi-interquartile range of three years. The minimum and
maximum age of our subjects was 20 and 38 years, respec-
tively. Twenty-nine females and seven males participated in
the experiment. The normalcy of subjects’ hearing status was
evaluated by case history, otoscopy and pure tone audiom-
etry �Grason Stadler GSI 61, Madison, WI�, and tympanom-
etry �GSI 33�. All subjects had hearing thresholds at
0.25–8 kHz less than 25 dB HL, ear canal volume between
0.9 cm3–2.0 cm3, ear drum compliance between 0.30 mmhos
and −1.70 mmhos, and middle ear pressure between 50 daPa
and −100 daPa �Margolis and Hunter, 1999�. Subjects were
paid $20.00 for their participation. All experimental proce-
dures were approved by the Human Subjects Committee at
KUMC �HSC No. 7881�.

B. CAP evoking signal: Generation and delivery

Click-evoked CAPs were produced using a commer-
cially available Bio-logic Traveler Express evoked potentials
unit by delivering 100 �s rectangular pulses to a Bio-logic
insert earphone. The phase of every other click signal was
alternated so that the cochlear microphonic was not recorded.
Click signal levels ranged from 125 to 75 dB peak SPL �dB
pSPL� decreasing in 10 dB steps and were presented at a rate
of 11.1 /s.

All stimuli were monitored with an Etymotic Research
microphone system �ER-7C�. The microphone probe tube
was glued �Duro, Super Glue� to the silicone tubing of the
tympanic membrane �TM� electrode. The microphone probe
tube was attached in a manner so that the front end of the
probe tube rested less than 8 mm from the TM to ensure that
pressure nulls resulting from interaction between incident

and reflected acoustic waves of high frequency portions of
our stimulus �i.e., 8–10 kHz� were negligible in the signal
monitoring. The microphone signal was routed to a Tektronix
oscilloscope �TDS 2014�, Richardson, TX, where the level,
time wave form, and spectral content were monitored.

C. CAP recording

CAPs were recorded with custom electrodes built ac-
cording to Ferraro and Durant �2002� that were placed on the
TM �noninverting�. Teflon™-insulated silver wire was cut to
a length of about 2 in. and the ends of the wire were bared.
Medical grade silicon tubing was cut to about 1 1

2 in. and
placed around the silver wire. The front end of the silver wire
was hooked around a small wad of cotton that was soaked in
Electrolyte Gel �Nicolet Biomedical� using a 1 cc syringe.
The back end �i.e., the nontympanic membrane end� of the
wire was attached to a copper microalligator clip that was in
turn soldered to the end of an electrode cable. Gold-disk
surface electrodes were attached to the low forehead
�ground�, and ipsilateral ear lobe �inverting�.

Electrical signals were bandpass filtered between 100
and 3000 Hz ��12 dB/octave�, amplified 200 000 times and
digitized at 50 kHz. The artifact rejection was disabled for
all recordings. Wave forms were displayed on a 10.24 ms
time window yielding a wave form 512 points in length.
Electroencephalic activity was monitored online to deter-
mine if subjects were physically calm and not producing
excessive myogenic electrical artifact. Responses evoked
from 125 and 115 dB pSPL were averaged from 1024 pre-
sentations; 2048 presentations were used for lower signal
levels to improve the signal-to-noise ratio. Wave forms were
saved to disk, converted to ASCII format using a Bio-logic
program �ep2asci59�, transferred to a personal computer suit-
able for data processing via 5.5 in. floppy disk, and then
loaded into MATLAB �The Mathworks� for analysis.

D. Noise exposure

A 115 dB SPL narrow-band noise centered at 2 kHz was
used for noise exposure intended to produce TTS. The noise
was generated from a Madsen Electronics Clinical Audiom-
eter �OB822�, routed to an Optimus Stereo Amplifier �SA-
155� and sent to the same Bio-logic headphone that delivered
the click stimulus discussed earlier. The probe microphone
tubing attached to the TM electrode was used to monitor the
noise signal �Fluke Multimeter �8060A��.

The bandwidth of the noise was determined using an
insert earphone positioned in a syringe with a 2 cc volume
between the earphone and the syringe’s rubber stopper. A
probe tube from the ER-7C microphone system was placed
at the rubber stopper. The microphone signal was sent to a
Hewlett Packard Dynamic Signal Analyzer �3561A� and dis-
played in the frequency domain. The frequencies correspond-
ing to the 3 dB “down points” of the narrow-band noise were
1630 and 2320 Hz.

The 2 kHz center frequency of the noise exposure
stimulus was chosen because it is an octave below 4 kHz,
which is the primary cochlear region that the click stimulates
�Jerger and Mauldin, 1978; Bauch and Olsen, 1986, 1988;
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Fowler and Mikami, 1992; Gorga et al., 1985; Shepard et al.,
1992; Watson, 1996, 1999� and because Ward, Glorig and
Sklar �1959� found a maximum temporary hearing loss oc-
curs an octave above the characteristic spectral content of
100 dB SPL narrow-band noise stimuli. Moreover, it has
been shown that narrow-band noise, as opposed to tonal,
exposure did not produce as great a TTS, though it affected a
wider range of hearing thresholds above the characteristic
frequency �CF� of the noise exposure �Ward, 1962; Salvi et
al., 1983�. In other words, narrow-band noise exposure pro-
duces a “flatter” or broader range hearing loss.

E. CAP analysis and curve fitting

CAP wave forms were digitally filtered in MATLAB using
a high-pass cut off frequency of 150 Hz to decrease 60 Hz
�and the 120 Hz harmonic� artifact. The high-pass filtering
also reduced a low-frequency “voltage drift” appearing be-
yond the second peak of the CAP wave form, which most
likely results from components of the auditory brain-stem
response. After filtering, the CAP was fit with the analytic
CAP using custom written software in TOMLAB �Tomlab Op-
timization�, a constrained nonlinear least-squares fitting rou-
tine.

The TOMLAB fitting software allowed us to restrict the
range over which analytic CAP parameters could vary, and
improved the convergence of the fitting algorithm. The
ranges were initially set according to realistic variations of
normal, in vivo post-stimulus time histograms and single
neuron action potentials �Kiang, 1965; Kiang et al., 1976;
Wang, 1979; Versnel et al., 1990, 1992a, 1997�. The lower
boundary for � was set to 0.02 ms based on jitter measures
from single neurons �Miller et al., 1999�. The upper bound-
ary for parameter � was set to 8.5 ms based on the average
maximum cochlear latency for humans of 7.5 ms �Egger-
mont, 1979� added to the maximum jitter for single neurons
�Miller et al., 1999�. The lower and upper boundaries for �
were defined as 0.6 and 7.5 ms, respectively, based on the
minimum latency of high frequency derived band CAPs and
maximum human cochlear latency �Eggermont, 1979;
Schoonhoven et al., 2001�. Because our previous experience
showed that N values below 0.01 were not statistically sig-
nificant, our lower N boundary was defined as 0.01. Our
upper N boundary was set to infinity.

The values of U�t� parameters also remained adjustable
in the curve fitting process because differences have been
found between normal and pathologic single neuron action
potentials �Prijs, 1986; Versnel et al., 1992b�. The lower
boundary of parameter K was defined as 0.5 ms because we
found it to improve the fit of the analytic CAP to physiologic
CAPs. The upper bound of K was set to 2.0 ms based on a
similar U�t� model developed by McMahon and Patuzzi
�2002�. The lower and upper boundaries of U�t� F were 500
and 2000 Hz; these values were chosen from data obtained
by Versnel et al. �1992b�, who fit separate Gaussian func-
tions to the initial �negative� and second �positive� peak of
recorded single neuron action potentials evoked from neu-
rons having varying degrees of thresholds and spontaneous
rates.

Parameter starting values and boundaries were provided
to the TOMLAB software and the CAP parameters were esti-
mated. Ninety-five percent confidence intervals for each pa-
rameter were computed. If a confidence interval included
zero, the parameter was deemed insignificant and thus the
entire model unuseable. In this case, the boundaries were
adjusted and the curve fitting procedure repeated until sig-
nificance �p	0.05� for all parameters were obtained. The
boundaries rarely had to be adjusted to any marked distance
in order to obtain a model entailing all significant CAP pa-
rameters.

F. Experimental design

Following an initial hearing screening, subjects reclined
in a single walled sound isolated room. Surface electrodes,
TM electrode, with associated probe microphone, and insert
ear phone were positioned. Prenoise exposure, CAPs were
recorded in response to 125 to 75 dB pSPL clicks descend-
ing in 10 dB steps. Hearing threshold was subsequently ac-
quired at 4 kHz and the subject was then exposed for 15 min
to the narrow-band noise. Following noise exposure, 4 kHz
hearing threshold was reexamined and postnoise exposure
CAPs were recorded. TTS typically was determined about
30–60 s after cessation of noise exposure. The postnoise
CAP recordings commenced about 60 s after the noise expo-
sure ended. The order of postnoise click levels �e.g.,
75–125 dB pSPL in 10 dB steps� was alternated between
ascending and descending during postexposure CAP record-
ings for every other subject. Because hearing thresholds were
recovering during postnoise recordings, we wanted to ensure
that half of our low signal level data was acquired during
peak TTS, and that half of our high signal level CAPs were
as well recorded during the height of TTS in case there was
an unexpected affect of signal direction. Postexposure CAP
recordings took less than 30 min. Hearing threshold at 4 kHz
was again determined at the conclusion of the experiment.
The entire procedure including hearing testing, subject
preparation for electrophysiological recording, and experi-
mentation typically required 1.5–2 h.

G. Statistics

1. CAP parameter reliability

The interclass correlation coefficient �ICC� was used to
measure the reliability of the curve fitting routine as well as
the reliability of the physiologic responses. The ICC statistic
was chosen over the Pearson coefficient, another reliability
statistic, because a high Pearson correlation can exist even
though the means differ between groups/sessions. t-tests are
commonly used with Pearson correlation measures to deter-
mine if the means of independent and dependent variables
differ. In contrast, the ICC accounts for both correlation and
parameter size with one statistic. For the six control subjects
not receiving noise exposure, CAPs were recorded before
and after a 15 min silent period instead of the noise exposure
and fit with the analytic CAP. ICCs were calculated for all
six CAP parameters ��, �, N, K, and F�, at each signal level
before and after silent the period.
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The ICC was defined as

ICC =
MSB − MSW

MSB + MSW
, �4�

where MSW is the average squared differences between each
score within a session �e.g., average � for presilent period�
and the group mean, and MSB is the average squared differ-
ences between each recording condition �e.g., pre- and
postsilent period �� mean and the grand mean.

2. CAP parameter growth function analysis

Hierarchical linear modeling ��HLM�, Raudenbush and
Bryk, 2002� was used to acquire the intercepts and slopes
�i.e., � coefficients in Eq. �5�� of P�t� and U�t� parameter-
signal-level functions for each subject and to also determine
if hearing loss influenced these growth patterns. HLM de-
scribes each subject’s growth trajectory and is more advan-
tageous than other repeated measures statistics and ordinary
least-squares regression because it does not require each sub-
ject to have data at each measurement interval, does not re-
quire fixed intervals between measures, and is more precise
in coefficient estimation �Wu, 1996�.

The level 1 HLM model

y = �0 + �1�SL� + �2�SL2� + e �5�

was fit to each parameter-signal-level function for both pre-
and postnoise data from all 33 subjects.1 In Eq. �5� y is a
given CAP parameter from Eq. �A1� �i.e., �, �, N, K, and F�,
SL is signal level, and e is a random error term. When a
given term of Eq. �5� was insignificant, the model was re-
duced in a backward elimination approach �Mendenhall and
Sincich, 2003�. Equation �5� described the relationship be-
tween signal level and CAP parameters in a regression-like
equation. A series of level 2 models,

�0 = B00 + B01�TTS� + r0,

�1 = B10 + B11�TTS� + r1,

�2 = B20 + B21�TTS� + r2, �6�

was fit to each parameter-signal-level function for the 27
subjects receiving noise exposure. In Eq. �6�, TTS is the
degree of temporary hearing loss at 4 kHz and rn �n
=0,1 ,2� is the random error. Insignificant coefficients of Eq.
�6� were also reduced in a backward elimination approach
until a model entailing all significant coefficients was found.
When multiple significant models were found, chi-square
tests were performed on deviance scores of the HLM models
to determine the best model. Equation �6� described the in-
fluence of hearing loss on the level 1 coefficients. That is,
Eq. �6� was used to characterize how the shape of the CAP
parameter-signal level functions changed during TTS. A ver-
sion of Eq. �6� not entailing Bn1 �n=0,1 ,2� was fit to CAP
parameter-signal-level function for each of the 33 subjects
before noise exposure. All HLM coefficients were acquired
using statistical software HLM 6 by Raudenbush et al.
�2000�.

When the HLM did not show that the level 1 coefficients
for a given CAP parameter varied significantly with hearing
loss, paired samples t-tests were used on the pre- and post-
noise exposure 75 dB pSPL CAP data from the 27 subjects
receiving noise exposure. With the exception of U�t� param-
eters F, t-tests2 were performed on 75 dB pSPL CAP param-
eters because TTS is assumed to alter OHC physiology and it
is at low signal levels where OHC feedback to the basilar
membrane is responsible for the exceptional sensitivity in
normal ears �Ryan and Dallos, 1975�.

III. RESULTS

A. Hearing loss

Figure 1 is a histogram illustrating the number of sub-
jects that acquired the various amounts of TTS at 4 kHz. The
control subjects who did not receive noise exposure are not
included in Fig. 1. The TTS distribution is positively skewed
with a median of 15 dB and a semi-interquartile range of
5 dB. Hearing thresholds following noise exposure ranged
from a 5 dB improvement to a 30 dB temporary loss. Con-
sistent with typical 5 dB intratest reliability, six control sub-
jects had no TTS, two had a 5 dB improvement, and one had
a 5 dB temporary loss of hearing threshold.

Hearing threshold at 4 kHz was measured at the conclu-
sion of the experiment immediately following the postnoise
exposure CAP recordings. Time between cessation of noise
exposure and the conclusion of the experiment was a posi-
tively skewed distribution �not shown� with a median of
20 min and a semi-interquartile range of 1.25 min. The dis-
tribution of threshold shifts at the conclusion of the experi-
ment was normally distributed �not shown� with a mean of
6.67 dB �s.d.
5.18 dB�.

B. Representative subjects

One subject’s CAPs evoked from a 75 dB pSPL stimu-
lus before and after noise exposure are shown in Fig. 2. The
gray lines are the CAPs, and the solid black and dotted lines

FIG. 1. A histogram indicating the number subjects having a given degree
of temporary threshold shift �TTS� measured at the cessation of noise expo-
sure.
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represent the analytic CAP. The P�t� and U�t� estimated from
the Fig. 2 CAPs are shown in Fig. 3. In Figs. 2 and 3, the
solid and dotted lines correspond to the before and after
noise exposure model fits, respectively. Following noise ex-
posure P�t� had a shorter latency from stimulus onset as
indicated by the smaller � parameter �cf. two numerical col-
umns in the left panel of Fig. 3�. The larger � value follow-
ing noise exposure indicates that P�t� increased in width and
the smaller N following noise exposure indicates a reduction
in the number of neurons contributing to the CAP. Following
noise exposure U�t� oscillated with a lower frequency and
was less damped �i.e., “rang” more� as indicated respectively
by parameters F and K.

C. Analytic CAP fit and reliability

Coefficients of determination �r2� quantifying the good-
ness of fit between the analytic CAP and the physiologically
recorded CAPs were acquired in MATLAB �CORRCOEF�. The
analytic CAP fit favorably to prenoise, presilence, and post-
noise CAPs �Fig. 4�. The 33 subjects labeled as “Pre Noise”
includes both the 27 noise exposed and 6 control subjects.3 A
subtle difference existed between pre- and postnoise correla-

tions at 75 and 125 dB pSPL though all correlations were
still considered adequate.

The ICC calculation for CAP parameters acquired from
control subjects’ recordings �i.e. pre- and postsilent period�
provided reliability estimates of the CAP parameters �Fig. 5�.
Statistically significant ICCs lie above the solid gray line
�0.669� and insignificant values lie below. The significance
of a given ICC value was calculated from an F-test similar to
that used in analysis of variance �ANOVA�,4 where
FANOVA=MSB /MSW and MSB and MSW are the same as in
Eq. �4�. By rearranging to MSB=FANOVAMSW, and insert-
ing into Eq. �4� yields ICC= �FANOVAMSW−MSW� /
�FANOVAMSW+MSW�. Using an FANOVA value corresponding
upper 5% of the FANOVA distribution and 5 degrees of free-
dom yielded the 0.669 value of the gray line.

As indicated by proximity to the gray line, most of the
ICC coefficients were statistically significant, others just be-
low the gray line were close to significance, and others far
below the gray line were clearly not significant. We consider

FIG. 2. CAPs evoked from a 75 dB pSPL click stimulus for one subject
�NH14� before �left panel� and after �right panel� noise exposure. Gray lines
represent the CAPs and the solid and dotted lines represent the analytic
CAP.

FIG. 3. Post-stimulus time histogram �P�t�� �left� and single-neuron action potential �U�t�� �right� estimates derived from fitting the analytic CAP �Eq. �A7��
to CAPs of Fig. 2 before �solid line� and after �dotted line� noise exposure. P�t� and U�t� coefficients of Eqs. �2� and �3� are indicated within the respective
graphs. Parameter N of Eq. �1� is given in the left panel.

FIG. 4. Average �
1 standard error of mean� Pearson correlations between
the analytic CAP and physiologic CAPs as a function of signal level before
�solid line� and after �dotted line� noise exposure. Control subjects are not
included by postnoise data presented here.
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values just below the gray line to be reliable because the
significance value �0.669� depends on degrees of freedom
�i.e., sample size�, which in our situation is low �i.e., 6−1
=5�. The zero ICC values for CAP parameter F at 85 and
95 dB pSPL occurred because of limited between and within
subject variability. Specifically, when the analytic CAP was
fit to control subjects’ physiologic CAPs the boundaries gov-
erning the range of the parameters was reached. This caused
MSB and MSW to be zero and the resulting ICC to be zero.

D. P„t… parameters

The mean and standard error of parameter � for each
stimulus level is shown in Fig. 6 both before and after noise
exposure. The solid and dotted lines are the HLM models
fitted to the respective pre- and postnoise � data, the values
of which are listed in Table I and II. The not applicable �NA�
initials in Table I are place holders because the TTS level 2
HLM analyses were not performed on prenoise data. Before
and after noise exposure � decreased nonlinearly with in-
creases in signal level. The decrease was quadratic in nature,
as indicated by the presence of significant B20 in both Tables
I and II. Following noise exposure, neither the HLM inter-
cept nor slope coefficients varied significantly with degree of
hearing loss which is indicated by the zero value for B01, B11,

and B21 in Table II. However, paired samples t-tests per-
formed between pre- and postnoise � data �control subjects
not included in prenoise data� from the lowest signal level
indicated a significant difference �t=−2.210; p=0.04�.

Similar to �, � decreased nonlinearly with increasing
signal level both before and after noise exposure �top panel
Fig. 7�. In contrast to �, however, the �-signal-level HLM
intercept and linear coefficient varied with degree of hearing
loss following noise exposure �significant B01 and B11 terms
in Table II�. The intercept decreased as a function of degree
of TTS, and is illustrated in the middle panel of Fig. 7, which
plots the estimated values of �0 from the HLM analysis for
each subject as a function of TTS. In contrast, the linear
coefficient ��1� increased with TTS �bottom panel of Fig. 7,
and Table II� though we chose to not fit a line to �1 versus
TTS because r1 was not significant.

E. N parameter

The CAP parameter N increased nonlinearly with signal
level �Fig. 8, left panel�. As illustrated by the lack of signifi-
cant B01, B11, and B21 terms in Table II, N did not vary with

TABLE I. Prenoise HLM coefficients

�0 �1 �2

B00 B01 B10 B11 B20 B21

CAP parameter

� −0.509 283 NA 0.003 649 NA −0.000 093 NA
� 10.340 167 NA −0.137 543 NA 0.000 533 NA
N 193.720 892 NA −4.297 480 NA 0.024 417 NA
K 3.365 529 NA −0.045 420 NA 0.000 248 NA
F 0.344 969 NA 0 NA 0.000 041 NA

FIG. 6. Poststimulus time histogram �P�t�� “width” parameter � of Eq. �2�
before �dark circles� and after �gray triangles� noise exposure as a function
of signal level. Table I coefficients provided from the hierarchical linear
modeling ��HLM�, Eqs. �5� and �6�� of the prenoise � were used to construct
the solid line. The dashed line represents the results of the postnoise HLM
reconstructed from Table II coefficients.

FIG. 5. Interclass correlation coefficients ��ICC�, Eq. �4�� for control subject
CAP parameters of Eqs. �2� and �3� as a function of signal level acquired
before and after a silent period. Given the degrees of freedom, the horizontal
gray line indicates a significant ICC.
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degree of TTS. However, paired samples t-tests performed at
75 dB pSPL indicated a significant decrease in N following
noise exposure �t=3.679; p=0.001�.

F. U„t… parameters

The K parameter, which governs the decay of U�t�, in-
creased in a quadratic manner with increasing signal level
both before and after noise exposure �top panel, Fig. 9�. All
K-signal-level HLM terms were significant before noise ex-
posure �Table I�, though only the intercept �B00� and qua-
dratic terms �B20� were significant after noise exposure
�Table II�. Because of the small value of the quadratic term,
the postnoise model fit to the data in the top panel of Fig. 9
appears to grow linearly. The significant B01 term in Table II
indicates that the intercept of the K-signal-level function in-
creased with degree of TTS following noise exposure. In the
bottom panel of Fig. 9 are the values of �0 as a function of
degree of TTS estimated from the HLM analysis. The dotted
line is the solution to Eq. �6� using coefficients from Table II.

Figure 10 indicates that the frequency of U�t�, parameter
F, increased nonlinearly with signal level before and after
noise exposure. As shown in Tables I and II, only the inter-
cept �B00� and quadratic term �B20� of the HLM models were
significant both before and after noise exposure, though nei-
ther of the terms were related to degree if TTS. When pre-
and postnoise F was collapsed across signal level, however,
a paired samples t-tests showed that that frequency of U�t�
oscillation was lower during TTS.

IV. DISSCUSSION

A. Temporary hearing loss

The median TTS of 15 dB shown in Fig. 1 is consistent
with the extensive literature review by Kryter �1970�, who
reported a 10–25 dB TTS from noise exposure similar to
that used in our study. The mean 6.67 dB �s.d.
5.18 dB�
threshold shifts at the conclusion of postnoise CAP record-
ings is essentially consistent with Kryter �1970�, who cited
reports of hearing thresholds from similar noise exposure
that recovered to 5 dB of baseline after 20 min.

The nontonal, high-level, short duration noise exposure
probably produced a TTS in our subjects that recovered
monotonically. Ward et al. �1959� and Hirsh and Ward
�1952� reported monotonic TTS recovery from similar noise
exposures. The phenomenon commonly referred to as the
“two minute bounce”—threshold elevation following the
noise cessation, slight recovery near the first postexposure
minute followed by maximum TTS around 2 min that then
recovers monotonically—was reported by Hirsh and Ward
�1952� for low frequency tonal exposure which differs from

TABLE II. Postnoise HLM coefficients.

�0 �1 �2

B00 B01 B10 B11 B20 B21

CAP parameter

� −0.350 634 0 0.014 054 0 −0.000 084 0
� 11.070 709 −0.030 202 −0.148 307 0.000 203 0.000 576 0
N 201.043 770 0 −4.592 246 0 0.026 745 0
K 0.933 861 0.010 056 0 0 0.000 031 0
F 0.338 681 0 0 0 0.000 036 0

FIG. 7. Top panel illustrates post-stimulus time histogram �P�t�� “latency”
parameter � of Eq. �2� before �dark circles� and after �gray triangles� noise
exposure as a function of signal level. Table I coefficients obtained from
HLM �Eqs. �5� and �6�� of prenoise � were used to construct the solid. The
dashed line represents HLM coefficients of postnoise � from Table II coef-
ficients. The middle panel shows the variation in the intercept of the
�-signal level function with degree of threshold shift �TTS�. The dotted line
is the solution to Eq. �6� using values from Table II. The lower panel char-
acterizes the behavior of the HLM linear term of the �-signal-level function
as degree of TTS. The random error for the linear HLM term was not
significant, and thus no scatter appears at the bottom.
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the noise exposure used here. On three separate occasions we
measured the time course of one subject’s TTS recovery
from the noise exposure used in this experiment and indeed
did not find a two minute bounce.

B. P„t… parameter �

Parameter � of Eq. �2� estimates the width of the
summed in vivo probability density function describing the
discharge timing of auditory nerve neurons �i.e., summed
post-stimulus tine histogram�. In other words, � indexes

“compound neuronal synchrony.” Small � values indicate
highly synchronous excitation of a population of neurons,
whereas large values suggest less synchrony across neurons.
In our study � decreased with increasing signal level sug-
gesting greater synchrony of neuronal discharges at high sig-
nal levels. Additional components, however, could contribute
to alterations in � with signal level. In their Fig. 10, Antoli-
Candela and Kiang �1978� showed that increasing click level
evokes post-stimulus time histogram peaks that occur before
the tallest peak of single, high frequency nerve post-stimulus
time histograms. The duration of the high-level peaks is nar-
rower than the first peak from low-level click stimuli. Since
the earliest components of the high-CF post-stimulus time
histograms dominate the far-field recorded CAP �Kiang,
1965; Kiang et al., 1976; Antoli-Candela and Kiang, 1978;
Wang, 1979; Versnel et al., 1990�, these narrow peaks may
explain our small � at high signal levels. Similarly, single
neuron jitter—the standard deviation of single-neuron spike
latency measures from multiple stimulus presentations
�Miller et al., 1999�—decreases with increasing electrical
stimulus level in a nonlinear fashion akin to our
�-signal-level function.

FIG. 8. “Scaling” parameter N from Eq. �1� before �dark circles� and after �gray triangles� noise exposure as a function of signal level �left panel�. Results of
HLM �Eqs. �5� and �6�� reconstructed from Table I values are represented as the solid line and the postnoise HLM reconstructed from Table II values are
represented as the dashed line. In the right panel is the same data as in the left panel, plotted on a log–log axis.

FIG. 9. Single-neuron action potential �U�t�� “decay” parameter K from Eq.
�3� before �dark circles� and after �gray triangles� noise exposure as a func-
tion of signal level �top panel�. The solid line was reconstructed from Table
I HLM �Eqs. �5� and �6�� coefficients of prenoise K. Similarly, the dashed
line was obtained by solving the HLM Eq. �5� with values given in Table II.
The circles in the bottom panel are the intercepts postnoise K-signal level
functions—estimated from the HLM—vs TTS. The dotted line is the level 2
HLM function, i.e., Eq. �6�.

FIG. 10. Single-neuron action potential �U�t�� “frequency” parameter F
from Eq. �3� before �dark circles� and after �gray triangles� noise exposure
as a function of signal level. The solid line was constructed by solving the
HLM Eq. �5� using Table I prenoise HLM coefficients. The dashed line is
the postnoise F-signal-level function estimated from the HLM, the coeffi-
cients of which are in Table II.
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A significant paired samples t-test performed between
pre- and postnoise � values evoked from 75 dB pSPL clicks
indicates that P�t� was wider during TTS. This conflicts with
a report by Versnel et al. �1997�, who showed narrower
single neuron click-evoked post-stimulus time histograms
from ears having permanent noise induced threshold shift,
and with reports by Salvi et al. �1979, 1983� showing no
alteration to the post-stimulus time histogram. The discrep-
ancy between our findings and that of Versnel et al. and Salvi
et al. may be explained by the anatomical differences result-
ing from temporary and permanent hearing loss which may
ultimately manifest differently in cochlear physiologic mea-
sures. A TTS producing noise exposure leads to bending and
separating of stereocilia tips in the third OHC row �Gao et
al., 1992� and ultimately to disarticulation with the tectorial
membrane �Nordmann et al., 2000�. In contrast, noise expo-
sure causing permanent threshold shift can be associated
with complete loss of OHCs and buckling of the pillar bodies
�Nordmann et al., 2000�. Versnel et al. �1997� swiftly con-
jectured that narrow post-stimulus time histograms evoked
from ears with permanent hearing loss result from healthy
inner hair cell responses during initial deflections of the basi-
lar membrane impulse response. We here elaborate on our
interpretation of the short narrative of Versnel et al. The ini-
tial basilar membrane deflections do not depend on OHC
health, though the impulse response wave form illustrates
that the basilar membrane vibration transitions into a condi-
tion that is dependent on OHC health during later deflections
�e.g., Fig. 4, Ruggero and Rich �1991��. The basilar mem-
brane’s impulse response wave form has a low instantaneous
frequency during initial deflections and “glides” into a higher
vibrational pattern that corresponds to the characteristic fre-
quency place �Shera, 2001a�—a behavior that is independent
of signal level and is controlled by the OHCs �Shera, 2001b�.
Unlike the TTS case in our experiment where OHCs are
probably present �Gao et al., 1992� though have altered
physiology, absent OHCs in cases of permanent hearing loss
would result in a quicker decaying �shorter lasting� basilar
membrane impulse response which would thus narrow post-
stimulus time histograms to an extent described by Versnel et
al. �1997�.

C. P„t… parameter �

The parameter � from Eq. �2� describes the time delay
from stimulus onset to P�t� onset. A linear function fit to the
quadratic �-signal-level function of the top panel in Fig. 7
approximates a decrease in � of �1.5 ms from 125 to 75 dB
pSPL. Such estimates in latency shifts are consistent with the
nearly −30 �s /dB for the first peak of the human CAP �Dur-
rant and Ferraro, 1999�. That is to say, P�t� onset latency
varies as a function of signal level decays at about the same
rate as the human CAP.

The significant B01 and B11 in Table II indicate that the
intercept and linear term of the � signal level varied with
degree of TTS. For individuals with greater amounts of TTS,
the �-signal-level function decreased at all signal levels and
became more linear. This effect is only minimally noticeable
in the top panel of Fig. 7 because individual TTS effects are

not noticeable in the mean data. Figure 11 more systemati-
cally demonstrates changes in the �-signal-level function for
various degrees of TTS. In Fig. 11 the �-signal-level func-
tions were reconstructed from the coefficients of Table II and
by varying the independent variable of Eq. �6� �i.e., TTS;
5–30 dB�. The large gray arrow emphasizes that a shorter �
was acquired during TTS and the amount of shift was related
to the degree of TTS. Moreover, comparing the data identi-
fied by the star versus cross hairs shows that a greater shift
occurred at low intensity levels. Iso-intensity plots in the
bottom panel of Fig. 11 acquired from the 75 dB pSPL
�stars� and 125 dB pSPL �cross haired circles� extremes of
the top panel functions illustrate that � was more at 75 than
at 125 dB pSPL.

Shorter response latency during TTS is consistent with
Chertoff et al. �1996�, who used cochlear microphonic re-
cordings to construct a third-order polynomial describing
mechano-electric transduction. During TTS the polynomial
coefficients showed a phase lead, or shorter latency, suggest-
ing that responses came from a more basal location. Simi-

FIG. 11. �-signal-level functions constructed from HLM coefficients of
Table II using the TTS level 2 independent variable �Eq. �6�� varying from
5 to 30 dB. Iso-intensity plots for 75 dB pSPL � �stars� and 125 dB pSPL
�cross hair circle� derived from data of the top panel are shown in the
bottom panel.
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larly, CAPs have been shown by Eggermont �1979� to have a
shorter latency in hearing impaired subjects as a result of the
broadening of cochlear filters following damage. In other
words, a reduction in the steepness of the high frequency
side of damaged neurons’ frequency tuning curves presum-
ably allows responses to stimuli from higher frequencies
than CF, thus producing shorter latencies than in the normal
case.

Shorter response latency in the presence of outer hair
cell damage is not a pervasive finding in the literature, how-
ever. High intensity stimuli have been shown to yield normal
CAP latencies in animals with permanent outer hair cell
damage �Wang and Dallos, 1972; Salvi et al., 1979; Versnel
et al., 1997�. The disparity between our findings and those
reports of normal latency following outer hair cell damage
may be because negative damping provided by the outer hair
cells is negligible at high signal levels and inner hair cells
may respond at high stimulus levels independent of outer
hair cell status. Because TTS most likely results from OHC
alteration �Gao et al., 1992; Nordmann et al., 2000�, it is not
surprising that responses from the lower signal levels were
more affected by TTS than the higher signal levels as it is at
low levels where OHC physiology is influential.

D. Parameter N

According to the theoretical CAP model proposed by
Goldstein and Kiang �1958�, the N parameter represents the
number of neurons contributing to the CAP. If so, then the
nonmonotonic increase in Fig. 8 indicates that the number of
neurons contributing to the CAP increased with signal level.
This is consistent with the finding that the number of single
neuron responses increases with signal level �Kiang, 1965;
Versnel et al., 1992a�.

The HLM analysis showed that the prenoise
N-signal-level function had a quadratic coefficient greater
than zero, which indicates a nonlinear growth with signal
level. Others have reported a similar trend in the growth of
CAP amplitude with signal level �e.g., Teas et al., 1962;
Portmann et al., 1973; Montandon et al., 1975; Özdamar and
Dallos, 1976; Crowley, 1976; Thornton, 1976; Ino, 1976;
Versnel et al., 1992a�, though others have reported that the
CAP amplitude growth function had a negative quadratic
term suggesting a compressive growth �e.g., Benitez et al.,
1972; Yoshie, 1976; Thornton, 1976; Eggermont et al., 1976;
Don and Eggermont, 1978; Salvi et al., 1983�. Obvious dif-
ferences between the various reported growth function could
be due to data transformations such as the use of log–log
versus linear–log axes. In fact, plotted with log–log axes in
the right panel of Fig. 8 N appears to grow somewhat com-
pressively at the midsignal levels. Perhaps this subtle indica-
tion of compressive growth would be more apparent had we
recorded additional data below 75 dB pSPL.

The positive quadratic growth of the N-signal-level
function could be due to our electrode position. Varying elec-
trode position around the neural generators can affect the
profile of the CAP amplitude growth function �Yoshie and
Ohahi, 1969�, as well as the profile of the single neuron
action potential �Kiang et al., 1976; Stegeman et al., 1979�.

The profile of our N-signal-level function could also be re-
lated to the frequency content of the click stimulus and the
CF for which the TM electrode is most sensitive. Monitoring
the ear canal signals �see Sec. II� showed that after passing
through the outer ear canal, most of the click energy was
around 4 kHz. Four-thousand kilohertz could possibly be be-
low the CF of the cochlear frequency place for which the TM
electrode is most sensitive. In a similar off-CF stimulation
condition, auditory nerve neurons show a positive quadratic
growth function plotted on linear-log axes. Our results could
thus reflect the off-CF auditory nerve property that is re-
viewed by Kiang �1965�, Pickles �1988�, Ruggero �1992�,
and Harrison �2001�.

Neither the intercept ��0�, linear ��1�, nor quadratic
��2� coefficients significantly varied with degree of hearing
loss. However, paired samples t-tests showed that parameter
N evoked from the lowest signal level was significantly
smaller during TTS indicating fewer neurons discharged dur-
ing TTS. Temporary noise-induced alterations to outer hair
cell physiology most likely contributed to the reduction of N
during TTS. A reduction in negative damping would de-
crease the low intensity gain provided to the basilar mem-
brane and consequently provide less input to the inner hair
cells and associated afferent neurons. The lack of influence
of TTS on N at higher levels, probably occurred given that
outer hair cell feedback is negligible at high stimulus levels
�Robles and Ruggero, 2001�.

E. U„t… parameters K and F

The K parameter of Eq. �3� governs the decay of U�t�.
Small K values result in a U�t� profile having less damping
while large values of K result in a quickly damped U�t�. That
is to say, small K values force the single neuron action po-
tential estimate to “ring” longer than large values of K. The
top panel of Fig. 9 shows that U�t� had greater damping as
signal level increased in both the prenoise and postnoise
cases. The large standard error of K means seen in the top
panel of Fig. 9 is consistent with other reports of large inter-
�Kiang et al., 1976; Wang, 1979� and intra- �Prijs, 1986�
subject variability in the profiles of the single neuron action
potential obtained from spiked triggered averaging. The co-
efficients from the HLM analysis were significant both be-
fore and after noise exposure despite the variability. More-
over, the intercept increased after noise exposure and the
increase was proportional to degree of hearing loss indicat-
ing less oscillations in U�t� wave forms in subjects with large
amounts of TTS. This finding is further illustrated in Fig. 12,
where K-signal-level functions were reconstructed by using
coefficients provided in Table II and by varying the indepen-
dent variable of Eq. �6� �i.e., TTS; 5–30 dB�. The functions
shift to larger values of K in direct relation to the degree of
TTS.

Parameter F of Eq. �3� governs the oscillatory frequency
of our single neuron action potential estimate. A lower F
value indicates a slower oscillation of the U�t� wave form for
a given unit of time. Figure 10 shows that the U�t� oscillation
increased about one octave from 0.5 to 1 kHz over the range
of 75–125 dB pSPL. Furthermore, although a change in
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F-signal-level function was not related to degree of TTS,
t-tests performed on the F parameter before and after noise
exposure showed that U�t� had a lower frequency of oscilla-
tion during TTS.

Despite the assumption of the analytic CAP that the U�t�
profile is everywhere constant throughout various character-
istic cochlear frequency places �Kiang et al., 1976; Wang,
1979�, the situation in damaged cochleae is probably differ-
ent �Prijs, 1986; Versnel et al., 1992b�. Various explanations
may account for the changes in U�t� as a result of signal
level and TTS. One interpretation could be that the single
neuron action potential was altered during TTS due to alter-
ations in neuron physiology, as there is some evidence that
the single neuron action potential can change in animals with
noise-induced hearing loss �Versnel et al., 1992b�. However,
there are alternative explanations that need to be examined in
future experiments. For example, the U�t� profile may have
been altered due to the basal-ward spread of excitation—
inherent with increasing signal level—which stimulates neu-
rons residing closer to the TM electrode. Indeed, it has been
shown that alterations in the distance from source location to
the recording location can change the U�t� profile �Stegeman
et al., 1979�. Another alternative explanation is that a change
in U�t� was due to a limitation of the analytic approach be-
cause the chosen P�t� function has only one maximum and
can thus not represent post-stimulus time histograms with
multiple maxima. The decaying exponential function used
for U�t� may have resultantly varied to account for the addi-
tional extrema in post-stimulus time histograms.

F. Clinical implications

The ultimate goal of our group’s research is to develop
clinical tools to identify the locus of lesion�s� and character-
ize the pathophysiology in ears with sensory-neural hearing
loss. Currently available clinical tests are limited in this re-
gard. For example, audiological diagnostics cannot distin-
guish between hearing loss arising from impairment of the
stereocilia, OHC body, stria vascularis, afferent auditory
nerve neurons, or impaired K+ ion current throughout vari-
ous regions within the cochlear partition. Accurate identifi-

cation of site of lesion�s� in cases of profound impairment
must certainly be known before the promising stem cell or
genetic therapies can be applied. Moreover, improved de-
scriptions of pathophysiology of surviving cochlear struc-
tures could lead to improved hearing aid and cochlear im-
plant processing algorithms.

Toward our ultimate goal, we have developed a battery
of tests that describe cochlear function by using cochlear
microphonics �Chertoff et al., 1996, 1997, 2003; Bian and
Chertoff, 1998, 2001�, summating potentials �Choi et al.,
2004�, and otoacoustic emissions �Bian et al., 2002, 2004;
Krishnan and Chertoff, 1999�. Each of these tests has the
potential to assist in localizing the site of lesion�s� and in
describing pathophysiology in cases of sensory-neural hear-
ing loss. It is in the context of this more comprehensive test
battery that we foresee using the analytic CAP. With ap-
proaches similar to that reported with the experiments of this
manuscript, much of our previous work has aimed at describ-
ing the pathophysiology of sensory-neural hearing loss. The
aim of our future work is important, as we will relate at-
tributes of this test battery to anatomical lesions verified with
histological analyses.

G. Summary and conclusions

Fitting the analytic CAP to physiologic CAPs evoked
from human ears provided estimates of the parameters of
P�t� and U�t�. HLM quantified changes in the CAP param-
eters as a function of signal level both before and after noise
exposure. As click level increased, � decreased indicating a
narrowing in the width of P�t�. Following noise exposure �
was larger for the lowest click levels suggesting a wider P�t�
which was related to less synchronous responses. The P�t�
latency parameter, �, decreased with increasing signal level
and was shorter at all signal levels following noise exposure.
Alterations in � values indicated that CAPs were dominated
by responses from neurons located more basal-ward as signal
level increased and after noise exposure. Parameter N in-
creased with signal level and was smaller after noise expo-
sure at the lowest signal level. Postnoise N changes imply
that responses from fewer neurons were evoked at the lowest
click level during TTS. Both the damping and frequency
parameters of U�t� increased with signal level. For large
amounts of TTS, U�t� from low click levels had greater
damping than before noise exposure. Additionally, U�t� os-
cillation was lower in frequency at all click intensities fol-
lowing noise exposure. The changes in U�t� could be due to
alterations in the single-neuron action potential, relative dis-
tance from source to electrode, or limitations of the equation
used to describe P�t�.
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APPENDIX: DERIVATION OF THE ANALYTIC CAP

This derivation of the analytic CAP using functional
forms of P�t� and U�t� was initially reported by Chertoff
�2004� and is repeated here. The analytic CAP is given as

CAP�t� = N�
−�

t

P���U�t − ��d� , �A1�

where

P�t� = � t − �

�
��−1

e−��t+��/�� �A2�

and

U�t� = e−kt sin��t� . �A3�

In the Laplace domain, Eq. �A1� can be expressed as

CAP�s� = NP�s�U�s� . �A4�

Similarly, P�t� and U�t� are expressed as

P�s� =
e−s��1/���−1����

�s + 1/��� �A5�

and

U�s� =
�

�s + k�2 + �2 . �A6�

Setting �=2, substituting Eqs. �A5� and �A6� into Eq. �A4�,
and converting Eq. �A4� to the time domain via the inverse
Laplace transform �MAPLE 7.0�, Waterloo, Ontario, Canada,
yields

CAP�t� = −
N�H�t − ��

c2 	�e−��t+��/���c�t − �� − 2���k

− 1�� + e−k�t−���− a sin���t − ��� − b cos���t

− ����
 , �A7�

where

a = ��2 − ��k − 1�2,

b = 2���1 − �k� ,

c = �2�2 + ��k − 1�2,

H = Heaviside.

1HLM � coefficients of Eq. �5�, a mere symbol, should not be confused
with the numerical value � of Eq. �3�.

2The student’s t in the name t-tests should not be confused with the time
variable t of Eqs. �1�–�3�.

3The number of subjects in Fig. 4 is indicated by the letter n, not to be
confused with CAP parameter N of the analytic CAP.

4The letter F in the name FANOVA should not be confused with the CAP
parameter F of Eq. �3�.
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Comodulation detection differences in children and adults
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This study investigated comodulation detection differences �CDD� in children �ages 4.8–10.1 years�
and adults. The signal was 30-Hz wide band of noise centered on 2 kHz, and the masker consisted
of six 30-Hz wide bands of noise spanning center frequencies from 870 to 4160 Hz. The envelopes
of the masking bands were always comodulated, and the envelope of the signal was either
comodulated or random with respect to the masker. In some conditions, the maskers were gated on
prior to the signal in order to minimize effects related to perceptual fusion of the signal and masker.
CDD was computed as the difference between signal detection thresholds in conditions where all
bands were comodulated and conditions where the envelope of the signal was random with respect
to the envelopes of the maskers. Values of CDD were generally small in children compared to
adults. In contrast, masking release related to masker/signal onset asynchrony was comparable
across age groups. The small CDDs in children are discussed in terms of sensitivity to comodulation
as a perceptual fusion cue and informational masking associated with the detection of a signal in a
complex background, an effect that is ameliorated by asynchronous onset.
© 2008 Acoustical Society of America. �DOI: 10.1121/1.2839006�

PACS number�s�: 43.66.Dc, 43.66.Ba �RYL� Pages: 2213–2219

I. INTRODUCTION

The detection of a narrow band of noise in the presence
of one or more narrow bands of masking noise is often de-
pendent on the relative fluctuation patterns across the noise
bands. Threshold differences between conditions where all
bands share the same envelope �comodulated� and conditions
where envelope differences exist across bands are termed
comodulation detection differences �CDD� �Cohen and Schu-
bert, 1987; McFadden, 1987; Wright, 1990�. In the present
study, we refer to the case where both the masker and signal
bands have the same envelope as an A/A condition, and the
case where the signal has a fluctuation pattern independent
from the maskers as an A/B condition. The classical CDD
effect is that the threshold is lower �better� in the A/B con-
dition than in the A/A condition �e.g., Cohen and Schubert,
1987; McFadden, 1987; Wright, 1990�. One interpretation of
the relatively poor signal detection in the A/A case is based
on sound source segregation �Cohen and Schubert, 1987;
McFadden, 1987; Wright, 1990�. By this account, the com-
mon fluctuation pattern across frequency in the A/A condi-
tion perceptually fuses the masker and signal, hindering the
detection of the signal as a separate auditory object.

Borrill and Moore �2002� and Moore and Borrill �2002�
have pointed out that CDD may not necessarily depend upon
processes related to sound source segregation, but instead
could hinge upon peripheral auditory processes related to
masking/suppression. By this account, the coincidence be-
tween the energy peaks of the masker and those of the signal
make the masking/suppression of the signal particularly effi-
cient. Performing an experiment in which the masker in the

A/A condition had a leading temporal fringe, Moore and
Borrill found that their listeners obtained no improvement in
signal threshold with this asynchrony. They pointed out that
if poor signal detection in the A/A condition were due to
perceptual fusion between masker and signal, the powerful
sound segregation cue of onset asynchrony should have re-
sulted in a threshold improvement. Their finding of no
threshold improvement therefore undermined the perceptual
fusion hypothesis and instead provided support for the
masking/suppression hypothesis. In a later study by Hall et
al. �2006�, the results from several listeners were consistent
with the findings of Moore and Borrill �2002�, with A/A
thresholds being similar between conditions where signal
and masker were gated synchronously and conditions where
the masker had a leading fringe. However, Hall et al. �2006�
found that other listeners, who had relatively high thresholds
in the synchronous A/A condition, achieved substantially
lower thresholds in the asynchronous A/A condition. They
speculated that in these listeners, at least part of the CDD
effect was not due to peripheral factors but, instead, was
related to perceptual fusion. Further conditions tested by Hall
et al., where the masker had spectral uncertainty on a trial by
trial basis �e.g., Neff and Callaghan, 1987; Neff and Green,
1987; Neff and Callaghan, 1988; Lutfi, 1990; Leek et al.,
1991; Kidd et al., 1994, 2002; Richards et al., 2002; Kidd et
al., 2003�, were also consistent with an interpretation that
perceptual fusion factors contributed to at least part of the
CDD effect in some listeners. Nevertheless, results of Hall et
al. �2006� indicated that the across-frequency difference in
fluctuation pattern associated with the A/B conditions was a
relatively weak cue for perceptual segregation when con-
trasted with the cue of onset asynchrony. This is consistent
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with the interpretation of Turgeon et al. �2002� that, com-
pared to asynchrony, comodulation is a relatively weak
grouping/segregation cue.

The present study examined CDD for fixed-frequency
signal/masker stimuli in children and in adults. There are two
related reasons that such a developmental approach might be
informative. One is that results should provide further insight
into the nature of the CDD phenomenon. If the interpretation
of Hall et al. �2006� is correct that at least part of the CDD in
some listeners arises from effects related to perceptual fusion
but that the associated cues are relatively weak, then it is
likely that, compared to adults, CDD in children should be
relatively small. This follows because whereas some children
appear to enjoy nearly adult-like release from masking for
the relatively strong perceptual segregation cue of signal/
masker onset asynchrony �Hall et al., 2005; Leibold and
Neff, 2007�, there is some evidence that their ability to ben-
efit from less salient cues for masking release can be quite
poor in comparison to adults. For example, whereas Hall et
al. �2005� found that signal/masker onset asynchrony was
associated with substantial release from informational mask-
ing in both adults and children, the cue of lateralization via
interaural intensity difference resulted in a modest masking
release for adults and essentially no masking release for chil-
dren. Thus, if part of CDD in adult listeners is related to the
use of a relatively weak cue for sound source grouping/
segregation, then relatively small CDD might be expected
for children. In addition to providing further insight into the
nature of CDD, the present approach should improve our
understanding of the development of sound source segrega-
tion processes. Specifically, the results should allow exami-
nation of the idea that the development of sensitivity to per-
ceptual segregation/grouping cues may be prolonged for cues
that appear to be relatively weak in adults.

II. METHODS

A. Listeners

There were nine adult listeners ranging in age from
18 to 51 years. There were fifteen children ranging in age
from 4.8 to 10.1 years �with a mean of 8.0 years and stan-
dard deviation of 2.0 years�. Listeners had thresholds of
20 dB HL �ANSI, 2004� or better between octave frequen-
cies of 0.25 and 8.0 kHz.

B. Stimuli

The signal was a 30-Hz wide band of noise centered on
2 kHz. The masker was a set of 30-Hz-wide noise bands
having center frequencies of 0.870, 1.169, 1.540, 2.570,
3.280, and 4.160 kHz. These frequencies were the same as
those used in our previous CDD experiment on adult listen-
ers �Hall et al., 2006�. Thresholds were obtained for both
A/A conditions where both the masking and signal bands
were comodulated and A/B conditions where the envelope of
the signal was independent with respect to the envelopes of
the comodulated masking bands. Each masking band was
presented at a level of 48 dB SPL. The stimuli were gener-
ated in the spectral domain and were converted to the time
domain via inverse fast Fourier transform �FFT�. The stimuli

were played out of one channel of a real time processor
�RP2, TDT� at a rate of 24.4 kHz, routed to a headphone
buffer �HB7, TDT�, and presented over the left earphone of a
pair of Senheisser headphones �HD 265�.

The signal and masking bands were either gated syn-
chronously or were gated such that the masker bands were
turned on before the signal band �all bands were gated off
together�. Gating was accomplished via multiplication with a
50-ms, raised cosine. In the synchronous gating conditions,
the signal and masker had a duration of 550 ms, including
ramps. In the asynchronous gating conditions, the signal was
gated on 200 ms after the masker, and both signal and
masker were fully gated off 550 ms later. The interstimulus
interval was 400 ms in the synchronous and 200 ms in the
asynchronous condition.

C. Procedure

The task used a three-alternative forced-choice proce-
dure with the signal level adjusted in a two-down one-up
track estimating the 70.7% correct point on the psychometric
function �Levitt, 1971�. The signal level was adjusted in
steps of 4 dB for the first two reversals and then in steps of
2 dB for the remaining six reversals. Threshold was taken as
the average level at the last six reversals. All thresholds were
obtained in blocks, by condition, with conditions completed
in a random order. Three threshold estimates were obtained
in each condition, with a fourth estimate obtained in in-
stances where the first three thresholds varied by more than
3 dB. Listening intervals were marked visually using anima-
tion on a video monitor. Over the course of a threshold run,
a cartoon picture was revealed, in the form of a jigsaw
puzzle, with one piece exposed following each correct re-
sponse. The cartoon was completely revealed and performed
a 2-s animation at the end of the threshold run. All listeners
used this method.

III. RESULTS AND DISCUSSION

Data of the children were initially analyzed to determine
whether the correlations between age and CDD or between
age and the masking release due to onset asynchrony in the
A/A condition were significant for the group of children
tested here. This was done to determine whether the child
data should be separated into subgroups by age for compari-
sons with adult data. The correlations between age and these
derived measures were not statistically significant �see Table

TABLE I. Correlations between child age and masked threshold for the A/A
condition, A/B condition, and A/A condition with the cue of onset asyn-
chrony. Also shown are correlation between child age and the derived mea-
sures of CDD and masking release due to onset asynchrony in the A/A
condition. Correlations that were significant �p�0.05, two tailed� are noted
by an asterisk.

Threshold estimates Derived measures

A/A A/B A/A Fringe CDD
Masking release due
to onset asynchrony

r −0.51 −0.58* −0.59* 0.39 −0.44
p 0.052 0.025 0.026 0.150 0.120
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I�, indicating that the neither the CDD nor the masking re-
lease due to onset asynchrony varied reliably with age in the
present sample. Some of the correlations between age and
masked thresholds were significant, however, indicating bet-
ter performance with increasing age �see Table I�. The cor-
relation with age was significant for the A/B condition, and
approached significance for the A/A condition, using two
tailed tests and a criterion probability of 0.05. Table I also
shows that the correlation with age was significant for the
A/A condition where there was a temporal fringe.

The data of individual listeners are shown in Table II,
and Fig. 1 summarizes the mean results for the conditions of
this experiment. Inspection of Fig. 1 suggests that the chil-
dren had higher masked thresholds than adults overall. This
was tested with a repeated measures analysis of variance
with the within subject factors of comodulation �A/A and
A/B� and synchrony and the between subject factor of group.
This analysis indicated that the children had significantly
poorer thresholds than adults �F1,20=172; p�0.0001�. The
analysis also indicated significant effects of comodulation
�F1,20=79; p�0.0001� and synchrony �F1,20=12.1; p
=0.002�. The only interaction that was significant was be-
tween comodulation and group �F1,20=14.6; p=0.001�. This

TABLE II. A/A and A/B thresholds �dB SPL� and derived measures of CDD and masking release �dB� due to
onset asynchrony. Standard deviations for the mean data are shown in parentheses. The nine adults listeners
�A–I� are shown in the top part of the table and the fifteen child listeners �a–o� are shown in the bottom part of
the table. Age �years� is shown for children. The entry “NT” indicates incomplete data.

Fringe absent Fringe present Masking release due
to onset asynchrony
A/AA/A A/B CDD A/A A/B CDDASY

A 20.7 15.9 4.8 19.6 14.3 5.3 1.1
B 34.0 28.7 5.3 18.3 12.2 6.1 15.7
C 24.0 16.6 7.4 26.8 19.1 7.6 −2.8
D 26.8 16.7 10.2 29.2 20.8 8.3 −2.3
E 33.6 18.9 14.7 27.0 16.0 11.0 6.6
F 46.4 31.3 15.1 27.4 20.4 7.0 19.0
G 40.8 25.6 15.2 32.6 26.1 6.4 8.3
H 40.3 25.1 15.3 31.1 22.9 8.2 9.2
I 44.3 21.4 22.8 26.2 19.2 7.0 18.0
Mean 34.5 22.3 12.3 26.5 19.0 7.5 8.1

�9.2� �5.7� �5.9� �4.7� �4.3� �1.7� �8.3�
Age

a 46.9 53.3 −6.4 22.4 17.9 4.5 24.5 6.5
b 65.8 71.4 −5.6 52.5 NT ¯ 13.3 5.4
c 24.9 29.2 −4.3 29.2 22.4 6.8 −4.3 9.8
d 53.7 56.8 −3.2 27.4 24.1 3.4 26.2 7.9
e 33.6 35.0 −1.4 33.6 29.2 4.4 0.0 6.1
f 32.5 28.9 3.6 28.6 23.1 5.4 3.9 9.3
g 74.3 70.6 3.7 58.9 66.9 −8.3 15.3 5.2
h 31.7 26.5 5.2 28.3 25.4 2.9 3.3 10.0
i 18.0 12.1 5.9 18.7 13.2 5.4 −0.7 9.5
j 29.7 22.7 7.0 NT 26.3 ¯ ¯ 4.9
k 54.1 46.3 7.9 42.3 32.4 9.8 11.9 9.9
l 56.2 48.0 8.2 50.3 41.7 8.7 5.8 7.2
m 42.5 34.3 8.2 34.6 33.6 1.0 7.9 8.6
n 29.2 19.2 10.0 25.4 23.3 2.1 3.8 9.0
o 36.2 23.0 13.2 29.3 23.8 5.6 6.8 10.1
Mean 41.9 38.5 3.5 34.4 28.8 4.0 8.4

�16.0� �18.3� �6.1� �12.0� �12.9� �4.4� �9.0�

50

40

30

20

A/A Adult

A/B Adult

A/A Child

A/B Child

Synchronous Asynchronous

FIG. 1. Mean thresholds �dB SPL� for the synchronous and asynchronous
masking conditions, plotted separately for the two masker conditions and
observer groups, as indicated in the legend. Error bars show 1 s.d. �only the
upper bar is shown for A/A conditions and only the lower bar is shown for
A/B conditions for clarity�. The data of the adults are depicted by the open
symbols and the data of the children are depicted by the closed symbols.
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interaction reflects the fact that CDD was larger in adults
than children, a finding that is examined more fully in the
following sections.

A. CDD and masking release resulting from signal/
masker onset asynchrony

Because several aspects of the data of the adults ap-
peared to be related to the magnitude of the CDD, the listen-
ers are ordered alphabetically in Table II in terms of increas-
ing CDD magnitude in order to aid discussion. In agreement
with previous investigations of CDD in adults �e.g., McFad-
den and Wright, 1990; Hall et al., 2006�, there was consid-
erable variation in the masked threshold conditions as well as
the derived CDDs. In adults, CDD was significant �t8=6.8;
p�0.001�, ranging from 4.8 to 22.8 dB with an average of
12.3 dB; the masking release due to onset asynchrony in the
A/A condition was significant �t8=2.9; p=0.02�, ranging
from −2.3 to 19.0 dB with an average of 8.1 dB. In children,
the CDD was significant �t14=2.17; p=0.047�, ranging from
−6.4 to 13.2 dB with an average of 3.5 dB; the masking re-
lease due to onset asynchrony for the A/A stimuli was also
significant �t13=3.5; p=0.004�, ranging from
−4.3 to 24.5 dB with an average of 8.4 dB. Thus the CDD
and the release from masking resulting from onset asyn-
chrony were significant in both adults and children. How-
ever, a t-test indicated that the average CDD of 3.5 dB in the
children was smaller than the adult average of 12.3 dB �t22

=3.5; p=0.002�. The release from masking resulting from
onset asynchrony did not differ significantly between adults
and children �t21=0.32; p=0.93�. This result suggests that
children and adults were, on average, able to use the cue of
onset asynchrony with comparable effectiveness.

The difference between the A/A and the A/B thresholds
for the case where the masker and signal were gated asyn-
chronously was also calculated. We will refer to this as
CDDASY to differentiate it from the more standard CDD
where the masker and signal are gated on and off synchro-
nously �see Table II�. Whereas the adults showed an average
CDD of 12.3 dB, the average CDDASY was 7.5 dB, a reduc-
tion that was statistically significant �t8=2.6; p=0.03�. The
average CDDASY for the children of 4.0 dB was similar to
their average CDD of 3.5 dB, and these values did not differ
significantly �t13=0.053; p=0.96�. The CDDASY for the chil-
dren was significantly smaller than that for the adults �t20

=3.4; p=0.04�.
Although the above-mentioned analyses indicated sev-

eral statistically significant differences between the results of
the children and adults, it is important to note that there were
large individual differences such that many children had re-
sults that were broadly within the adult range. For example,
although the CDD of children was significantly smaller than
that of the adults, the CDDs of six of the fifteen children
were within 1 s.d. of the adult mean. Similarly, although the
masked thresholds were higher in the children than in the
adults, there was also considerable overlap between the
groups for these thresholds �see Table II�.

B. CDD and perceptual fusion resulting from
comodulation

Several aspects of the results are pertinent to the issue of
whether CDD is related to perceptual fusion resulting from
comodulation. The top panel of Fig. 2 shows a plot of CDD
against the threshold in the A/A condition for the adult lis-
teners. As can be seen in Fig. 2, there was a tendency for the
adults with high A/A thresholds also to show relatively high
CDDs �r=0.80; p=0.01�. One interpretation of this signifi-
cant correlation is that a factor contributing to high A/A
thresholds in some adult listeners is perceptual fusion of the
signal and masker due to comodulation; the threshold im-
proves in the A/B condition because the signal and masker
can be segregated when their modulation patterns are inde-
pendent. Conversely, listeners with relatively low A/A
thresholds do not have large effects related to perceptual fu-
sion due to comodulation, and therefore do not show a large
benefit when the segregation cue related to independent
modulation is available in the A/B condition. Inspection of
the bottom panel of Fig. 2 shows that, among children, the
relation between CDD and the A/A threshold was not signifi-
cant �r=−0.22; p=0.44�. Possible reasons for this pattern of
results are considered in Sec. IV.

As just discussed, the comparison of thresholds in the
A/A condition with the magnitude of CDD may provide an
indication of a release from perceptual fusion resulting from
comodulation. Release from perceptual fusion can also result
when a temporal fringe is introduced in the A/A condition.
Figure 3 plots the masking release resulting from onset asyn-
chrony in the A/A stimulus configuration. The top panel in-
dicates a tendency for the adults with high A/A thresholds
also to show relatively great making release due to onset
asynchrony �r=0.86; p=0.003�. Together, the top panels of
Figs. 2 and 3 suggest that adults with high A/A thresholds
show improved performance with perceptual segregation
cues based upon either across-frequency modulation pattern
or onset asynchrony. This interpretation is also consistent
with the data trends for CDD and masking release due to
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FIG. 2. The magnitude of CDD is plotted against the threshold in the A/A
condition. The best-fitting regression line is also plotted. The data of the
individual adults and children are plotted in the upper and lower panels,
respectively. Correlations that are significant at the 0.05 probability criterion
�two-tailed� are identified with an asterisk.
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onset asynchrony reported in Hall et al. �2006�. The bottom
panel of Fig. 3 indicates that, among children, there was also
a tendency for higher A/A thresholds to be associated with
relatively great masking release due to onset asynchrony �r
=0.68; p=0.007�. That is, although high thresholds in the
A/A masker condition were not associated with larger values
of CDD �Fig. 2, bottom�, they were associated with greater
masking release due to asynchronous onset �Fig. 3, bottom�.
This suggests that high thresholds in the A/A conditions for
children may not be related to fusion due to comodulation,
but rather some other nonenergetic masking that can be re-
duced by onset asynchrony.

Recall that among adults, the CDDASY was smaller than
the CDD. The smaller CDDASY is consistent with an inter-
pretation that the CDD can result from both energetic mask-
ing and masking related to perceptual fusion, and that mask-
ing related to perceptual fusion is reduced under conditions
of asynchronous gating. By this interpretation, the expecta-
tion is that adults showing higher A/A condition threshold
values �and therefore relatively large effects related to per-
ceptual fusion due to comodulation� should have a relatively
great difference between CDD and CDDASY. In contrast, if
children do not demonstrate a perceptual fusion effect related
to comodulation, a strong association between the A/A con-
dition threshold and the difference between CDD and
CDDASY is not expected. Figure 4 supports these expecta-
tions: Among the adults �top panel� high A/A condition
thresholds were associated with a relatively great difference
between CDD and CDDASY �r=0.83; p=0.006�; among the
children, this was not the case �r=0.22; p=0.44�.

IV. GENERAL DISCUSSION

Consistent with the previous study by Hall et al. �2006�,
the results of the present investigation indicated that adults
with relatively high A/A thresholds were also likely to have
relatively large CDDs. One interpretation of this result in-
volves the idea that CDD �relatively worse performance in

the A/A condition than in the A/B condition� can arise from
at least two factors: �1� a peripheral/energetic factor wherein
comodulated flanking bands provide efficient masking and
suppression of a comodulated signal; and �2� a central factor
wherein perceptual fusion due to comodulation makes it dif-
ficult to separate the signal from the masker. By this inter-
pretation, it is hypothesized that the adults showing the larg-
est CDDs are those for whom the central, perceptual fusion
factor has a relatively strong influence. A result that sup-
ported this interpretation was that adults with larger CDDs
tended also to have higher thresholds in the A/A condition.
There were several indications that, on average, children did
not show a large CDD component related to perceptual fu-
sion due to common modulation. For example, the CDD in
children was relatively small in magnitude �although indi-
vidual differences were noted�, and there was no significant
correlation between CDD and the threshold in the A/A con-
dition. Overall, the results of the present study did not pro-
vide evidence that the A/A condition thresholds of the chil-
dren tested were elevated due to perceptual fusion resulting
from comodulation. This could occur if children were not
very sensitive to comodulation as a perceptual fusion cue. It
is possible that sensitivity to this grouping cue has a rela-
tively protracted period of development. A related possibility
is that high A/A thresholds in children are dominated by
factors other than the comodulation between the signal and
masker. For example, children may be more likely than
adults to have difficulty honing in on a frequency-specific
target in the context of a complex background composed of
multiple tones or narrow bands of noise. Consistent with this
interpretation, Leibold and Neff �2007� found that children
are more likely than adults to show informational masking
not only under conditions of masker uncertainty, but also in
conditions where a multiple-component maskers are fixed in
frequency composition from trial to trial �as was the case in
the present study�. Such masking in the children of the
present study could have overridden weaker effects related to
comodulation.
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The present CDD results in children are relevant to pre-
vious developmental results obtained in a comodulation
masking release �CMR� study �Hall et al., 1997�. That study
indicated that children were able to maintain CMRs similar
to those of adults when two unique patterns of comodulation
were carried by two separate sets of simultaneously present
noise bands. One interpretation of this result was that chil-
dren were as capable as adults in separating the two sets of
noise bands by virtue of their different modulation patterns.
This might seem inconsistent with an interpretation that the
CDD of children is not influenced by perceptual fusion aris-
ing from comodulation. It is possible that this apparent in-
consistency is related to stimulus factors. An important fea-
ture of the Hall et al. �1997� study is that the noise bands
were presented continuously throughout a threshold run. This
would give a listener extended opportunities to note comodu-
lation among the various noise bands. In the synchronous
conditions of the present study, the relatively brief nature of
the gated stimuli would have limited the opportunity for the
analysis of comodulation, and the common gating among the
noise bands could have created a bias for grouping all of the
noise components together. It is possible that children are
less able to demonstrate grouping/segregation effects related
to comodulation under such relatively challenging circum-
stances.

A finding of the present experiment that does not follow
in a straightforward manner from the accounts considered
thus far is that the adults showed a larger CDDASY than the
children. It seems reasonable to speculate that the CDDASY

of adults mostly reflects peripheral masking/suppression be-
cause masking related to more central auditory grouping
cues should be largely overcome by cues related to onset
asynchrony. If the CDDASY is indeed peripherally driven, it
is not clear why children would show a smaller CDDASY

than adults. This follows because there is evidence that pe-
ripheral auditory processing matures quite rapidly �Olsho,
1985; Abdala and Folsom, 1995�. One possible interpretation
is that despite a cue of onset asynchrony, a small part of the
CDDASY in adults is driven by a central effect related to
grouping by comodulation.

V. CONCLUSIONS

�1� Children showed higher masked detection thresholds
than adults, and there was a tendency for masked thresh-
olds to improve with increasing age among the children.

�2� Both adults and children showed a significant CDD.
Within the data of the children, there was no significant
correlation between age and CDD, and CDD was smaller
for children than for adults. The results were consistent
with an interpretation that perceptual fusion arising from
comodulation plays little or no role in the CDD of child
observers. It was speculated that this could derive from
poor sensitivity to comodulation as a perceptual fusion
cue. Alternatively, a dominant informational masking ef-
fect, perhaps related to a difficulty in separating a
frequency-specific target from a complex background,
could override perceptual fusion effects related to co-
modulation. Although these interpretations apply to the

average data, it was noted that there were large indi-
vidual differences, with some of the children having
CDDs within the adult range.

�3� Both adults and children showed a significant CDDASY.
The CDDASY was smaller than the CDD for the adults,
but not for the children. The CDDASY was smaller for the
children than for the adults. It was suggested that even
though the CDDASY conditions involve onset asynchrony
cues that reduce perceptual fusion between the signal
and masker, perceptual fusion due to comodulation may
nevertheless have a small contribution to the CDDASY in
the adult listeners. Such an effect could account for the
finding that the CDDASY was larger in the adults than in
the children.

�4� Both adults and children showed masking release due to
onset asynchrony. Among the children, this masking re-
lease was not significantly correlated with listener age.
The magnitude of this masking release did not differ
between adults and children, consistent with earlier find-
ings indicating that the perceptual segregation cue of on-
set asynchrony shows a relatively early development.
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Perception of suprathreshold amplitude modulation and
intensity increments: Weber’s law revisiteda)
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The perceived strength of intensity fluctuations evoked by suprathreshold sinusoidal amplitude
modulation �AM� and the perceived size of intensity increments were compared across levels of a
wideband noise and a 1-kHz tone. For the 1-kHz tone, the comparisons were made in quiet and in
a high-pass noise. The data indicate that suprathreshold modulation depths and intensity increments,
perceived as equivalent across levels, follow a pattern resembling Weber’s law for noise and the
“near miss” to Weber’s law for a tone. The effect of a high-pass noise was largely consistent with
that observed for AM and increment detection. The data suggest that Weber’s law is not a direct
consequence of the dependence of internal noise on stimulus level, as suggested by multiplicative
internal noise models. Equal loudness ratios and equal loudness differences �computed using
loudness for the stationary portions before and after the increment� accounted for the
increment-matching data for noise and for the tone, respectively, but neither measure predicted the
results for both types of stimuli. Predictions based on log-transformed excitation patterns and
predictions using an equal number of intensity just-noticeable differences were in qualitative, but
not quantitative, agreement with the data. © 2008 Acoustical Society of America.
�DOI: 10.1121/1.2839889�

PACS number�s�: 43.66.Fe, 43.66.Lj �RYL� Pages: 2220–2236

I. INTRODUCTION

An important general question in psychophysics is
whether the phenomena seen using threshold measurements,
those based on detection and discrimination, generalize to
suprathreshold situations where the stimuli are highly detect-
able and discriminable. An example, and the focus of this
paper, is whether the lawful relationships seen for detecting
intensity changes are also seen for changes that are highly
detectable. For example, does something analogous to We-
ber’s law hold for intensity changes that are readily percep-
tible?

There are several reasons such questions are important.
Clearly, most real-world listening involves changes that are
readily perceived. The amplitude and frequency changes that
occur in speech, for example, are orders of magnitude larger
than intensity and frequency just-noticeable differences
�JNDs�. The question is whether or not the effects seen in
JND measurements are also applicable to suprathreshold
changes. It is possible that the strategies, cues, and processes
used by listeners in a threshold task are of little relevance to
everyday auditory perception. This raises the question of
what “threshold psychophysics” has told us about real listen-
ing.

At the theoretical level, threshold psychophysics has
provided a wealth of information about normal and impaired
hearing. However, the theoretical notions that have been de-
veloped based on threshold psychophysics may not be appli-
cable to suprathreshold situations. In addition to the strategy/

cue problem mentioned previously, there is the problem of
“internal noise.” Internal noise is an ill-defined but necessary
construct that is invoked in most contemporary models of
detection and discrimination �e.g., Green and Swets, 1988;
Colburn et al., 2003�. It often refers to stochastic limitations
that are characteristic of sensory transmission �e.g., Teich
and Khanna, 1985� but also may involve notions such as
decision noise, memory noise, and nonoptimal processing.
Internal noise is necessary because in many, perhaps most,
threshold situations performance is not limited by the sto-
chastic properties of the stimuli �e.g., Raab and Goldberg,
1975; Tanner, 1961�. In intensity discrimination of pure
tones, for example, human performance is far worse than that
predicted from the �negligible� variability present in the
stimuli: some sort of internal variability seems necessary to
account for human performance.

The problem with invoking internal noise is, essentially,
that we know very little about it. Measurements of auditory-
nerve responses have consistently demonstrated that the vari-
ance of the spike count can be approximated by a Poisson
process �Young and Barta, 1986; Winter and Palmer, 1991�.
Estimates of spike count variance at higher stages of the
auditory pathway have been very sparse. Limited data from
the cochlear nucleus �Palmer and Evans, 1982� and the infe-
rior colliculus �Nelson and Carney, 2007� show no clear de-
pendence of the variance on the mean spike count. It is dif-
ficult to measure internal noise psychophysically, although
attempts to estimate it have been made �Spiegel and Green,
1981; Jesteadt et al., 2003�. Thus, we have an unwanted
uncertainty in our theoretical efforts. To return to the ex-
ample of pure-tone intensity discrimination, it is clear that
one can “explain” the JND data, including the fundamental

a�
Portions of these data were presented at the 135th Meeting of the Acous-
tical Society of America, 1998. June 20–26, Seattle, WA.

b�Electronic-mail: wojtc001@umn.edu

2220 J. Acoust. Soc. Am. 123 �4�, April 2008 © 2008 Acoustical Society of America0001-4966/2008/123�4�/2220/17/$23.00



relationship between the JND and intensity, by postulating
arbitrary characteristics of the internal noise �e.g., Allen and
Neely, 1997�. More generally, if the properties of internal
noise are even partly responsible for threshold phenomena,
such as Weber’s law, then models based on threshold data
may not be applicable to suprathreshold processing where
the internal noise that limits threshold performance is un-
likely to affect perception. In the context of signal detection
theory �Green and Swets, 1988�, threshold discrimination is
limited by internal noise because of the variability it im-
poses: the distributions of the decision variable overlap. For
suprathreshold intensity, changes, the distributions are suffi-
ciently separated and the intensities before and after the
change are highly discriminable. An evaluation of a suprath-
reshold difference �change� between two perceived intensi-
ties is therefore affected by the difference between the means
of the corresponding distributions, but not by the variability
from the internal noise that limits the ability to discriminate
them.

The present study is concerned with the perception of
suprathreshold intensity/amplitude changes, specifically,
those produced by discrete intensity changes and those pro-
duced by sinusoidal amplitude modulation �AM�. The reason
for this emphasis is that such dynamic aspects are crucially
important for auditory communication and perception
�Plomp, 1970; Drullman, 2005�: we need to know whether
our understanding of dynamic processing based on threshold
psychophysics extends to suprathreshold changes.

There is a wealth of data and theoretical work on inten-
sity discrimination and AM detection �Tanner, 1961; Treis-
man, 1964; Viemeister, 1983; Viemeister, 1988; Viemeister
and Bacon, 1988, Durlach et al., 1986; for a review of stud-
ies on AM see Joris et al., 2003�. In brief, for broadband
sounds of all but short durations, the intensity JND ��I� in-
creases proportionally with the intensity �I� of the standard
or pedestal: the Weber fraction ��I / I� is constant and thus
Weber’s law describes intensity discrimination thresholds.
For band-limited sounds such as pure tones, there are rela-
tively small, but significant, deviations from Weber’s law:
The Weber fraction decreases as I increases, a phenomenon
known as the “near-miss” to Weber’s law �McGill and Gold-
berg, 1968�. There is a close counterpart to these results for
detection of AM. For broadband carriers, the modulation in-
dex at detection threshold �m� is independent of a carrier
level for levels above approximately 20 dB SL �Bacon and
Viemeister, 1985�. As m is a relative measure, like the Weber
fraction, this result is analogous to Weber’s law. Similarly,
for band-limited carriers, m decreases as the carrier level
increases and thus this result is analogous to the near-miss.
There is a close empirical relationship, but uncertain theoret-
ical relationship, between intensity-increment detection and
detection of sinusoidal AM for both broadband and pure-tone
continuous pedestals/carriers �Wojtczak and Viemeister,
1999�.

In contrast to the extensive data on intensity discrimina-
tion and AM detection, there are relatively few data on the
perception of suprathreshold intensity/amplitude changes.
Fastl �1983� and Terhardt �1968�, using magnitude estima-
tion, studied the effects of modulation rate, modulation

depth, and carrier level on the “roughness” and “fluctuation
strength” of AM. Fluctuation strength appears to reach a
maximum at a modulation frequency of 4 Hz and roughness
at 70 Hz. Both increase with increasing m, and for a fixed m
and modulation frequency, both increase with increasing car-
rier level. The latter result was observed for pure-tone and
for noise carriers. For pure-tone carriers this is qualitatively
consistent with the near-miss effects seen for AM detection,
i.e., the results suggest that the effective envelope fluctua-
tions are “magnified” at higher carrier levels. For noise car-
riers, however, the results contradict those based on AM de-
tection: Constant m at detection threshold suggests that
fluctuation strength should also be constant, independent of
the carrier level. The data to be presented are consistent with
the detection results; this issue will be revisited in the dis-
cussion in Sec. IV.

In a study related to the aspects of the present study,
Moore et al. �1996� used a modulation-matching procedure
to investigate whether the effective amplitude changes pro-
duced by AM are magnified by loudness recruitment. The
results, obtained from listeners with a unilateral hearing loss,
indicate that for equal perceived fluctuation strength, the
modulation depth in the recruiting ear was considerably less
than that in the normal ear when the carriers were equally
loud. This suggests, in contrast to the results from modula-
tion detection �Bacon and Viemeister, 1985; Zwislocki and
Jordan, 1986� and intensity discrimination �Hellman and
Hellman, 1990; Schlauch, 1994; Schroder et al., 1994�, that
suprathreshold perceived fluctuation depths are related to the
slope of the loudness function and thus are magnified in the
case of recruitment.

Existing loudness models are generally successful at
predicting the loudness functions for stationary stimuli
�Moore et al., 1997� and for temporally varying stimuli
�Zwicker and Fastl, 1999; Glasberg and Moore, 2002�. How-
ever, none of the existing models have been used to quantify
the perceived size of an intensity increment in terms of a
change in loudness. There is little doubt that suprathreshold
increments in intensity are perceived in terms of an incre-
ment in loudness but it is not clear how exactly the perceived
loudness increment is “computed.” Attempts to relate thresh-
old intensity discrimination to a change in loudness have
provided ambiguous results, suggesting that either intensity
JNDs do not necessarily correspond to a constant change in
loudness or that the method of “computation” of the loudness
change �e.g., a loudness ratio versus loudness difference� is
stimulus dependent. Hellman and Hellman �2001� demon-
strated that Ekman’s law �Ekman, 1956, 1959� appears to
hold for loudness of 3 sones and above when intensity dis-
crimination thresholds of pulsed tones �Rabinowitz et al.
1976� and beat detection thresholds �Riesz, 1928� are con-
sidered. The law states that intensity increments and beats
are detected when the ratio between loudness corresponding
to the intensities to be discriminated reaches a constant value
�an analog of Weber’s law for loudness, a subjective magni-
tude�. For tones presented in quiet and in notched-noise,
equal loudness differences have been shown to predict inten-
sity discrimination across levels �Parker and Schneider,
1980; Schneider and Parker, 1987�. However, the same strat-
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egy failed to predict intensity discrimination for tones in
broadband noise �Schneider and Parker, 1990�, likely due to
suppression of the basilar-membrane response to the tone by
the noise.

As stated previously, threshold measurements are af-
fected by internal noise �for deterministic stimuli� and/or ex-
ternal noise associated with the stochastic properties of noise
stimuli. However, the variability imposed by such noises pre-
sumably plays an insignificant role in the perceived magni-
tude of highly detectable intensity changes: The changes in
the stimulus are much larger than those created by the inter-
nal noise or those resulting from inherent intensity fluctua-
tions in the noise stimuli. Thus, it is not clear if the findings
regarding threshold intensity discrimination hold true for su-
prathreshold intensity changes.

The present study examines the effects of level on the
perception of highly detectable intensity increments and AM.
The general approach is to determine the intensity incre-
ments and modulation depths that, respectively, produce the
same perceived intensity changes and intensity fluctuations
when the stimuli are at different levels. The general aim is to
describe the perception and processing of suprathreshold in-
tensity changes.

II. METHODS

A. Stimuli and procedure

1. Modulation matching

Modulation depths producing perceptually equivalent
fluctuations across carrier levels were measured for two
types of the carrier: a 1-kHz tone and a Gaussian noise low-
pass filtered at 5 kHz. The noise was filtered using an analog
filter �Ithaco 4302� with an attenuation rate of 24 dB /oct
outside the passband. The carriers were modulated over their
entire 500-ms duration by a 16-Hz sinusoid starting at a
0-rad phase. For the tonal carrier, the 500-ms duration in-
cluded 5-ms raised-cosine ramps. After unsuccessful at-
tempts at using adaptive matching procedures �see Appendix
A�, a rather complicated roving procedure combined with the
two-interval forced-choice �2IFC� technique was used to en-
courage the listeners to make comparisons between the stan-
dard and the comparison intervals within each trial. Ex-
amples of the envelopes of the stimuli presented in a trial,
consisting of two observation intervals, are shown in the up-
per panel of Fig. 1. In each trial, a standard and a comparison
were presented in a random order. The listeners were in-
structed to choose the interval, which, according to their sub-
jective judgment, contained stronger intensity fluctuations
�terms such as “fluctuations” or “loudness fluctuations” were
also used interchangeably to describe the task�. The listeners
confirmed that they understood the task and they were con-
sistent in their responses, thus no evidence was observed that
the instructions were ambiguous. No feedback was provided
in this or any subsequent tasks within this study.

Table I lists five conditions �each distinguished by the
level of the comparison� in the modulation-matching task,
for a 1-kHz carrier. The two numbers used in the name of
each condition represent the carrier level of the standard and
comparison, respectively. For example, T_60_30 describes

a condition where the carrier level of the standard tone �T�
was 60 dB SPL and the carrier level of the comparison was
30 dB SPL in every trial within a block. The remaining con-
ditions were: T_60_45, T_60_60, T_60_75, and
T_60_90. Thus, for different conditions the carrier level of
the comparison was selected from a set of five levels: 30, 45,
60, 75, and 90 dB SPL. In each trial, the modulation depth of
the standard was drawn at random from a set of three modu-
lation depths, −6, −8, and −10 dB �in units of 20 log m�. As
shown by Yost and Sheft �1997�, the threshold modulation
depth for a 1-kHz carrier gated for 500 ms, presented at a
level of 70 dB SPL and modulated by a 16-Hz sinusoid is
approximately equal to −28 dB. The three standard modula-
tion depths used in the present study were, therefore, highly
detectable �AM detection of the three standard modulation
depths would yield an immeasurably large d��. The compari-
son had a modulation depth drawn at random from a set of
eight modulation depths. The exact modulation depths for
the comparison were selected for each listener individually,
based on pilot sessions. The goal was to use a set of com-
parison modulation depths for which the proportion of “fluc-
tuations stronger in the comparison” responses would span
the range from 0 to 1, approximately. Examples of sets of
eight modulation depths for each condition are shown in the
fifth column of Table I.

Each standard-comparison pair was presented twice
within a block consisting of 48 trials �3 modulation depths of
the standard �8 modulation depths of the comparison �2�
and 25 blocks were run for each condition �i.e., each carrier
level of the comparison�. The order of conditions was ran-
domized.

For the 1-kHz carrier, the experiment was run with the
standard and the comparison presented in quiet in one case
and in a background of high-pass noise used to mask the

FIG. 1. Examples of envelopes of the stimuli presented in a trial of the
modulation-matching �upper panel� and increment-matching tasks. Listeners
had to decide which modulation depth, the standard �mST� or the comparison
�mC�, produced stronger perceived fluctuations, or which increment, the
standard ��IST� or the comparison ��IC�, sounded larger.
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upper side of the excitation pattern in another case. A high-
pass noise has been shown to eliminate the near miss to
Weber’s law for AM detection by raising thresholds mea-
sured at high carrier levels, while having a negligible effect
on thresholds at lower levels �Zwicker, 1956; Zwicker, 1970;
Wojtczak and Viemeister, 2005�. As the noise affected AM

detection thresholds, the −10-dB modulation depth produced
very small perceived fluctuations, the strength of which was
hard to evaluate, for some listeners, in the context of the
experiment. Thus, the three standard modulation depths used
were −4, −6, and −8 dB. The carrier levels of the standard
and comparison tested were the same as those listed in Table
I, and the sets of comparison modulation depths were chosen
individually in pilot runs. The high-pass noise was generated
with a random-noise generator �General Radio 1381� and
was presented simultaneously with the standard and the com-
parison at a spectrum level that was 50 dB below the levels
of the respective carriers. It was band-pass filtered with cut-
off frequencies at 1.5 and 10 kHz �Kemo VBF/25,
135 dB /Oct�. The very steep roll-off and the relatively low
level were chosen to prevent or maximally reduce excitation
of the 1-kHz place on the basilar membrane by the noise.
Even though in precise terms the noise was band-pass, for
convenience it will be referred to hereafter as high-pass noise
because of its wide bandwidth and high-frequency content
�above the frequency of the test tone�.

For the noise carrier �N�, conditions are listed in Table
II. Using the same notation as for the tonal carrier, the first
number in the name of each condition indicates the spectrum
level of the standard and the second number indicates the
spectrum level of the comparison. Thus, in conditions
N_20_5, N_20_20, N_20_35, and N_20_50, the stan-
dard had a spectrum level of 20 dB SPL �measured at 1 kHz�
and the comparison had a spectrum level of 5, 20, 35, and
50 dB SPL, respectively. The order of presentation of differ-
ent conditions was randomized. Within each condition, the
standard could have one of three modulation depths �−4, −6,
or −8 dB, in units of 20 log m� and the comparison could
have one of eight modulation depths �from −2 to −16 dB in
2-dB steps� in a trial. The set of comparison modulation
depths was the same for every level of the comparison be-
cause pilot runs suggested it always covered a range where
proportion of “fluctuations stronger in the comparison” re-
sponses extended from just above 0 to the vicinity of 1.

The AM-detection threshold for a 500-ms burst of
broadband noise modulated by a 16-Hz sinusoid is about
−24 dB, as reported by Viemeister �1979�. Therefore, all
standard modulation depths used in the present study were
highly detectable �AM detection would yield an immeasur-
ably large d��.

Except for the high-pass noise that was used to mask
spread of excitation, all the stimuli were generated digitally
on a NeXT computer using a 16-bit digital/analog converter
and a sampling rate of 44.1 kHz. The output was routed
through an analog attenuator and presented monaurally via
Sony MDR-V6 headphones. The listeners were seated in a
sound-insulating booth and provided their responses via
computer keyboard.

2. Increment matching

A procedure similar to the one previously described was
used to find perceptually equivalent intensity increments
across levels, for the same two types of stimuli �a 1-kHz tone

TABLE I. Conditions in AM matching for a 1-kHz carrier: The standard had
a carrier level of 60 dB SPL in each condition and the comparison level
changed across conditions from 30 to 90 dB SPL in 15-dB steps. In each
trial, the modulation depth of the standard was drawn from the set of the
three modulation depths listed in the third column and the modulation depth
of the comparison was drawn from the set of the eight depths listed in the
fifth column. The sets of comparison depths were different for different
listeners and they should be viewed as examples rather than the exact values
used for all the listeners �AM depth marked by the asterisk in the fifth
column�.

Standard Comparison�

Condition Level AM depth Level AM depth

T_60_30 0
60 −6 30 −2

−8 −4
−10 −6

−8
−10
�12
−14

T_60_45 −2
60 −6 45 −4

−8 −6
−10 −8

−10
−12
−14
−16

T_60_60 −3
60 −6 60 −5

−8 −7
−10 −9

−11
−13
−15
−17

T_60_75 −4
60 −6 75 −6

−8 −8
−10 −10

−12
−14
−16
−18

T_60_90 −5
60 −6 90 −7

−8 −9
−10 −11

−13
−15
−17
−19
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and a noise low-pass filtered at 5 kHz�. Examples of enve-
lopes of the stimuli presented in a trial are schematically
illustrated in the lower panel of Fig. 1.

Each interval of the 2IFC procedure consisted of two
500-ms stimuli whose intensity was incremented halfway
through their duration, i.e., a 250-ms increment occupied the
second half of the pedestal. The stimuli were separated by a
300-ms silent gap. Listeners were instructed to indicate
which increment appeared to be “larger” �terms such as
“larger change in intensity” and “larger change in loudness
during the stimulus” were also used interchangeably to de-
scribe the task�. The increments were obtained by an in-
phase addition of the appropriately attenuated version of the
final 250-ms of the pedestal to itself. The amount of attenu-
ation was chosen to produce the desired increment size. For

the 1-kHz tone, the pedestal and its attenuated 250-ms por-
tion added to produce an intensity increment were gated us-
ing 5-ms raised-cosine ramps.

Two levels of the standard and two levels of the com-
parison were randomly mixed within a block. Table III lists
two conditions tested for a 1-kHz pedestal. In condition
T_60 /63_30 /45, the two levels of the comparison mixed
within a block were 30 and 45 dB SPL. In condition
T_60 /63_75 /90, the two levels of the comparison mixed
within a block were 75 and 90 dB SPL. In both conditions
the two levels of the standard were 60 and 63 dB SPL. In
each trial, one standard from the middle column and one
comparison from the third column were chosen at random.

TABLE II. Conditions in AM matching for a noise carrier: The standard had
a spectrum level of 20 dB SPL in each condition and the comparison level
changed across conditions from 5 to 50 dB SPL in 15-dB steps. In each trial,
the modulation depth of the standard was drawn from a set of the three
modulation depths listed in the third column and the modulation depth of the
comparison was drawn from a set of the eight depths listed in the fifth
column. The set of comparison depths was the same in all conditions.

Standard Comparison

Condition Spectrum level AM depth Spectrum level AM depth

N_20_5 −2
20 −4 5 −4

−6 −6
−8 −8

−10
−12
−14
−16

N_20_20 −2
20 −4 20 −4

−6 −6
−8 −8

−10
−12
�14
−16

N_20_35 −2
20 −4 35 −4

−6 −6
−8 −8

−10
−12
−14
−16

N_20_50 −2
20 −4 50 −4

−6 −6
−8 −8

−10
−12
−14
−16

TABLE III. Conditions in increment matching for a 1-kHz pedestal: In each
condition, two levels of the standard �60 or 63 dB SPL� and two levels of
the comparison �either 30 and 45 dB SPL or 75 and 90 dB SPL� were mixed
within a block. The middle column shows the set of four standards that were
selected at random in each trial. The third column shows the set of 16
comparisons that were also selected at random for each trial. In both cases,
the first number represents the level of the pedestal and the second number
represents the level of the incremented pedestal. The set of comparison
increments was selected individually for each subject in pilot runs and thus,
levels of the incremented pedestals �second number� given in the third col-
umn �marked by the asterisk� should be viewed as examples and not as the
exact levels presented to all the listeners.

Condition Standards Comparisons�

T_60 /63_30_45 30_35
30_38
30_41
30_44
30_47

60_65 30_50
60_68 30_53
63_65 30_56
63_68

45_46
45_48
45_50
45_52
45_54
45_56
45_58
45_60

T_60 /63_75_90 75_75.5
75_76.0
75_76.5
75_77.0

60_65 75_77.5
60_68 75_78.0
63_65 75_78.5
63_68 75_79.0

90_90.4
90_90.8
90_91.2
90_91.6
90_92.0
90_92.4
90_92.8
90 93.2
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For example, when standard 60_68 and comparison 45_50
were drawn, the standard had a pedestal level of 60 dB SPL
and its level was incremented halfway through to the level of
68 dB SPL �an 8-dB increment in units of 10 log��I
+�I� / I��. The comparison level changed from 45 dB SPL
during the pedestal to 50 dB SPL during the increment �a
5-dB increment�. The listener decided which stimulus had a
larger perceived change in intensity and responded accord-
ingly. After registering the listener’s response, the program
randomly selected another pair from the sets of the standards
and comparisons for the same condition. The eight compari-
son increments were different for different listeners and were
determined based on pilot sessions to produce the proportion
of “comparison increment larger” responses that were ap-

proximately symmetrically distributed around the 0.5 value
�thus, the values in the third column of Table III are only an
example�. As with the modulation matching, increment
matching for the 1-kHz pedestal was performed in quiet and
in the presence of a high-pass noise. The high-pass noise had
the same bandwidth as in the modulation-matching task, but
its spectrum level was −40 dB relative to the level of the
pedestal. A higher relative noise level was used because in-
crements in the comparison stimuli were sometimes much
larger than the peak-to-carrier decibel difference for the
maximum �100%� modulation. The noise needed to be in-
tense enough to make the upper side of the excitation pattern
unusable during the increments.

Table IV shows sets of standards and comparisons used
for the noise pedestal in two conditions. In condition
N_20 /23_5 /20, two spectrum levels of the comparison
used were 5 and 20 dB SPL. In condition N_20 /23_35 /50,
the two spectrum levels of the comparison used were 35 and
50 dB SPL. Two standard levels used in both conditions
were 20 and 23 dB SPL. In each trial, the standard was
drawn at random from the set shown in the middle column of
Table IV and the comparison was drawn from the third col-
umn. Each pair of numbers in the middle and the third col-
umns of Table IV indicate the pedestal level and the level
after the increment, respectively. The eight comparison in-
crements for the noise pedestals ranged from 1 through 8 dB
in 1-dB steps �in units of 10 log��I+�I� / I�. This range of
increments was chosen because pilot runs showed that it pro-
duced the proportion of “comparison increment larger” re-
sponses that approximately covered the range from 0 to 1,
for at least two of the standard increments.

For both types of pedestals, the 1-kHz tone and the
noise, each standard-comparison pair was used once, result-
ing in 64 trials within one block �4 standards �16 compari-
sons�. A total of 50 blocks were run for each condition listed
in Tables III and IV. The methods for stimulus generation
and presentation were the same as in the modulation-
matching task.

B. Subjects

A total of six listeners were used in the experiments, one
of whom had prior experience in the modulation-matching
task. Not every listener provided usable data in all condi-
tions. Data were considered unusable based on the form of
the psychometric functions �as will be discussed later�. Not
all of the listeners were available to complete all the experi-
ments. All listeners had thresholds within 15 dB of the aver-
age normal hearing threshold at all audiometric frequencies,
as determined by the lab standards obtained by averaging
thresholds at these frequencies from a large number of
former listeners �mostly undergraduate students� who re-
ported no hearing problems. Listeners were paid an hourly
wage for their participation with the exception of listener S1
who is the first author.

TABLE IV. Conditions in increment matching for a noise pedestal: Two
spectrum levels of the standard �20 or 23 dB SPL� and two spectrum levels
of the comparison �5 and 20 dB SPL in one condition and 35 and 50 dB SPL
in another condition� were used within a block. The middle column shows
the set of the four standards, from which one was selected at random in each
trial. The first number represents the level of the pedestal and the second
number represents the level of the incremented pedestal. The comparison
was drawn from the set of the pedestal-increment combinations listed in the
third column, for each condition. The sizes of comparison increments were
the same for all conditions 10 log���I+ I� / I� ranged from 1 to 8 dB in 1-dB
steps�.

Condition Standards Comparisons

N_20 /23_5_20 5_6
5_7
5_8
5_9
5_10

20_24 5_11
20_25 5_12
23_24 5_13
23_25

20_21
20_22
20_23
20_24
20_25
20_26
20_27
20_28

N_20 /23_35_50 35_36
35_37
35_38
35_39

20_24 35_40
20_25 35_41
23_24 35_42
23_25 35_43

50_51
50_52
50_53
50_54
50_55
50_56
50_57
50_58
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III. RESULTS

A. Perceptually equivalent modulation depths
„PEMDs…

For each carrier level of the comparison, three psycho-
metric functions were constructed from the modulation-
matching data, one for every modulation depth of the stan-
dard. Each psychometric function was a plot of the
proportion of times the listener evaluated the comparison as
having stronger perceived fluctuations than the standard, as a
function of the modulation depth of the comparison. Figure 2
shows an example of the three functions obtained from one
subject for a 1-kHz tone, where the comparison was pre-
sented at 90 dB SPL �condition T_60_90 in Table I�.

For a given standard modulation depth, the perceptually
equivalent modulation depth �PEMD� of the comparison is
defined as the depth yielding the 0.5 proportion of responses
that the comparison had stronger fluctuations than the stan-
dard. The PEMD was estimated based on a logistic function1

fitted to the data using a least-squares procedure. As the
PEMD is expressed in units of 20 log m, the value of PEMD
was constrained to be less than zero while fitting the func-
tion.

In the example shown in Fig. 2, the 0.5-point on each
psychometric function is shifted toward smaller modulation
depths of the comparison relative to the modulation depth of
the respective standard. This means that a given modulation
depth produces stronger perceived fluctuations in intensity of
a 90-dB SPL carrier than in a 60-dB SPL carrier. The psy-
chometric functions are generally distributed over almost the
entire range of proportion of “comparison fluctuations stron-
ger” responses between 0 and 1. The functions are ordered
along the x-axis according to the magnitude of the standard
modulation depth �i.e., the function obtained for the smallest
standard modulation depth is to the left of the one for the
medium and the largest standard�. The fact that the functions
do not overlap and that the PEMD increased monotonically
with increasing modulation depth of the standard strongly
indicates that the listener compared the perceived fluctuation
strength between the standard and the comparison intervals
rather than making absolute judgments about the fluctuation
strength in the comparison.

In general, the psychometric functions were the steepest
when the difference between the carrier levels of the stan-
dard and comparison was the smallest �15 dB�. The func-
tions became shallower as the difference between the levels
increased, but the decrease in slope with increasing differ-
ence between carrier levels was greater for comparison levels
lower than the standard. In all cases, the range of responses
was sufficient to reliably estimate the PEMD.

As subjective tasks that require comparisons of per-
ceived magnitudes sometimes produce results that differ sub-
stantially across listeners, individual data will be presented
when patterns of results vary across listeners and only mean
data will be shown when the patterns of results are consistent
across listeners. Figure 3 shows estimated PEMDs plotted as
a function of the 1-kHz carrier level, for four listeners. Dif-
ferent symbols �and types of connecting lines� correspond to
different standard modulation depths.

Since each function shows the PEMD across levels, the
three functions plotted in each panel can be thought of as
iso-fluctuation-strength curves. For carrier levels below
60 dB SPL, no consistent changes in PEMD with increasing
level are apparent in the data. Two listeners, S1 and S2, show
a slight decrease in PEMD with increasing carrier level,
whereas for S3 and S4, the function is nonmonotonic over
the same range of levels. For levels above 60 dB SPL, all
four listeners show a relatively sharp decrease in PEMD be-
tween 60 and 75 dB SPL. That decrease is followed by an
equally sharp decrease in PEMD �S1�, no further change
�S2�, a slight increase �S3�, or a more gradual decrease �S4�,
for levels between 75 and 90 dB SPL.

Figure 4 shows estimated PEMDs for the noise carrier
plotted as a function of its spectrum level. No systematic
changes in PEMD are apparent although S2 showed a de-
crease in PEMD with increasing level over a range of spec-
trum levels between 35 and 50 dB SPL. A t-test was per-

FIG. 2. An example of psychometric functions for a 1-kHz carrier, obtained
from modulation matching that used three standard modulation depths, −6,
−8, and −10 dB. The carrier level of the standard was 60 dB SPL and the
level of the comparison was 90 dB SPL. Data are from listener S1.

FIG. 3. PEMDs for a 1-kHz carrier, plotted as a function of carrier level of
the comparison for four listeners. Different symbols and types of connecting
lines are for different modulation depths of the standard: −6 dB �circles,
dashed line�, −8 dB �squares, solid line�, and −10 dB �diamonds, dotted
line�.
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formed to determine whether or not the slopes of the linear
regression functions fitted to each set of data are significantly
different from zero, for each listener and each standard
modulation depth separately. The test revealed no significant
effect of the carrier level on PEMD in all conditions �none of
the slopes was significantly different from zero; Howell,
2004�.

Thus, the pattern of changes in PEMD depends on the
type of carrier, as illustrated by the mean results plotted in
Fig. 5, for the 1-kHz tone �left panel� and for noise �right
panel�. This is not surprising since for tonal carriers, nonlin-
ear spread of excitation is likely to magnify the perceived
changes in intensity of the modulated tone at higher levels.
For comparison, in the left panel, AM detection thresholds
measured for a 1-kHz carrier at different levels are replotted
from Wojtczak and Viemeister �1999�.

The changes in AM detection threshold across carrier
levels for the tone are greater than changes in PEMD over

the same range of levels �compare the steeper slope of the
detection function shown by open triangles with the shal-
lower slopes of the PEMD functions shown by different
types of filled symbols, in the left panel�. The difference in
slopes between the detection function and the PEMD func-
tions in Fig. 5 may in part reflect differences in the stimulus
presentation/parameters �a gated carrier modulated at a
16-Hz rate in the present study versus a continuous carrier
modulated at a 4-Hz rate, in the study by Wojtczak and Vi-
emeister �1999��. However, the limited data for pure-tone
gated carriers �Zwicker, 1956; Zwicker and Graf, 1987� sug-
gest the level dependence of AM detection is similar to that
for continuous carriers and does not differ for the two modu-
lation rates considered. More likely, nonlinear basilar-
membrane processing is responsible for the difference be-
tween the slopes �as described in detail in the Discussion�.
The right panel of Fig. 5 shows no change in PEMD across
the spectrum level of the noise carrier. This trend is consis-
tent with Weber’s law, which holds for AM detection for
noise carriers over a comparable range of levels, as shown by
the data from Bacon and Viemeister �1985� included for
comparison in the right panel �open triangles�.2

B. Perceptually equivalent increments „PEIs…

Perceptually equivalent increments �PEIs� were esti-
mated from psychometric functions �not presented here�
similar to those shown in Fig. 2. For increment matching, the
functions showed the proportion of times the listener evalu-
ated the comparison as having a larger intensity increment
plotted as a function of the increment in the comparison. As
four different standard stimuli were used within each block,
four psychometric functions were constructed for every level
of the comparison. A logistic function �described in footnote
1� was fitted to the data to estimate the PEI defined as the
increment in the comparison yielding the 0.5 proportion of
responses that the comparison increment sounded larger than
that in the standard. The fitting procedure was performed
with a constraint that the PEI expressed in units of
10 log���I+ I� / I� had to be greater than zero.

Figure 6 shows PEIs for a 1-kHz tone plotted as a func-

FIG. 4. PEMDs for a noise carrier, plotted as a function of carrier level of
the comparison for three listeners. Different symbols and types of connect-
ing lines are for different modulation depths of the standard: −4 dB �circles,
dashed line�, −6 dB �squares, solid line�, and −8 dB �diamonds, dotted line�.

FIG. 5. PEMDs averaged across listeners for the 1-kHz carrier �left panel�
and the noise carrier �right panel�. The error bars represent one standard
deviation of the mean. AM detection thresholds are replotted by open tri-
angles from Wojtczak and Viemeister �1999�, for a 1-kHz tone �left panel�,
and from Bacon and Viemeister �1985�, for noise �right panel�.

FIG. 6. Individual PEIs for a 5-dB increment plotted as a function of the
pedestal level of the comparison, for a 1-kHz pedestal. Different types of
symbols show data for different listeners. The filled symbols are for the
60-dB SPL pedestal and the open symbols are for the 63-dB SPL pedestal.
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tion of the pedestal level of the comparison, for three listen-
ers. The PEIs were estimated for only two standard stimuli,
the 60-dB pedestal with a 5-dB increment and the 63-dB
pedestal with a 5-dB increment �see Appendix B�. The func-
tions can be thought of as iso-increment-strength functions.

The PEI �on the y-axis� is expressed in units of
10 log��I / I� to emphasize changes in PEI that would be con-
cealed when using the 10 log���I+ I� / I� units that are more
compressive for small intensity increments. The general
shape of the function is very similar for all the listeners but
there are large intersubject differences between the estimated
PEIs at low pedestal levels. For the lowest pedestal level of
the comparison �30 dB SPL�, the psychometric functions ob-
tained from listener S3 were too shallow to estimate the 0.5-
point reliably. Consequently, the data for the lowest level are
missing for S3. The PEIs corresponding to a 5-dB increment
at comparison levels of 60 and 63 dB SPL were not esti-
mated from the matching data. The points were plotted based
on the assumption that equal increments in the same pedestal
level must sound equal and thus, the PEI converted to units
of 10 log���I+ I� / I� was assigned a value of 5 dB in the two
conditions. To evaluate the potential effect of the procedure
on the matched increments, one listener ran a set of blocks
with the comparison levels of 60 and 63 dB SPL �the same
as the standards�. The PEIs differed by less than 1 dB from
the 5-dB standard increments �data not shown� for both ped-
estal levels of the standard, proving that the assumption
about equal increments for equal pedestal levels is justified.
For high pedestal levels of the comparison, there is very little
variability in PEI across listeners. The left panel of Fig. 7
shows the PEIs for a 1-kHz tone averaged across listeners for
the two pedestal levels of the standard used. Both functions
show a decrease in PEI with increasing level that is steeper at
levels below 60 dB SPL and shallower at higher levels. This
result is generally consistent with the increasing role of
spread of excitation as the pedestal level increases. Some-

what surprising is the observation that the greatest rate of
change in PEI corresponds to the range of levels over which
the PEMD remained approximately constant �cf. left panel in
Fig. 5�. This apparent inconsistency regarding the role of
spread of excitation will be discussed below in more detail.
The left panel also shows increment detection thresholds as a
function of pedestal level �dashed line�, replotted from Vi-
emeister and Bacon �1988�. Detection thresholds decrease
with increasing pedestal level but the rate of that decrease is
slower than for suprathreshold intensity changes, for levels
below 60 dB SPL. This result can be explained in terms of
greater differences across levels between the spread of exci-
tation produced by the pedestal and a suprathreshold incre-
ment compared with that between excitations produced by
the pedestal and a level that is just discriminable from the
pedestal.3 Although the qualitative changes in PEI with level
are predictable, the size of the effect is striking. The mean
data �left panel of Fig. 7� show that a change in level from 60
to 65 dB SPL �a 5-dB increment� sounds perceptually equal
to a change in level from 30 to 49 dB SPL �a 19-dB incre-
ment�. A change in level from 63 to 68 dB SPL �a 5-dB
increment� sounds perceptually equal to the change in level
from 30 to 55 dB SPL �a 25-dB increment�. Thus, the near
miss to Weber’s law observed for detection of intensity in-
crements for tonal pedestals becomes a “severe departure”
from Weber’s law for suprathreshold intensity changes.

For the noise pedestal, the PEIs were estimated for three
out of the four standard stimuli used in the experiment, a
20-dB pedestal with increments of 4 and 5 dB and a 23-dB
pedestal with a 2-dB increment. The right panel of Fig. 7
shows PEIs for noise averaged across three listeners.

A t-test performed separately on each set of data re-
vealed that the slopes of the PEI functions were not signifi-
cantly different from zero �p�0.05�. This result is consistent
with Weber’s law observed for increment-detection thresh-
old, as shown by the dashed line representing the level-
independent JND reported by Miller �1947� for broadband
noise, expressed in units of 10 log��I / I�. Thus, it appears
that Weber’s law applies to both intensity JNDs and to the
perception of suprathreshold intensity increments.

C. Effect of highpass noise on PEMD and PEI
functions of level for tones

For tones, AM and increment detection thresholds show
level dependence known as the near miss to Weber’s law:
Thresholds improve with increasing level of the tonal carrier/
pedestal due to the nonlinear spread of excitation �Viemeis-
ter, 1972; Moore and Raab, 1974; Florentine and Buus,
1981�. The level dependence can be eliminated by using a
high-pass noise with a cutoff frequency and a level chosen to
mask the nonlinear spread of excitation toward regions on
the BM that are most sensitive to frequencies above that of
the tonal stimulus �e.g., Zwicker, 1956; Plack and Carlyon,
1995�. Results presented in the previous sections demon-
strate that for a 1-kHz tone, PEMDs and PEIs decrease with
increasing stimulus level, although the pattern of the level
dependence is different for the two subjective measures. The
effect of a high-pass noise on the perception of suprathresh-

FIG. 7. Mean PEIs for a 1-kHz pedestal �left panel� and for a noise pedestal
�right panel� averaged across three listeners. The data for the tonal pedestal
were obtained for a 5-dB increment in the standard, for two levels of the
standard, 60 dB SPL �filled circles� and 63 dB SPL �open circles�. The
dashed line in the left panel shows increment detection thresholds replotted
from Viemeister and Bacon �1988�. The data for the noise pedestal �right
panel� were obtained for three standards listed in the insert, with the first
number representing the spectrum level of the pedestal and the second num-
ber representing the spectrum level after the increment. Increment-detection
thresholds replotted from Miller �1947� are shown by the dashed line in the
right panel. In both panels, error bars represent one standard deviation of the
mean.
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old fluctuations and intensity increments across levels is il-
lustrated in Fig. 8, which shows the mean PEMDs �left
panel� from two listeners �S1 and S2� and the mean PEIs
�right panel� from three listeners �S1 and two new listeners
who did not participate in the previous experiments�.

If the effects of a high-pass noise on the perception of
suprathreshold fluctuations and increments were equivalent
to those observed for AM and increment detection, the
PEMD and PEI should remain constant across levels. The
shape of the PEMD function �left panel� differs from that in
Fig. 5 �without high-pass noise�, but the PEMD remained
level dependent. For the 30-dB SPL carrier, the PEMDs �left
panel� could not be estimated from the psychometric func-
tions because the functions were very shallow and some-
times nonmonotonic. Consequently, data for only four com-
parison levels are presented in Fig. 8. Overall, the PEMD
varied across carrier levels but the level dependence was
nonmonotonic. Multiple t-tests were performed separately on
each listener’s data. For each carrier level, the estimated
PEMD was compared to the mean of the PEMDs obtained
for the other three carrier levels. These multiple comparisons
revealed that for each standard modulation depth, all but one
PEMD were significantly different from the mean of the
other three at a significance level of 0.05. For S1, the PEMD
that was not significantly different from the mean of the
other three estimates, for all three standard modulation
depths, corresponded to the carrier level of the comparison of
75 dB SPL �t=2.06, df=12, p=0.058, for the standard modu-
lation depth of −4 dB; t=2.07, df=13, p=0.056, for the stan-
dard of −6 dB; and t=1.67, df=11, p=0.118, for the stan-
dard of −8 dB�.4All other t-test comparisons yielded p
�0.05. For S2, the only PEMD that was not significantly
different from the mean of the other three corresponded to
the carrier level of the comparison of 60 dB SPL �t=1.72,
df=9, p=0.124, for the standard modulation depth of −4 dB,
t=1.31, df=9, p=0.226, for the standard of −6 dB, and t
=0.92, df=11, p=0.388, for the standard of −8 dB�. All
other t-test comparisons yielded p�0.05 indicating signifi-
cant differences in PEMD across carrier level. Thus, the

PEMD function measured in the presence of a high-pass
noise differs from that expected based on the effect of a
high-pass noise on AM detection �possible reasons for the
departure from the expected counterpart to Weber’s law in
the presence of a high-pass noise will be discussed in Sec.
IV.A�.

The right panel of Fig. 8 shows average PEIs measured
in quiet �circles, replotted from Fig. 5� and the average PEIs
measured in three listeners in the presence of a high-pass
noise �triangles�. The noise substantially reduced the effect
of level on the PEI although the slopes of the functions are
significantly different from zero �as shown by a t-test of the
hypothesis that the slope equals zero, p�0.05� for both ped-
estal levels, likely because the level of the high-pass noise
was too low to completely eliminate the use of spread of
excitation. The substantial reduction of the slope suggests
that subjectively equivalent suprathreshold increments across
levels would likely correspond to equal increments in sound
level if spread of excitation were made completely unusable.

In summary, the results of matching suprathreshold AM
and increments across levels to a large extent reflect the be-
havior seen in AM and increment detection across levels.

IV. DISCUSSION

The purpose of the study was to examine to what extent
lawful relationships observed for detection of amplitude
modulation and intensity JNDs generalize to the perception
of highly detectable intensity changes and fluctuations. Per-
ceived modulation depths and perceived intensity increments
were compared across levels for noise and for a 1-kHz tone.
For the tone, additional comparisons were performed in the
presence of a high-pass noise that masked upward spread of
excitation. Overall, the results appear to mirror threshold
data, i.e., for noise, the perceived intensity fluctuation/
change does not depend on level, whereas for a pure tone, a
given modulation depth and a given change in intensity pro-
duces a greater perceived change as the level of the tone
increases. Consequently, a counterpart to Weber’s law is ob-
served for PEMDs and PEIs for noise, and a counterpart to
the near-miss to Weber’s law is observed for tones. This is
the most important finding of the study as it strongly sug-
gests that the strategies and cues used in AM and increment
detection tasks are likely relevant for the perception of su-
prathreshold intensity changes and that the general laws de-
scribing the detection apply to everyday perception of su-
prathreshold intensity changes.

A. Differences between threshold and suprathreshold
perception of intensity fluctuations/changes for
tones

Despite the overall qualitative similarities, some differ-
ences between the perception of suprathreshold AM and AM
detection are worth noting. In the left panel of Fig. 5, the
slopes of the PEMD functions �filled symbols� are much
shallower than the slope of the threshold function �open tri-
angles�. The shallower slope for suprathreshold modulation
depths can be explained taking into consideration the pre-
sumed shape of the basilar-membrane response function.

FIG. 8. PEMDs �left panel� and PEIs �right panel� for a 1-kHz tone in the
presence of a high-pass noise. The left panel shows mean data from two
listeners, with different symbols representing different standard modulation
depths: −4 dB �circles, dashed line�, −6 dB �squares, solid line�, and −8 dB
�triangles, dotted line�. The right panel shows mean data for three listeners,
with different symbols representing the PEIs measured in quiet �circles;
replotted from the left panel of Fig. 7� and in high-pass noise �triangles�.
Filled symbols are for the pedestal level of 60 dB SPL and open symbols are
for the level of 63 dB SPL. Error bars represent one standard deviation of
the mean.
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Most studies of basilar-membrane compression have found
that the growth of response is more linear for levels below
25–30 dB SPL and it becomes compressive above that range
of levels �e.g., Nelson et al. 2001; Plack et al., 2004�. For a
1-kHz tone presented at 30 dB SPL, AM detection threshold
is about −20 dB �20 log m�, as shown by the data in the left
panel of Fig. 5 �open triangles� replotted from Wojtczak and
Viemeister �1999�. The level in the trough for the threshold
modulation depth is 29.1 dB SPL. Assuming that the fluctua-
tions in the instantaneous stimulus level fall into a compres-
sive region of the basilar membrane response, the “internal”
depth of fluctuations is smaller than that in the stimulus. At
90 dB SPL, excitation produced by the modulated tone
spreads into the regions of the basilar-membrane where the
response growth is linear. Listeners likely use the upper side
of the excitation pattern to detect AM where �due to the
linear response growth� the internal modulation depth �in
terms of peak-to-through difference in decibels� is similar to
that in the stimulus. Assuming a constant output �internal�
modulation depth is needed for threshold, the nonlinear pro-
cessing would predict that a smaller modulation depth is suf-
ficient to detect AM at high carrier levels, as evidenced by
the data. For large �suprathreshold� modulation depths used
in the modulation-matching experiment, the trough in the
modulated waveform may fall into a more linear region of
the basilar-membrane response when the carrier level is
30 dB SPL. In fact, for the input level of −4 dB �a value
roughly corresponding to the filled circle at 30 dB SPL in
Fig. 5�, the instantaneous level in the trough is 21.3 dB.
Thus, the internal depth of fluctuations may be compressed
less �relative to the input� than that for very small modula-
tion depths. Consequently, the difference between the inter-
nal depths of fluctuations at 30 vs 90 dB SPL should be
smaller for larger modulation depths, resulting in a shallower
slope for the PEMD �compared with AM detection� function.
It should be noted that the same reasoning could explain the
slope differences at higher carrier levels �e.g., between 75
and 90 dB SPL� if it is assumed that the listeners used fluc-
tuations on the upper side of the excitation pattern to detect
AM and to perceive suprathreshold AM. Additionally, it has
to be assumed that at 75 dB SPL the response at a place on
the basilar membrane where the fluctuations are the strongest
is still somewhat compressive relative to the response for the
90-dB SPL carrier and that compression increases progres-
sively with increasing level.

Another discrepancy emerges when comparing differ-
ences of slopes between threshold and suprathreshold func-
tions, separately for AM and intensity increments. Wojtczak
and Viemeister �1999� have demonstrated a close relation-
ship between the modulation depth at AM detection thresh-
old and the change in intensity needed for increment detec-
tion. Because the PEI function is much steeper than the
function relating threshold intensity increments to the pedes-
tal level, whereas the PEMD function is much shallower than
the function relating modulation depth at threshold to the
carrier level, the relationship shown by Wojtczak and Vi-
emeister �1999� cannot generalize to suprathreshold intensity
changes. The same factor that yields a shallow slope of the
PEMD function might be responsible for the steeper suprath-

reshold PEI function. For intensity increments, the level does
not fall below the pedestal level as the increment increases.
A steeper slope of the suprathreshold PEI function can be
predicted taking into consideration a possibility that the lis-
teners can use spread of excitation into the regions of the
basilar membrane where the response grows in a linear man-
ner at high but not at low pedestal levels �see footnote 3�.

In the presence of a high-pass noise, the PEMD function
is nonmonotonic �left panel in Fig. 8�. This contrasts with
AM detection in high-pass noise, which exhibits Weber’s
law. The listeners required smaller modulation depths in a
45-dB SPL comparison to match those in a 60-dB SPL stan-
dard. This result suggests that perceived fluctuations for a
60-dB SPL carrier are attenuated in the presence of a high-
pass noise relative to those at lower carrier levels. This
would be expected if the high-pass noise eliminated the pos-
sibility to process fluctuations on the upper side of the exci-
tation pattern on the basilar membrane, where the response
growth is more linear than at the 1-kHz place and the listen-
ers were forced to use changes in excitation level where the
response growth is compressive. It is possible that the stan-
dard fluctuations �around 60 dB SPL� produced smaller in-
ternal fluctuations than those in the comparison �around
45 dB SPL�, because of stronger compression around 60 dB
SPL. Assuming that the perceived strength of fluctuations is
directly related to the rate of response growth, less compres-
sive growth would lead to stronger perceived fluctuations
and thus a smaller modulation depth at 45 dB SPL would be
sufficient to match the perceived standard modulation depth.
As anticipated, the high-frequency noise eliminated the de-
crease in PEMD with increasing level in the range between
60 and 75 dB SPL. As the amount of compression is likely
constant over this range of levels, PEMDs were approxi-
mately equal. Above that range, the PEMD decreased indi-
cating that the level of the masking noise may have not been
sufficiently high to entirely eliminate the use of spread of
excitation at the highest level used.

Although some discrepancies, which can be explained in
terms of nonlinear basilar-membrane processing, are ob-
served, the results appear to support the idea that the general
laws, which describe detection thresholds can be used to de-
scribe the perception of highly detectable intensity changes
and intensity fluctuations. This is a very important finding
because readily perceived rather than threshold intensity
changes are used in real-world auditory perception and iden-
tification of sounds. Moreover, the finding suggests that the
numerous studies describing intensity coding based on
threshold psychophysics might be directly relevant for de-
scribing the processing of suprathreshold intensity changes.

Apart from these general considerations, the data from
matching suprathreshold intensity changes may help make
some inferences about more basic characteristics of the au-
ditory system and perhaps other sensory systems for which
similar laws apply. Over decades, studies have attempted to
develop robust models of a neural mechanism underlying
Weber’s law that would explain intensity discrimination un-
der various conditions. A concept of internal noise �discussed
below� has proven both physiologically plausible and practi-
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cally effective in increasing the predictive power of auditory
models for detection and discrimination of sound intensity.

B. Internal noise

Almost all contemporary models of detection and dis-
crimination incorporate some form of variability that is in-
trinsic to the processing. In the language of signal detection
theory �Green and Swets, 1988�, the decision variable is a
random variable, even when the input is deterministic. This
variability or internal noise is often ascribed to the charac-
teristics of sensory transmission, for example, to the Poisson-
like stochastic properties of auditory nerve discharges �e.g.,
Siebert, 1968; McGill and Goldberg, 1968; Penner, 1972�. In
most models of intensity discrimination the internal noise is
assumed to increase as the input level increases. This type of
internal noise has been dubbed “multiplicative noise” �Eijk-
man et al., 1966; Green and Swets, 1988�. Technically, mul-
tiplicative noise refers to the specific situation in which the
standard deviation ��� of the decision variable is propor-
tional to the mean. In the referred studies, the term multipli-
cative noise is often used to indicate that � simply increases
monotonically with the mean of the decision variable, not
necessarily proportionally. This type of internal noise has
been used in contrast to additive internal noise, which is
independent of the magnitude of the decision variable. The
multiplicative-noise models also assume that the neural ac-
tivity evoked by the stimulus �often integrated over some
period of time or/and pooled across a population of neurons�
is generally a power function of the stimulus magnitude. Un-
der such assumptions, it can be demonstrated that the multi-
plicative internal noise would yield Weber’s law for intensity
discrimination. The sensitivity index for discrimination of
two sound intensities, I and I+�I can be expressed as

d� =
�I + �I�n − In

��I�
, �1�

where n is the exponent of the power function that relates
stimulus intensity to the internal response and ��I� is the
standard deviation characterizing the distribution of the de-
cision variable. Assuming a multiplicative-noise model,
��I�=kIn, where k is a constant. After substituting for ��I�,
this approach will yield Weber’s law, as shown by the fol-
lowing equation, which has been rearranged to solve for the
Weber fraction:

�I

I
= �kd� + 1�1/n − 1. �2�

The right side of Eq. �2� has a constant value for a constant
d� and thus, it yields an intensity-independent Weber frac-
tion.

Physiological evidence suggests there is a multiplicative
component in auditory intensity coding. For example, the
variance in spike-counts recorded from auditory nerve fibers
increases with discharge rate �Teich and Khanna, 1985;
Young and Barta, 1986�. The question is whether multiplica-
tive noise plays a determining role in auditory intensity cod-

ing and whether it underlies Weber’s law, the fundamental
law that describes our ability to discriminate intensities at
different stimulus levels.

Our results suggest that multiplicative internal noise
does not play a major role in intensity discrimination or AM
detection. The argument is based on the likely supposition
that the internal noise that limits discrimination and detection
does not directly affect the perception of the suprathreshold
intensity changes used in the present experiments because
the variability produced by the noise becomes insignificantly
low when compared with changes in the mean internal re-
sponse produced by the highly detectable AM or intensity
increments. Further, the similarity between the PEMD and
PEI functions to those for AM detection and intensity dis-
crimination suggests that level-dependent changes in internal
noise may not be important in threshold situations. Specifi-
cally, the implication is that Weber’s law does not result from
multiplicative internal noise. An alternative approach that
would yield Weber’s law for both threshold and highly de-
tectable intensity changes is to assume an intensity-
independent internal noise combined with a logarithmic
transform of the stimulus magnitude �Fechner, 1860; Durlach
and Braida, 1969�. If the magnitude in question is stimulus
intensity, then the sensitivity index characterizing intensity
discrimination could be expressed as

d� =
log�I + �I� − log�I�

�
, �3�

where � is the standard deviation of the decision variable
that does not depend on I. In this case, Eq. �3� can be rear-
ranged to

�I

I
= 10d�� − 1. �4�

For a constant d� that is assumed for threshold, Eq. �4� will
yield an intensity-independent Weber fraction. Given the
aforementioned physiological evidence, it is possible that the
internal noise may have both multiplicative ��m� and addi-
tive ��add� components

� = �m + �add, �5�

In that case, Eq. �3� would yield Weber’s law if the multipli-
cative component were negligibly small compared with the
additive component. The appeal of this approach is that the
log transform would characterize the relationship between
the stimulus intensity and the internal response in general
and thus would not pose a limiting factor in intensity dis-
crimination. Instead, the predominantly additive internal
noise would limit threshold performance but the log trans-
form of stimulus intensity would be responsible for Weber’s
law observed for threshold intensity discrimination and for
perception of suprathreshold intensity changes.

C. Loudness

Defining a relationship between the perception of su-
prathreshold AM and the loudness function is not straightfor-
ward, especially for modulation rates that fall into the per-
ceptual category of roughness �Zwicker and Fastl, 1999�.
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The likely increasing role of forward masking with increas-
ing modulation depth and also with increasing modulation
rate makes it impossible to account for the changes in the
perceived fluctuation strength or roughness purely in terms
of the characteristics of loudness functions for stationary
sounds. Because of the possible other factors playing a role
in the perception of a 16-Hz AM, the discussion of our re-
sults with respect to the loudness function will be limited to
intensity increments.

In the increment-matching experiment, listeners were
asked to pick the observation interval in which the change in
sound intensity appeared larger. As the task was subjective
with no “correct” answer, listeners were free to decide what
feature of the stimulus they should use as the basis for their
judgments about the size of the increment. Based on reports
from the listeners, suprathreshold changes in intensity are
perceived as changes in loudness. The PEI functions were
similar in form across listeners, for a 1-kHz tone and for
noise. Thus, the listeners likely used the same strategy to
perform the matching task. The shape of the PEI function
may provide some cues as to what the strategy and the deci-
sion variable were. One possibility is that the listeners used
the loudness of the steady-state portions before and after the
increment and “computed” the size of the increment using
those two end values. Two strategies involving the loudness
of the stimulus before the increment �L1� and the loudness of
the incremented portion �L2� were considered to make pre-
dictions about the shape of the PEI functions. The loudness
of each steady-state part of the stimulus was computed using
a loudness model proposed by Moore et al. �1997�. One
strategy assumes that the listeners perceived intensity incre-
ments as equal when the loudness ratio �L2 /L1� reached the
same value for different pedestal levels. This approach is
analogous to Ekman’s law for loudness JNDs �Ekman, 1956,
1959�, except in the current analysis, it was extended to su-
prathreshold intensity increments. Equal loudness ratios pre-
dict that the PEI does not depend on the pedestal level, a
result equivalent to that described by Weber’s law for inten-
sity discrimination. The predictions based on Ekman’s law
obtained using the loudness model by Moore et al. �1997�
account for the PEIs for the noise pedestal very well �see
level-independent PEIs the right-hand panel of Fig. 7�. The
predictions consistent with those obtained using the model
by Moore et al. �1997; not shown� can also be obtained when
Steven’s law is used �1957�. According to Steven’s law, loud-
ness is a power function of stimulus intensity �L=kIp, where
k and p are constant values�. A loudness ratio for a given
suprathreshold intensity increment can be described by
L2 /L1=k�I+�I�p /kIp. Thus, a constant L2 /L1 implies a con-
stant �I / I across stimulus levels. Although a constant loud-
ness ratio produces the correct PEI function for noise, it fails
to predict the data for the tonal pedestal. Interestingly, Ek-
man’s law generally fails to predict intensity discrimination
thresholds across loudness for tones, as demonstrated by
Hellman and Hellman �2001�.

Another strategy assumed that intensity increments are
perceptually equivalent when loudness difference �L2−L1�
reaches a certain constant value across pedestal levels. This
is analogous to a “theory of resolution” based on equal loud-

ness differences, suggested by Parker and Schneider �1980�.
For the tonal pedestal, the PEI function obtained from the
matching task and the predictions assuming constant loud-
ness difference �the left panel in Fig. 9� are in very good
agreement, although the predictions slightly underestimate
the increment size at most levels. For the noise pedestal, the
predictions based on equal loudness differences �with loud-
ness computed using the model by Moore et al., 1997� are
compared with the PEI function for the pedestal with a spec-
trum level of 20 dB SPL and a 4-dB increment. It is clear
that for noise, the approach based on equal loudness differ-
ences fails to predict the behavioral data �the right panel in
Fig. 9�. It is worth noting that equal loudness difference can-
not predict intensity discrimination for tones in broadband
noise �Schneider and Parker, 1990� and would not predict
constant intensity JNDs for noise.

To summarize the previous analyses, equal loudness ra-
tios can account for the data for the noise but not for the
tonal pedestal, whereas the opposite is true for equal loud-
ness differences. One implication is that listeners might be
using different strategies in the increment-matching task that
would depend on the type of the stimulus. More likely, the
listeners use the same strategy for both types of stimuli, a
strategy that is not based on a ratio or difference of loudness
of the stationary portions of the stimuli with intensity incre-
ments.

Two metrics described below yield predictions that are
qualitatively consistent with the PEI function of level for a
tone and for noise, but quantitative agreement for the tonal
pedestal is quite poor.

D. Constant difference between log-transformed
excitation patterns for the pedestal with and without
an increment

A metric based on log-transformed excitation patterns
was tested for its ability to predict the PEI functions for the

FIG. 9. The left panel shows PEIs for a 1-kHz pedestal replotted from the
left panel of Fig. 7 �circles� and predictions based on: �i� equal loudness
differences �squares�; �ii� equal differences between log-transformed excita-
tion patterns integrated over frequency �triangles�; and �iii� equal number of
JNDs �dashed-dotted line�. The filled circles cannot be seen because they
overlap with other symbols �they are covered by a gray square at 30 dB
SPL, by an open square at 45 dB SPL, and by open circles at 75 and 90 dB
SPL�. The right panel shows PEIs for a noise carrier �replotted from the
right panel of Fig. 7 for the 20_24 standard; black squares� and PEIs pre-
dicted using the assumption of a constant loudness difference �gray squares�.
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tonal and noise pedestals. For each pedestal level of a 1-kHz
tone, the excitation patterns were computed from rounded-
exponential filters �Patterson and Moore, 1986�, for the ped-
estal, EI�f�, and the incremented pedestal, EI+�I�f�. Differ-
ences between the log-transformed excitation patterns were
integrated over a frequency range for which the excitation
exceeded the threshold excitation level �assumed to be equal
to 0 dB�. Thus, the metric �D� used can be described as

10 · �
fInc1

fInc2

�log�EI+�I�f� − log�EI�f��df = D , �6�

where f Inc1 and f Inc2 denote the frequencies between which
the excitation produced by the incremented pedestal was
greater than 0 dB. Since for the 1-kHz tone, the range of
frequencies stimulated by the pedestal without an increment
was smaller than that with the increment, 10 log�EI�f�� was
set to zero for frequencies between f Inc1 and f Inc2, for which
its value fell below zero. This is equivalent to assuming, for
simplicity, that the excitation level needed for detecting the
tone is 0 dB as detection is limited by internal noise at stages
above the basilar membrane. Assuming that D needs to be
constant for PEIs, first the value of D was computed from
Eq. �6� for the 1-kHz standard with a 60-dB SPL pedestal
and a 5-dB increment �the same was repeated for a 63-dB
SPL pedestal�. Subsequently, intensity increments were
found for all comparison levels used in the increment-
matching task that produced the same value of D. The pre-
dicted increments are shown by triangles connected by a
dashed line in the left panel of Fig. 9. The increments de-
crease with increasing pedestal level, consistent with the
data, but they underestimate the PEI for the 30-dB pedestal
by about 7 dB for the 60-dB SPL pedestal of the standard
and by almost 11 dB for the 63-dB SPL pedestal. In addition
to the disappointing quantitative agreement, this approach is
not physiologically justified as it ignores the band pass fil-
tering due to the outer and middle ear transfer functions.
Inclusion of a realistic band pass filter would lead to a value
of D that decreases with increasing level for the noise ped-
estal, because the effective excitation would exhibit spread
over a larger area of the basilar-membrane as the noise level
increases and more components reach the levels that offset
attenuation by the filter.

E. Intensity changes for equal number of JNDs

Lim et al. �1977� proposed that different sounds have
the same loudness when their levels of presentation corre-
spond to the same proportion of the dynamic ranges for the
respective sounds expressed in terms of the number of JNDs.
Their approach proved successful in relating intensity dis-
crimination to loudness-matching results �Houtsma et al.,
1980�. The present study adapted the “proportional JND”
hypothesis to increment matching, assuming that for a given
stimulus, suprathreshold intensity increments are perceived
as equal when their size comprises the same number of in-
tensity JNDs. For noise, the intensity JND does not depend
on level over the range of levels tested. This implies that a
given suprathreshold intensity increment comprises the same

number of intensity JNDs at different pedestal levels. As-
suming a constant number of JNDs is perceived as producing
the same intensity change at all levels, the predicted PEI will
be independent of level leading to a counterpart of Weber’s
law, which is seen in the data �right panel of Fig. 7�. For a
tone, the intensity JND decreases with increasing pedestal
level. Assuming a constant number of JNDs produces the
same perceived intensity change, the PEI should decrease
with increasing level, leading to a counterpart of the “near-
miss” to Weber’s law. The question arises whether or not a
constant number of JNDs can account for the sizeable
change in PEI across level of the 1-kHz tone in this study. A
fourth-order polynomial fit to increment detection thresholds
�converted to units of 10 log��I+�I� / I� from the study of
Viemeister and Bacon �1988� was first used to determine the
number of JNDs in the standard 5-dB increment for the ped-
estal level of 60 dB SPL. The number of JNDs was com-
puted using the formula provided by Lim et al. �1977; foot-
note 11� using d�=0.78 that corresponds to the 70.7% correct
responses in a 2IFC task. Next, based on the polynomial fit
to the data of Viemeister and Bacon, a size of the intensity
increment corresponding to the same number of JNDs was
found for every comparison level used in the experiment
�through the inverse solution obtained using Mathematica
software�. The PEIs obtained based on the assumption of an
equal number of JNDs are shown by the dashed-dotted line
in the left panel of Fig. 9. The results obtained based on an
equal number of JNDs predict much lower PEIs for pedestal
levels below 60 dB SPL than those measured in the
increment-matching task.

In summary, none of the attempted approaches provided
a satisfactory account for the data without assuming that the
listeners used different decision variables for the noise and
tonal stimuli, which seems unrealistic. It is possible that the
decisions about the increment size were not based on the
loudness of the stationary parts of the stimuli before and
after the increment but on some more complicated function
describing the transition from the softer to greater loudness
during the increment. Additional experiments using pulsed
stimuli with differing intensities, for which the listeners can-
not hear the transition from softer to louder portion of the
stimulus, but have to rely on the stationary loudness, are
needed to determine if the dynamic transitional change plays
a role in evaluating the size of an increment.

V. CONCLUSIONS

Generally, comparisons of PEMDs and PEIs across level
lead to the following observations

�1� For noise carriers, the PEMD does not depend on carrier
level. This is consistent with a constant modulation
depth needed for AM detection threshold across carrier
levels. For tonal carriers, the PEMD decreases slightly
�by about 7 dB in units of 20 log m� with increasing car-
rier level, with the greatest decrease occurring in the
range of levels between 60 and 75 dB SPL. This is con-
sistent with decreasing modulation depth needed for AM
detection threshold. The rate of the decrease with in-
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creasing level is slower for suprathreshold AM possibly
reflecting the role of level-dependent compression on the
basilar membrane.

�2� For tonal pedestals, the PEMD varies less across carrier
level when a high-pass noise is used to mask the upward
spread of excitation.

�3� For noise, the PEI does not depend on the pedestal level
revealing a counterpart to Weber’s law for suprathresh-
old intensity increments. For a tone, the PEI decreases
with increasing pedestal level. The decrease is much
steeper than that observed for threshold intensity incre-
ments. Thus, a counterpart to the near-miss to Weber’s
law is observed for suprathreshold intensity changes, but
the level effect is much more sizeable than that seen for
intensity-discrimination threshold.

�4� The presence of a high-pass noise greatly reduces the
level dependence of the PEI for a tone, implying the
involvement of nonlinear spread of excitation when the
noise is absent.

�5� The observed counterpart to Weber’s law for suprath-
reshold AM and intensity increments suggests that We-
ber’s law does not reflect changes in the amount of in-
ternal noise with stimulus level. Instead, it is consistent
with the notion that Weber’s law stems from a
logarithmic-type transform that relates stimulus intensity
to the magnitude of the internal response.

�6� A constant loudness difference and a constant loudness
ratio could not account for the functions relating the PEI
to the pedestal level, for both the tonal and noise pedes-
tals. This suggests that the listeners might have used dif-
ferent decision variables to determine the size of the in-
crements for the two types of stimuli. Differences
between log-transformed excitation patterns integrated
across frequency and a model assuming equal JND num-
bers for PEIs produced predictions that were in qualita-
tive agreement with the data but they severely underes-
timated the PEIs for levels below 60 dB SPL. It is likely
that some transition in loudness that is not related to the
stationary loudness before and after the increment in a
simple manner was used as a decision variable by the
listeners. The nature of that transitional change in loud-
ness remains to be determined.

�7� Overall, the results of the present study indicate that the
same strategies and cues are likely used in the perception
of suprathreshold intensity changes as those used in in-
crement and AM detection. Thus, findings from thresh-
old psychophysics that use objective procedures to mea-
sure just-detectable changes can be, to a large extent,
generalized to the perception of more ubiquitous su-
prathreshold intensity variations.
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APPENDIX A: OBSERVATIONS ON THE USE OF
INTERLEAVED ADAPTIVE TRACKING USING ONE
STANDARD

Originally, an adaptive matching procedure with two in-
terleaved tracks �Jesteadt, 1980�, one upper �3-down, 1-up�
and one lower �3-up, 1-down�, was first used to estimate the
PEMD. This procedure led to some results that failed to ful-
fill control conditions of symmetry �when comparison B was
matched to standard A then comparison A should be matched
to standard B, which was not the case� and transitivity �if B
was matched to A, and C was matched to B, then A should be
matched to C�.

Using the Jesteadt procedure, the PEMD was estimated
as the mean of two modulation depths, one corresponding to
the 79.4% point on the psychometric function and the other
corresponding to the 20.6% point. Some listeners showed a
large discrepancy between the lower and upper estimates,
which suggested very shallow psychometric functions for
matching modulation depths at different carrier levels. How-
ever, other listeners applied a strategy that led to the lower
and upper estimates being very close to one another. That, in
turn, suggested very steep psychometric functions, yet the
results failed to show symmetry and transitivity. As the stan-
dard and the comparison differed in level, it was easy for the
listener to identify which stimulus was being manipulated by
their responses. Under such circumstances, when comparing
fluctuation depths across levels was difficult, it might have
been easier for the listeners to “remember” a certain modu-
lation depth of the comparison �“internal PEMD”� and per-
form the matching task without making any comparisons to
the “real” standard provided in each trial. In that case the
listeners could have made absolute judgments about the
modulation depth of the comparison and adjust the modula-
tion depth of the comparison to the internal PEMD. This
possibility was informally tested using one listener. To deter-
mine how robust matching to an internally stored template is,
the standard was unmodulated and the modulation depth of
the comparison was adjusted adaptively using the two inter-
leaved tracks, as in the main original experiment. The lis-
tener was told to match the comparison modulation depth to
the “PEMD” she established on her own during the adaptive
tracking. The mean of the six estimates �from six separate
runs� had a much smaller standard deviation than the one
obtained with the modulated standard, suggesting that it was
easier for the listener to provide consistent matches to the
memorized modulation depth of the comparison then to com-
pare across the standard and comparison intervals. Moreover,
the test was repeated a day later and the subject was in-
structed to use the same template modulation depth, as she
remembered it. Surprisingly, the mean result was within 1 dB
�20 log m� of that obtained a day earlier, indicating that lis-
teners may be capable of using a stored internal PEMD over
sessions.

The results of matching to the internal template can be
very consistent and replicable over days. Moreover, the vari-
ability in the data decreases with practice, as training helps
establish and fix the template in listener’s memory. There-
fore, a matching experiment was designed to force the lis-
tener to attend to both the standard and the comparison ob-
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servation intervals. A fixed-level procedure using a few fixed
standards, randomly presented in a block of trials, appears to
prevent using an internal template for the PEMD. For each
standard, a psychometric function relating the proportion of
times a given type of response occurred to the level of the
comparison can be constructed. Using this method, the strat-
egy based on an internal template could be easily detected. If
the listener ignored the actual standard, the psychometric
functions like those presented in Fig. 2, would fall on top of
one another.

APPENDIX B: INCOMPLETE PSYCHOMETRIC
FUNCTIONS

To cover the range of proportion of “comparison incre-
ment larger” responses between 0 and 1 with sufficient den-
sity for all the 1-kHz standards shown in the middle column
of Table III, a larger �than eight� number of comparison in-
crements would have had to be used within a block. This
would have substantially increased the duration of each
block. To avoid that, eight comparison increments were se-
lected based on pilot runs. They were chosen to allow for
estimating PEIs for the 5-dB increment in 60- and 63-dB
SPL pedestals from psychometric functions with data distrib-
uted over nearly the entire range of proportion of responses
between 0 and 1. By choosing only eight increments we
compromised the ability to obtain the whole psychometric
function for the two remaining increment sizes, 2 and 8 dB
in units of 10 log��I+�I� / I�. For these increment sizes, the
data �proportion of responses comparison increment larger�
concentrated in the range between 0.5 and 1, for the 2-dB
increment, and in the range between 0 and 0.5 for the 8-dB
increment. Thus, the lack of estimated PEIs for these stan-
dards should not be considered as resulting from listeners’
inability to perform the task reliably. Instead, they were a
result of a compromise that was decided upon when design-
ing the experiment. For the same reason, the PEI could not
be estimated for a 1-dB increment in the noise standard with
a spectrum level of 23 dB SPL.

1The form of the logistic function fitted to the data was the same for
modulation and increment matching. The function was defined by P
=1 / �1+exp�b�x0−xc���, where P denotes the proportion of times the com-
parison was evaluated as having stronger intensity fluctuations �or a larger
intensity increment� than the standard, b characterizes the slope of the
logistic function, x0 is the modulation depth �or an intensity increment� in
the comparison corresponding to P=0.5, and xc is the modulation depth of
the comparison �or the increment in the comparison�. Thus, x0=PEMD for
modulation matching, and x0=PEI, for increment matching.

2Data from Bacon and Viemeister �1985� plotted in the right panel of Fig.
5 represent the mean of AM detection thresholds for listeners S1 and S4 in
their study, for a 16-Hz rate at a spectrum level of 30 dB SPL adjusted by
the relative shift in threshold observed for lower spectrum levels �plotted
in their Fig. 4�. The adjustment for a 4-Hz modulation rate was used, as
data for a 16-Hz rate were not available. However, the similarity of the
relative shifts measured by Bacon and Viemeister �1985� for a 4-Hz rate
and at a 70-Hz rate suggests that the adjustments for the 4-Hz rate can be
applied without much error to detection of a 16-Hz rate for the purpose of
comparison with the suprathreshold data for a 16-Hz rate in this study. The
carrier was presented continuously in the study of Bacon and Viemeister
and it was gated in this study.

3Excitation on the basilar membrane in response to a low-level tone spreads
over a small region around the characteristic frequency �CF� equal to the
frequency of the tone. As the level of the tone increases, excitation spreads

over a larger portion of the basilar membrane, mainly toward places with
higher CFs. The response growth is compressive at the CF equal to the
stimulus frequency and becomes progressively less compressive at places
above that CF. For CFs higher than about an octave above the stimulus
frequency, the response becomes linear. This is referred to as nonlinear
spread of excitation on the basilar membrane. It seems reasonable to as-
sume that our perception of a change in intensity/level of a 1-kHz tone is
directly related to the changes in excitation level at a place where the
changes are the greatest. Thus, for a 1-kHz tone presented at 30 dB SPL,
a given change in level will be determined by a change in excitation level
at or close to CF=1 kHz �because the level is not high enough for the
excitation to spread to places where the growth of response is more lin-
ear�. For the same tone presented at 90 dB SPL, a given change in level
will be related to changes in excitation level at places far above CF
=1 kHz, where the response growth is linear. Assuming that increment
detection thresholds measured at different pedestal levels yield perceptu-
ally equivalent increments, the PEI function of level should have a shal-
lower slope for threshold increments than for suprathreshold intensity
changes due compressive �at 30 dB SPL� versus linear �at 90 dB SPL�
growth of excitation.

4The number of the degrees of freedom was determined considering the
fact that each PEMD was estimated from a logistic fit to eight data points.
Thus, eight samples contributed to the standard error of the PEMD esti-
mate. As the t-test compared each PEMD with the mean of the remaining
three PEMDs, the variance of the mean was computed as the sum of
variances of each individual PEMD included in that mean. The number of
samples contributing to the variance �and the standard deviation� of the
mean was then 3�8=24. The number of the degrees of freedom �df� was
obtained from the following equation �Devore and Peck, 1997�:

df =
�V1 + V2�2

V1
2

n1 − 1
+

V2
2

n2 − 1

,

where V1=s1
2 /n1 and V2=s2

2 /n2. In the equations, s1 is the standard devia-
tion of the PEMD that is being compared to the mean of the remaining
three PEMDs and s2 is the standard deviation of that mean. The value of df
was truncated to an integer. Correspondingly, n1=8 and n2=24. The dif-
ferences that based on multiple comparisons were significant remained
significant after the Bonferroni correction was applied.
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Speech segregation in rooms: Monaural, binaural, and
interacting effects of reverberation on target and interferer
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Speech reception thresholds were measured in virtual rooms to investigate the influence of
reverberation on speech intelligibility for spatially separated targets and interferers. The
measurements were realized under headphones, using target sentences and noise or two-voice
interferers. The room simulation allowed variation of the absorption coefficient of the room surfaces
independently for target and interferer. The direct-to-reverberant ratio and interaural coherence of
sources were also varied independently by considering binaural and diotic listening. The main effect
of reverberation on the interferer was binaural and mediated by the coherence, in agreement with
binaural unmasking theories. It appeared at lower reverberation levels than the effect of
reverberation on the target, which was mainly monaural and associated with the
direct-to-reverberant ratio, and could be explained by the loss of amplitude modulation in the
reverberant speech signals. This effect was slightly smaller when listening binaurally. Reverberation
might also be responsible for a disruption of the mechanism by which the auditory system exploits
fundamental frequency differences to segregate competing voices, and a disruption of the “listening
in the gaps” associated with speech interferers. These disruptions may explain an interaction
observed between the effects of reverberation on the targets and two-voice interferers.
© 2008 Acoustical Society of America. �DOI: 10.1121/1.2871943�
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I. INTRODUCTION

In order to understand speech in a noisy environment or
when many people are talking at the same time, the auditory
system has to segregate the target speech from the competing
speech or noise. The task becomes even more complicated in
rooms, where the auditory system also has to cope with the
effects of reverberation. Speech intelligibility against noise
or speech interferers decreases when reverberation increases.
Lavandier and Culling �2007� showed that the loss of intel-
ligibility could be associated with at least two distinct effects
of reverberation.

The reverberation reduced intelligibility by affecting the
interfering source. This effect was interpreted as resulting
from the decorrelation of the interferer at the two ears. Lick-
lider �1948� showed that speech intelligibility in noise dimin-
ishes when the interaural coherence of the noise is reduced,
and Robinson and Jeffress �1963� observed a similar effect
for tone detection in noise. This effect is predicted by all
binaural unmasking theories. For example, the equalization-
cancellation �E-C� mechanism of Durlach �1972� predicts
that a less correlated masker will be more difficult to equal-
ize at the two ears, and consequently more difficult to cancel,
resulting in lower speech intelligibility or poorer tone detec-
tion. This effect of reverberation on the interferer depends on
the interaural coherence of the interfering source. The inter-
aural coherence of a source evaluates the similarity of the
sound waveform it produces at the two ears of the listener. It

is calculated by taking the maximum value from the interau-
ral cross-correlation function. The interaural coherence of the
interfering source in a room is degraded by the multiple
sound reflections reaching the listener, because these reflec-
tions are not the same at the two ears �unless the configura-
tion is symmetrical within the room�.

The reverberation also directly affected the target. This
effect was interpreted as the intrinsic degradation of speech
intelligibility in reverberation, occurring even without the in-
terferer. Target intelligibility decreases because of the tempo-
ral and spectral distortions resulting from the multiple de-
layed sound reflections mixing with the direct sound in the
room. This effect is related to the direct-to-reverberant �D/R�
ratio of the source at the listening position. It can be de-
scribed by objective measurements such as the useful-to-
detrimental ratios �Bradley, 1986; Bradley et al., 1999� or the
speech transmission index �STI�, which takes into account
the reduction of amplitude modulation in the speech signals
due to reverberation �Houtgast and Steeneken, 1985�. In La-
vandier and Culling �2007�, the loss of intelligibility due to
the effect of reverberation on the target was partially ac-
counted for by STI calculations.

Lavandier and Culling �2007� adopted a parsimonious
model to describe their data, hypothesizing that there was no
interaction between the two effects described earlier. These
two effects are based on different mechanisms �monaural for
the target and binaural for the interferer�, so there was no
reason to suspect that they could interact. However, this re-
mained to be tested. Moreover, discrepancies between STI
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predictions and speech reception thresholds �SRTs� measured
with the target at different levels of reverberation were not
explained by this model.

Three new experiments were designed to verify that
there was no interaction between the effects of reverberation
on target and interferer. They used methods very similar to
those of Lavandier and Culling �2007�. SRTs �i.e., the level
of the target compared to that of the interferer for 50% intel-
ligibility of the target� were measured for spatially separated
targets and interferers in a virtual room. The room simulation
allowed variation of the absorption coefficient of the room
boundaries, thus modifying the D/R ratio and the interaural
coherence of sources. A different absorption coefficient was
used for target and interferer. This experimental design is not
realistic as it implies listening simultaneously to two sources
in rooms having different reverberation characteristics, but it
offers the advantage of controlling interferer and target re-
verberation conditions independently, decomposing the influ-
ence of reverberation on speech intelligibility. The effects of
the room and the head on the sound level of each source at
the listener’s ears were eliminated by equalizing all stimuli
in level, in order to interpret the effect of interaural
coherence/direct-to-reverberant ratio unambiguously. Target
and interferer were also clearly identified, so that the listener
knew which voice to listen to1.

In Lavandier and Culling �2007�, four absorption coef-
ficients were tested for the source with varying reverberation,
while a unique absorption coefficient was used for the source
with fixed reverberation. In experiments 1 and 3 presented
here, four absorption coefficients were used for both sources.
They were varied independently for target and interferer
across conditions, so that SRTs were measured for the four
types of target against the four types of interferer. A potential
interaction between the effects of reverberation on target and
interferer could then be investigated, by comparing the effect
of varying reverberation on the first source at the different
levels of reverberation of the second source. Experiment 1
used speech interferers, whereas experiment 3 used noise
interferers. Experiment 2 used a subset of the conditions
from experiment 1.

As an interaction was observed between the effects of
reverberation on the targets and speech interferers, the parsi-
monious model hypothesized by Lavandier and Culling
�2007� had to be refined. Two further experiments investi-
gated more precisely and individually the effects of rever-
beration on target and interferer. It should be noted that D/R
ratio and interaural coherence do not necessarily covary. The
example of a symmetrical configuration of the listener and
the sound source within a room illustrates this point. Because
the configuration is symmetrical, the interaural coherence of
the source is 1 even if its D/R ratio is reduced by making the
room more reverberant. If the sound reflections are the same
at the two ears, they do not affect the interaural coherence. In
experiments 4 and 5, the D/R ratio and interaural coherence
of sources were then varied independently by considering
both binaural and diotic listening conditions. By definition,
diotic stimuli had a fixed interaural coherence of 1, whereas
the coherence of binaural stimuli was reduced by reverbera-
tion. The aim of experiments 4 and 5 was to tease apart the

binaural and monaural effects of reverberation, in order to
elucidate the mechanism responsible for the observed inter-
action, and to show that the main effect of reverberation on
the target was monaural and associated with the D/R ratio,
wheareas the main effect of reverberation on the interferer
was binaural and mediated by the coherence.

II. GENERAL METHODS

A. Stimuli

A male voice was used as the target source in each ex-
periment. The corpus of sentences was from the Harvard
Sentence List �IEEE, 1969�. The anechoic recordings of a
male voice digitized at 20 kHz with 16-bit quantization were
used as the basis of all stimuli. The sentences have low pre-
dictability, and each sentence contains five key words. For
instance, one sentence was “the POINT of the STEEL PEN
was BENT and TWISTED”. Interfering sentences were gen-
erated by feminizing the male voice using the Praat PSOLA
speech analysis and resynthesis package. The voice was in-
creased in fundamental frequency by a factor of 1.8 �Rendall
et al., 2005�, and a vocal tract 9% shorter �Fitch and Giedd,
1999� was simulated by shifting the spectral envelope up in
frequency �Darwin and Hukin, 2000�. The resulting female
voice was used to create two-voice interferers. The aim of
using a female voice for the interferer was to eliminate some
attentional effects encountered in previous experiments using
the same voice for target and interferer �Lavandier and Cull-
ing, 2007�. The difference of voice between target and inter-
ferer is a cue that helps the listener to focus his/her attention
on the target voice, and this cue has been shown to be very
resistant to reverberation �Darwin and Hukin 2000�. Noise
interferers were also used. They were speech-shaped noises,
obtained by filtering Gaussian noises with a finite impulse
response �FIR� filter designed to match the long-term excita-
tion pattern �Moore and Glasberg, 1983� of the two-voice
interferers.

The virtual rooms used in the experiments were simu-
lated using a ray-tracing method �Allen and Berkley, 1979;
Peterson, 1986�, implemented in the |WAVE signal process-
ing package �Culling 1996�. The absorption coefficients of
the room internal surfaces were all set to the same value, and
varied together when the reverberation condition was
changed. The listener was modeled as two ears with no head
between them, using omnidirectional microphones sus-
pended in space at 1.5 m from the floor. The head was not
modeled in order to avoid head shadow effects which could
complicate the interpretation of the effects associated with
interaural coherence. The interferer and target were placed at
different positions in the room, also at 1.5 m from the floor.
Binaural stimuli were produced by calculating the impulse
responses between the source positions and each ear, and
convolving the speech samples with these impulse responses.

The convolution by the room impulse response modifies
the sound levels of the original stimuli �Bradley et al., 1999�.
The levels change differently depending on the positions
used within the room and the ear considered. To avoid mix-
ing the effects of room-induced changes in sound level and
interaural coherence/direct-to-reverberant ratio, all stimuli
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were equalized in level after convolution by the room im-
pulse responses. Left and right channels were equalized in-
dependently, removing potential interaural level differences.

The D/R energy ratio was calculated at each ear, for
every tested source position and absorption coefficient, using
the impulse response between the source position and the
considered ear. The direct-path and reverberant portions of
the impulse response were separated by a time-windowing
procedure. This procedure was done by eye and was trivial
as our simulated impulse responses were not contaminated
by noise. The energy of each portion was computed, and the
D/R energy ratio was expressed in decibels.

The interaural coherence of each source at the listening
position was also calculated in each experiment. It was com-
puted as the maximum of the absolute value of the crosscor-
relation of the waveforms reaching the two ears from the
source �Hartmann et al., 2005�. These waveforms were fil-
tered between 20 and 1500 Hz prior to calculation, in order
to consider only the frequency range for which binaural un-
masking is most effective in broadband noise.

B. Procedure

SRTs were measured using a one-up/one-down adaptive
threshold method �Plomp and Mimpen, 1979�. For each SRT
measurement, ten target sentences were presented one after
another against the same interferer. For the two-voice inter-
ferers, the interfering sentences were displayed on a screen in
front of the listeners as they were listening. They were in-
structed to disregard the female sentences appearing on the
screen, and to listen for the male sentence. The target-to-
interferer level ratio was initially very low �−32 dB�. On the
first trial, listeners could either enter a transcript on a com-
puter keyboard, or replay the stimuli. If stimuli were re-
played, the target level was increased by 4 dB. Stimuli had to
be replayed until the target was loud enough to be judged
partially intelligible. Listeners were instructed to attempt a
transcript of this first target sentence when they believed that
they could hear more than half the words of the sentence.
Once the first transcript was entered, the correct transcript
was displayed on the computer terminal, with the five key
words in capitals. The listener self-marked the number of
correct key words. Subsequent target sentences were pre-
sented only once, and self-marked in a similar manner. The
target level was decreased by 2 dB if the listener correctly
identified three or more of the five key words in the previous
sentence, and otherwise increased by 2 dB. The SRT for a
given condition was taken as the mean target-to-interferer
level ratio on the last eight trials.

Each SRT measurement used a different interferer. The
session began with two practice runs using unprocessed
speech, in order to familiarize listeners with the task. The
following runs measured SRTs in each of the N tested con-
ditions in a random order �N=16 in experiments 1–3, N=8 in
experiments 4 and 5�. The order of the conditions was ro-
tated for successive listeners, whereas sentence materials re-
mained in the same order. Each target sentence was thus
presented to every listener in the same order and, across a
group of N listeners, a complete rotation of conditions was

achieved. Each experiment therefore used a multiple of N
listeners. This procedure also ensured that each condition
was presented in each serial position within the experimental
session, counterbalancing order effects.

Signals were digitally mixed, D/A converted, and ampli-
fied using a 24-bit Edirol UA-20 sound card and an MTR
HPA-2 headphone amplifier. They were presented to listeners
over Sennheiser HD650 headphones in a single-walled IAC
sound-attenuating booth within a sound-treated room. A
computer terminal screen was visible outside the booth win-
dow. A keyboard was inside the booth to gather the tran-
scripts of listeners.

C. Listeners

Listeners all reported normal hearing and English as
their first language. None of them were familiar with the
sentences used during the test. Each listener participated in a
single session of the first three experiments and/or of the last
two experiments. As experiments 4 and 5 used different tar-
get sentences from experiments 1 to 3, a listener could par-
ticipate in a single session from each group of experiments.
Listeners were paid for their participation.

III. INTERACTION BETWEEN THE EFFECTS OF
REVERBERATION ON TARGET AND INTERFERER

SRTs were measured for a spatially separated interferer
and target at fixed positions within the room, but the room
absorption coefficient was varied across conditions, indepen-
dently for target and interferer. The absorption coefficients
were chosen so that they led to different values of direct-to-
reverberant ratio and interaural coherence at the listener
position.

A. Two-voice interferers „experiment 1…

1. Design

Experiment 1 used the same room and listener position
as Lavandier and Culling �2007�. The room was 5 m long,
3.2 m wide and 2.5 m high �Fig. 1�. The listener was mod-
eled as two ears, separated by 18 cm, placed along an axis at
25° to the 5-m wall on either side of a center point located at
1.2 m from the 5-m wall and 2 m from the 3.2-m wall. The
source positions R and L were considered. They were situ-
ated at 2 m from the center of the ears, at 65° of azimuth on
each side of the virtual listener. The interferer was always

FIG. 1. Virtual room and spatial configuration used in experiments 1–3.
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placed at position L, wheareas the target was at position R,
keeping a constant azimuth separation of 130° between the
two competing sources. When computing the impulse re-
sponses between the sources and each ear, four absorption
coefficients were used for each source: 1, 0.7, 0.5 and 0.2.
Table I shows that the direct-to-reverberant ratio at the lis-
tening position decreased with the absorption coefficient. In
the anechoic room with the absorption coefficient of 1, the
direct-to-reverberant ratio was infinite as there was no rever-
berant field.

Experiment 1 used only two-voice interferers. The rever-
beration condition was varied across conditions, indepen-
dently for target and interferer. A session of the experiment
consisted of measuring the SRTs for the four types of target
against the four types of interferer, resulting in 16 different
conditions. One hundred and sixty target sentences and six-
teen two-voice interferers were used to test these conditions.
The interaural coherence was calculated for the 160 target
stimuli at position R and the 16 interferers at position L.
Table II presents the mean results for each type of stimulus.
As expected, the coherence was 1 in the anechoic room and
decreased with increasing reverberation.

For each listener, the SRTs were measured in the 16
tested conditions during a single 70-min session. Thirty-two
listeners took part in the experiment.

2. Results

Figure 2 presents the mean SRTs measured in experi-
ment 1. The two panels contain the same data plotted as a
function of the absorption coefficients used for the interferer
�top panel� or the target �bottom panel�. The intelligibility
decreased when the reverberation on either source increased.
An analysis of variance �ANOVA� confirmed that the main

effect of the absorption coefficient was significant for both
target �F�3,93�=99.7, p�0.0001� and interferer �F�3,93�
=31.1, p�0.0001�. Tukey pairwise comparisons were per-
formed in both cases. For the target, only the absorption
coefficients 1 and 0.7 were not significantly different �q�5,
p�0.01 in every other case�. For the interferer, only the
coefficients 0.7 and 0.5 were not significantly different �q
�5, p�0.01 in every other case�. The interaction between
the effects of the absorption coefficients used for target and
interferer was not significant.

3. Discussion

As the absorption coefficient used for the interferer was
decreased, reverberation reduced the interferer interaural co-
herence �Table II�. As a result, this interferer produced more
masking, in agreement with binaural unmasking theories,
leading to higher thresholds. A less coherent interferer is
more difficult to cancel using a binaural E-C mechanism,
producing less masking release for spatially separated
sources. SRTs also increased with decreasing target direct-to-
reverberant ratio �Table I�, as the absorption coefficient used
for the target was decreased. This loss of target intelligibility
is in agreement with the intrinsic degradation of speech in-

TABLE I. Direct-to-reverberant ratio �dB� at the left and right ears for a
source at the target �R� and interferer �L� positions, as a function of the room
absorption coefficient used in experiments 1–3.

Target �R� Interferer �L�

Absorption
coefficient Left Right Left Right

1 � � � �

0.7 0.53 0.79 0.39 −0.22
0.5 −3.70 −3.46 −3.80 −4.48
0.2 −10.93 −10.61 −10.76 −11.67

TABLE II. Mean interaural coherence with standard deviation for targets �in
R� and interferers �in L�, as a function of the room absorption coefficient
used in experiments 1–3.

Interferer �L�

Absorption
coefficient Target �R� Two-voice Noise

1 1 �0.00� 1 �0.00� 1 �0.00�
0.7 0.86 �0.04� 0.86 �0.03� 0.87 �0.00�
0.5 0.75 �0.06� 0.76 �0.04� 0.77 �0.00�
0.2 0.62 �0.07� 0.63 �0.06� 0.61 �0.01�

FIG. 2. Mean SRTs with standard errors measured with two-voice interfer-
ers in experiment 1, plotted as a function of the absorption coefficient used
for the interferer �top� or as a function of the absorption coefficient used for
the target �bottom�.
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telligibility in reverberation, occurring even when no inter-
ferer is involved, and associated with the loss of amplitude
modulation in the speech signal.

As reverberation increased, speech intelligibility suf-
fered first from the effect of reverberation on the interferer,
its effect on the target appearing only at higher reverberation
levels. When decreasing the absorption coefficient used for
the target, SRTs started increasing only when the coefficient
reached 0.5, with the main deterioration of intelligibility ap-
pearing when the absorption further decreased to 0.2. For the
interferer, decreasing the absorption coefficient from 1 to 0.7
had the strongest effect on SRTs. In the most common situ-
ation of conversations taking place in moderately reverberant
rooms, the loss of intelligibility due to the room might then
be due to the detrimental effect of reverberation on the inter-
ferer rather than to its effect on the target.

The interaction between the effects of reverberation on
target and interferer did not reach significance in experiment
1. However, Fig. 2 shows evidence of interaction, at least
when comparing the extreme absorption coefficients 1 and
0.2. Decreasing the absorption coefficient used for the inter-
ferer from 1 to 0.2 led to a 1.5-dB SRT increase with the
anechoic targets, whereas a 4-dB increase was measured
with the most reverberant targets. The interpretation of two
independent effects of reverberation described above would
not predict such a difference. Experiment 2 was run to test
whether this difference was only due to the inherent mea-
surement variability, or if it had not reached significance due
to a lack of statistical power.

B. Two-voice interferers „experiment 2…

1. Design

Experiment 2 used a subset of the stimuli from experi-
ment 1, and tested only the conditions involving the extreme
absorption coefficients 1 and 0.2. The 16 conditions of ex-
periment 1 were thus reduced to four conditions in experi-
ment 2. These four conditions were tested four times for each
listener. A single session of experiment 2 involved 16 SRT
measurements and two practice trials, like experiment 1. The
same 160 target sentences and 16 interferers were used.
Eight listeners took part in a 70-min session of the experi-
ment.

2. Results

Figure 3 presents the mean SRTs measured in experi-
ment 2 as a function of the two absorption coefficients used
for interferer and target. SRTs were about 1–1.5 dB lower in
experiment 2 compared to experiment 1 �Fig. 2�. The ob-
served trends were similar in both experiments, the intelligi-
bility decreasing with increasing reverberation on either
source. An ANOVA confirmed that the main effect of the
absorption coefficient was significant for both target
�F�1,31�=228.0, p�0.0001� and interferer �F�1,31�
=63.2, p�0.0001�. Decreasing the absorption coefficient
used for the interferer from 1 to 0.2 led to a 2-dB SRT
increase with the anechoic targets, whereas a 4.5-dB increase
was measured with the reverberant targets. The interaction
between the effects of the absorption coefficients used for

target and interferer was significant �F�1,31�=17.3, p
�0.001�. A simple-main-effects analysis of this interaction
showed that the effect of the absorption coefficient used for
each source was significant at both levels of reverberation of
the other source �F�1,31��12, p�0.0015 in each case�.

3. Discussion

Experiment 2 clarified the results of experiment 1. By
remeasuring the SRTs in only a few conditions, the statistical
power of our analysis increased. It revealed that the effects
of reverberation on the target and two-voice interferers were
indeed interacting, and that the parsimonious model adopted
by Lavandier and Culling �2007� was not sufficient to fully
describe speech segregation in rooms. Mechanisms other
than the decorrelation of the interferer and the decrease in
D/R ratio of the target need to be taken into account to ex-
plain the observed interaction. Figure 2 indicates that these
mechanisms became important when extreme reverberation
conditions were considered.

Experiment 3 investigated whether these mechanisms
were also involved when speech interferers were replaced by
noise. If so, the effects of reverberation on target and inter-
ferer should interact using noise interferers, as they did using
two-voice interferers.

C. Speech-shaped noise interferers „experiment 3…

1. Design

Experiment 3 was similar to experiment 1, but with the
two-voice interferers being replaced by noise interferers.
They were speech-shaped noises based on the long-term ex-
citation pattern of the 16 two-voice interferers of experiment
1 concatenated. The mean interaural coherences of the 16
noise interferers in the four reverberation conditions are pre-
sented in Table II. Thirty-two listeners took part in a 70-min
session of the experiment.

2. Results

Figure 4 presents the mean SRTs measured in experi-
ment 3. The two panels contain the same data plotted as a

FIG. 3. Mean SRTs with standard errors measured with two-voice interfer-
ers in experiment 2, plotted as a function of the absorption coefficient used
for the interferer.

J. Acoust. Soc. Am., Vol. 123, No. 4, April 2008 M. Lavandier and J. F. Culling: Speech segregation in rooms II 2241



function of the absorption coefficients used for the interferer
�top panel� or the target �bottom panel�. As with the two-
voice interferers of experiment 1 �Fig. 2�, the intelligibility
decreased when the reverberation of either source increased.
An ANOVA confirmed that the main effect of the absorption
coefficient was significant for both target �F�3,93�=85.7, p
�0.0001� and interferer �F�3,93�=76.5, p�0.0001�. Tukey
pairwise comparisons were performed in both cases. For the
interferer, only the coefficients 0.5 and 0.2 were not signifi-
cantly different �q�4.5, p�0.01 in every other case�. For
the target, the absorption coefficient 0.2 led to SRTs signifi-
cantly higher than those measured with the three other coef-
ficients �q�16, p�0.001 in each case�, but the coefficients
1, 0.7 and 0.5 were not significantly different. The effects of
the absorption coefficients used for target and interferer did
not interact significantly.

3. Discussion

As with the two-voice interferers, speech intelligibility
suffered from the effect of reverberation on the noise at
lower levels of reverberation than those which affected intel-
ligibility when applied to the target. Decreasing the absorp-
tion coefficient used for the target from 1 to 0.7 or 0.5 had no
discernible effect on SRTs. The deterioration of intelligibility
appeared only when this absorption was further decreased to

0.2. For the interferer, decreasing the absorption coefficient
from 1 to 0.7 already resulted in a large increase in SRTs. A
further reduction of absorption increased the SRTs only
slightly. The coefficients 0.5 and 0.2 did not differ signifi-
cantly. This outcome is in agreement with the results of Lick-
lider �1948� who showed that, for speech in noise, most of
the variation in intelligibility observed as a function of the
noise interaural coherence occurred for a noise coherence
varying between 1 and 0.75. Table II shows that in experi-
ments 1–3, this coherence range corresponded to an absorp-
tion coefficient varying between 1 and 0.5. Decreasing the
absorption coefficient below 0.5 still decreased the coher-
ence, but below 0.75, and the influence on intelligibility was
then limited.

Whereas the effects of reverberation on target and inter-
ferer interacted using two-voice interferers, they did not with
noise interferers. Therefore, a parsimonious model involving
only the decorrelation of the interferer and the decrease in
D/R ratio of the target was sufficient to describe the influence
of reverberation in experiment 3. The other mechanisms po-
tentially taking place when speech interferers were involved,
responsible for the interaction observed in experiments 1 and
2, would then have to be associated with segregation cues
which were available with speech interferers but not noise.
Fundamental frequency �F0� differences might have consti-
tuted such an additional cue to segregate the male target from
the female interfering voices �Brokx and Nooteboom, 1982;
Culling and Darwin, 1993�. Silent periods or “gaps” in the
speech masker could also have allowed the listener to hear
“glimpses” of the target �Cooke, 2006; Dusquesnoy, 1983;
Festen and Plomp, 1990�, whereas this cue was not available
with the continuous noise interferers. It should be noted that
“listening in the gaps” was probably already limited with
two-voice interferers compared to what would have been
possible with one-voice interferers �Bronkhorst and Plomp,
1992�. These two additional cues available with speech in-
terferers and not noise are known to be disrupted by rever-
beration, and so could be responsible for the interaction ob-
served in experiments 1 and 2. Culling et al. �2003, 1994�
showed that reverberation was detrimental to the segregation
of nonmonotonous voices by their F0 difference. Bronkhorst
and Plomp �1990� showed that listening in the gaps was
impaired by reverberation.

The following experiments were designed to investigate
more precisely and individually the effects of reverberation
on the target �experiment 4� and on the interferer �experi-
ment 5�. To separate the effects of reverberation on monaural
and binaural processing, the direct-to-reverberant ratio and
the interaural coherence were varied independently, by con-
sidering both binaural and diotic listening conditions. As in
experiments 1 to 3, the coherence of the binaural stimuli was
reduced by reverberation, whereas the coherence of the di-
otic stimuli was by definition fixed to 1 in every condition. In
experiments 1 to 3, the D/R ratio and coherence of the
sources decreased simultaneously when the room became
more reverberant �Tables I and II�. In experiments 4 and 5,
with the diotic stimuli, the D/R ratio of the sources could be
varied without modifying their coherence. In this way, the
binaural and monaural effects of reverberation were teased

FIG. 4. Mean SRTs with standard errors measured with noise interferers in
experiment 3, plotted as a function of the absorption coefficient used for the
interferer �top� or as a function of the absorption coefficient used for the
target �bottom�.
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apart, in order to reveal the potential mechanisms responsible
for the observed interaction in experiments 1 and 2, and to
show that the main effect of reverberation on the target was
monaural and associated with the D/R ratio, wheareas the
main effect of reverberation on the interferer was binaural
and mediated by the coherence.

IV. MONAURAL AND BINAURAL EFFECTS OF
REVERBERATION ON THE TARGET „EXPERIMENT 4…

In experiment 4, the effect of reverberation on the target
was investigated. The listening mode and the reverberation
condition of the target were varied, whereas the interferer
remained unchanged through the tested conditions.

A. Design

Figure 5 presents the spatial configuration considered in
experiment 4. Both binaural and diotic listening modes were
tested for the target in this experiment. To avoid any change
in azimuth separation between target and interferer across
conditions, the azimuth of the target had to remain the same
in the binaural and diotic conditions, and thus the target had
to be placed in front of the listener. In this spatial configura-
tion, the interaural coherence of the target decreased less
with reverberation than when it was on the listener’s side.
Therefore, experiment 4 used a slightly larger room than
experiments 1–3, in order to avoid having the position F too
close to the wall and to get a sufficient effect of reverberation
on the coherence of the frontal source. The new room had the
same length and height as the previous room, but was 3.8 m
wide. The listener was still modeled in the same way, and
remained with its center point located at 1.2 m from the 5-m

wall and 2 m from the 3.8-m wall. The interferer was placed
at position R, 65° to the right of the listener, as in experi-
ments 1 to 3, such that the competing sources had a constant
azimuth separation of 65°. Both F and R were situated 2 m
from the center of the ears.

When computing the impulse responses between the
sources and each ear, different absorption coefficients were
used for the two sources. For the interferer at position R, it
was fixed to 0.5. This intermediate value was chosen to avoid
the interacting effect found for the extreme levels of rever-
beration in experiment 2. Noise and two-voice interferers
were used. For the target at position F, the two absorption
coefficients 1 and 0.2 were tested. Table III presents the D/R
ratios computed at the listening position as a function of the
room absorption coefficient and the source position. The
stimuli corresponding to the interferer were always binaural,
whereas two listening modes were considered for the target.
The target stimuli were either binaural using the impulse
responses between the position F and each ear, or diotic us-
ing the signal of the right ear �chosen arbitrarily� for both
ears. The results of the interaural coherence calculations for
each type of stimulus are presented in bold in Table IV. By
definition, the interaural coherence of the diotic targets was
1, even in the reverberant condition. Comparing these coher-
ence values with those of Table II, it can be noted that the
coherence of a frontal source in the larger room with the
absorption coefficient 0.2 was close to the coherence of a
source on the side in the smaller room with the higher ab-
sorption coefficient 0.5.

By considering the binaural and diotic listening modes
and the two reverberation conditions for the target, we were
able to decrease the D/R ratio of the target, and simulta-
neously either decreasing its coherence in the binaural case
or keeping this coherence constant at 1 in the diotic case. If
the effect of reverberation on the target is mediated by the

FIG. 5. Virtual room and spatial configuration used in experiments 4 and 5.

TABLE III. Direct-to-reverberant ratio �dB� at the left and right ears for a
source at positions F and R, as a function of the room absorption coefficient
used in experiments 4 and 5.

Position F Position R

Absorption
coefficient Left Right Left Right

1 � � ¯ ¯

0.5 ¯ ¯ −3.92 −3.28
0.2 −10.52 −10.50 ¯ ¯

TABLE IV. Mean interaural coherence with standard deviation for targets and interferers at positions F or R, as
a function of the room absorption coefficient and the listening mode used in experiments 4 �bold� and 5 �italic�.

Interferer

Absorption coefficient,
position and listening mode Target Two-voice Noise

0.5, R, binaural 0.77 (0.04) 0.72 �0.03� 0.74 �0.01�
1, F, binaural and diotic 1 �0.00� 1 (0.00) 1 (0.00)
0.2, F, binaural 0.77 �0.08� 0.74 (0.05) 0.70 (0.01)
0.2, F, diotic 1 �0.00� 1 (0.00) 1 (0.00)
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D/R ratio and not by the coherence, SRTs in the diotic case
should increase with reverberation as in the binaural case.

SRTs were measured in eight conditions corresponding
to the two types of interferer �noise and two voice�, and the
two reverberation conditions �anechoic and reverberant� and
two listening modes �binaural and diotic� for the target.
Eighty target sentences were used to test these conditions.
The sentences were all different from those used in experi-
ments 1–3. Eight interferers of each type were paired with
the eight lists of ten target sentences. The noise interferers
were based on the long-term excitation pattern of the eight
two-voice interferers concatenated. Listeners only heard four
interferers of each type, different ones for different listeners,
but the order of the conditions was rotated for successive
listeners, whereas sentence materials remained in the same
order. Across a group of eight listeners, each interferer thus
contributed equally to each condition, and any order effect
was counterbalanced. Thirty-two listeners took part in a 40-
min session of the experiment.

B. Results

Figure 6 presents the mean SRTs measured with noise
and two-voice interferers in experiment 4, for the target in
the two reverberation conditions and listening modes. For the
two types of interferer and the two listening modes, SRTs
increased by 3–5 dB when the target was placed in a rever-
berant room. An ANOVA confirmed that reverberation on the
target impaired intelligibility �F�1,31�=513.7, p�0.0001�,
and also that SRTs were lower with two-voice interferers
than with noise �F�1,31�=31.5, p�0.0001�. On average,
SRTs were higher for the diotic targets than for the binaural
ones �F�1,31�=4.8, p�0.05�. The interaction between the
effects of the listening mode and the reverberation condition
of the target was significant �F�1,31�=4.5, p�0.05�. A
simple-main-effects analysis of this interaction showed that
the effect of the listening mode was significant only in the
reverberant room �F�1,31�=9.8, p�0.01�. The effect of re-
verberation was significant in both binaural and diotic listen-
ing �F�1,31��208, p�0.0001 in each case�. The interaction

between the effects of the interferer type and the reverbera-
tion condition of the target was also significant �F�1,31�
=5.6, p�0.05�. A simple-main-effects analysis of this inter-
action showed that the two-voice interferers caused less
masking than the noise in the anechoic room �F�1,31�
=9.8, p�0.01�, but not in the reverberant one. The effect of
reverberation was significant for both types of interferer
�F�1,31��181, p�0.0001 in each case�.

C. Discussion

As in experiments 1–3, the reverberation on the target
increased SRTs for binaural listening. However, it was also
the case for diotic listening, even if the coherence of the
reverberant targets was then 1 as in the anechoic room. The
loss of intelligibility in reverberation was therefore primarily
a monaural effect related to the target D/R ratio, in agree-
ment with the intrinsic degradation of speech intelligibility in
rooms, associated with the loss of amplitude modulation in
the reverberant speech signals.

A small but significant binaural advantage was measured
in reverberation, indicating that having two ears slightly re-
duced the deleterious effect of reverberation on the target.
This binaural improvement in intelligibility may be associ-
ated with the “squelching” effect of binaural hearing on per-
ceived reverberation described by Koenig �1950�. It was pre-
viously measured by Nábflek and Robinson �1982�, at
different levels of reverberation, using recordings of a target
speech in a room with variable absorption characteristics.
The percentage of correct words identified by each listener
was evaluated using earphones, binaurally and monaurally
�with one earphone disconnected�. The binaural scores were
in average 5% better than the monaural scores. These mea-
surements involved target speech in quiet, with no interferer
in the room. Experiment 4 showed that squelching could also
take place in the presence of interferers.

SRTs were lower with two-voice interferers than with
noise for the anechoic targets. Therefore, at least one addi-
tional segregation cue was available with speech interferers
which was not available with noise. Moreover, this cue must
have been monaural, as the difference of SRTs between the
two-voice and noise interferers was found even in diotic lis-
tening. As SRTs were the same for the two-voice interferers
and the noise when the target was in the reverberant room,
this cue must have been ineffective when reverberation was
added to the target.

Fundamental frequency differences between the compet-
ing voices may have constituted an additional segregation
cue available with the two-voice interferers. Culling et al..
�2003, 1994� previously observed a disruption of this cue in
reverberation. In those studies, the reverberation was varied
simultaneously for target and interferer, but it was hypoth-
esized that the disruption was due to the blurring of the F0
contour of the interferer rather than that of the target, be-
cause the segregation mechanism is probably based on the
harmonic cancellation of the interferer rather than the har-
monic enhancement of the target �de Cheveigné et al., 1995�.
As the interferer remained unchanged across the tested con-
ditions in experiment 4, if the F0 difference cue was used

FIG. 6. Mean SRTs with standard errors measured with noise or two-voice
interferers in experiment 4, for targets in two reverberation conditions and
two listening modes.
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and disrupted by reverberation, then it might be relevant to
consider also the fundamental frequency of the target.

Listening in the gaps of the speech interferers may also
have constituted a segregation strategy which was not avail-
able with the continuous noise interferers. These gaps may
not have been so useful when the target was reverberant,
resulting in an interaction between listening in the gaps and
target degradation in reverberation. The deterioration of the
target intelligibility would then have been worse when the
target was heard through the gaps of the interferer rather than
in quiet. It should be noted here that the gaps in the interferer
remained the same across the tested conditions, because re-
verberation was varied for the target but not for the inter-
ferer.

Experiment 4 showed that the degradation of intelligi-
bility associated with the loss of amplitude modulation in
speech constituted the main effect of reverberation on the
target, but that it was not the only mechanism affecting
speech segregation in rooms.

V. BINAURAL AND MONAURAL EFFECTS OF
REVERBERATION ON THE INTERFERER
„EXPERIMENT 5…

In experiment 5, the listening mode and the reverbera-
tion condition of the interferer were varied, whereas the tar-
get remained unchanged through the tested conditions.

A. Design

Experiment 5 used the same protocol as experiment 4,
but replacing the target by the interferer and vice-versa. The
same room, listener and source positions were used �Fig. 5�,
with the same source material for target and interferer, but
this time the target was always at position R, whereas the
interferer was at position F. The target at position R had a
fixed reverberation, with a room absorption coefficient of
0.5. For the interferer at position F, the two absorption coef-
ficients 1 and 0.2 were tested. The target stimuli were always
binaural, whereas binaural and diotic listening modes were
tested for the interferer. The diotic stimuli used the right
channel of the binaural stimuli for both ears. Table III pre-
sents the corresponding D/R ratios computed at the listening
position and the results of the interaural coherence calcula-
tions for each type of stimulus are presented in italic in Table
IV.

The coherence of the diotic interferers was always 1,
even in the reverberant condition. If the effect of reverbera-
tion on the interferer is mediated by its coherence, SRTs
should increase with increasing reverberation in the binaural
case, but remain constant even when the reverberation is
increased in the diotic case.

SRTs were measured for the interferer in eight condi-
tions: two types of stimuli �noise and two-voice�, two rever-
beration conditions �anechoic and reverberant� and two lis-
tening modes �binaural and diotic�. Thirty-two listeners took
part in a 40-min session of the experiment.

B. Results

Figure 7 presents the mean SRTs measured in experi-
ment 5, for noise and two voice interferers in two reverbera-
tion conditions and two listening modes. SRTs increased by
2–2.5 dB when the binaural interferers were placed in a re-
verberant room. The effect of reverberation was very limited
for the diotic interferers. An ANOVA confirmed that rever-
beration on the interferer impaired intelligibility �F�1,31�
=69.0, p�0.0001�, and also that SRTs were lower with two-
voice interferers than with noise �F�1,31�=21.5, p
�0.0001�. On average, SRTs were lower for the diotic inter-
ferers than for the binaural ones �F�1,31�=10.6, p�0.01�.
The interaction between the effects of the listening mode and
the reverberation condition of the interferer was significant
�F�1,31�=10.6, p�0.01�. A simple-main-effects analysis of
this interaction showed that the effect of the listening mode
was significant only in the reverberant room �F�1,31�
=20.5, p=0.0001�. The effect of reverberation was signifi-
cant in both binaural and diotic listening �F�1,31��8.8, p
�0.01 in each case�.

C. Discussion

As in experiments 1–3, the reverberation on the inter-
ferer increased the SRTs for binaural listening. However, ex-
periment 5 showed that the loss of intelligibility was consid-
erably smaller for diotic interferers. This suggests that
adding reverberation to the interferer had a detrimental effect
on intelligibility when the interferer coherence was reduced.
The effect of reverberation on the interferer was therefore
mainly binaural and mediated by interaural coherence. This
effect is in agreement with previous binaural unmasking ex-
periments in which reducing the correlation of the interferer
at the two ears increased masking �Licklider, 1948; Robinson
and Jeffress, 1963�.

The decorrelation of the masker constituted the main
influence of reverberation on the interferer, but it was not the
only one. The effect of reverberation for diotic listening was
small but significant. This monaural effect could result from

FIG. 7. Mean SRTs with standard errors measured in experiment 5, for noise
or two-voice interferers in two reverberation conditions and two listening
modes.
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the reverberation disrupting the segregation cue based on F0
differences between the competing voices. If this cue allows
canceling one of the interfering voices by following its F0
contour �de Cheveigné et al., 1995�, the disruption could
result from the blurring of this contour as reverberation was
added to the interferer. Reverberation could also have dis-
rupted the segregation cue based on listening in the gaps of
the speech interferers. These interferers could have become
more efficient maskers when their potential gaps were filled
by the added reverberation, as shown by Bronkhorst and
Plomp �1990� when they compared the amount of masking
produced by continuous and modulated noises in different
reverberation conditions.

The effect of reverberation on the interferer in experi-
ment 5 led to a smaller loss of intelligibility than its effect on
the target in experiment 4 �Figs. 6 and 7�. However, it should
be noted that in these two experiments the source with vari-
able reverberation was placed in front of the listener, and
that, in this room, reverberation affects the coherence of a
frontal source less than the one of a source on the side,
whereas its effect on the D/R ratio mainly depends on the
source-listener distance and is rather independent of the azi-
muth of the source. As a consequence, the decrease of D/R
ratio tested for the target in experiment 4 was comparatively
larger than the decrease in coherence tested for the interferer
in experiment 5.

VI. GENERAL DISCUSSION

The effects measured in experiments 1–5 can be sum-
marized by describing how increasing reverberation sequen-
tially affected speech segregation in the virtual rooms. The
increasing reverberation first reduced intelligibility by deco-
rrelating the interferer at the listener’s ears, making it a more
effective masker as shown by previous binaural unmasking
experiments �Licklider, 1948; Robinson and Jeffress, 1963�.
For example, the equalization-cancellation mechanism
�Durlach, 1972� predicts that a less correlated masker should
be more difficult to equalize at the two ears, and conse-
quently more difficult to cancel, resulting in lower speech
intelligibility. This binaural effect was mediated by the inter-
aural coherence of the interfering source, and affected both
the noise and the two-voice interferers. It reduced intelligi-
bility for low levels of reverberation. Further decreases in
coherence had less influence, as most of the variation in in-
telligibility for speech in noise occurs for a noise coherence
between 1 and 0.75 �Licklider, 1948�. It should be noted that
taking into account the influence of the head between the two
ears in our simulations might have led to impairments of
intelligibility at even lower levels of reverberation. The head
would lead to extra interaural decorrelation in asymmetric
configurations, particularly for sources to the side �Lindevald
and Benade, 1986�. This additional decorrelation would
make the interferer’s coherence drop at even lower levels of
reverberation. Because of the floor effect associated with co-
herence, the maximum intelligibility loss with increasing re-
verberation should be similar with or without a simulated
head.

After decorrelating the interferer, the increasing rever-
beration distorted the target speech signals �experiments
1–4�, as a result of the multiple sound reflections mixing
with the direct sound. This monaural effect directly affected
the intelligibility of the target for relatively high levels of
reverberation. The intelligibility loss was mediated by the
direct-to-reverberant ratio of the target at the listening posi-
tion, and might be described by existing objective measure-
ments �Bradley, 1986; Bradley et al., 1999; Houtgast and
Steeneken, 1985�. The monaural speech distortions affected
the target, but also the two-voice interferers �experiments 1,
2, and 5�. Because of these distortions, the fundamental fre-
quency patterns of both target and interferer might have been
more difficult to track in reverberation by the auditory sys-
tem, and thus segregation based on F0 differences could have
been disrupted, as noted by Culling et al. �2003, 1994�. Re-
verberation might also have filled some silent periods in the
two-voice interferers �Bronkhorst and Plomp, 1990�. These
monaural effects may explain the small but significant addi-
tional intelligibility losses measured at the higher levels of
reverberation. They might also be responsible for the inter-
action of the effects of reverberation on the target and two-
voice interferers observed in experiments 1 and 2. Because
of this interaction, the loss of intelligibility due to the rever-
beration on one source �target or speech interferer� was
larger when the other source was also reverberant rather than
anechoic. The D/R ratio of the sources could be relevant to
the prediction of these monaural effects. Further investiga-
tions are required. For example, it is not clear if the influence
of reverberation on the segregation by fundamental fre-
quency difference related to the reverberation of the target,
of the interfering voice, or both.

In experiment 4, a small but significant binaural advan-
tage was measured for reverberant targets, with both noise
and speech interferers. This advantage might constitute fur-
ther evidence of a squelching effect �Koenig, 1950; Nábflek
and Robinson, 1982�. In this effect, having two ears may
ameliorate the effect of reverberation on target intelligibility,
regardless of the interferer. The monaural D/R ratio of the
target would not be sufficient to predict this binaural effect,
and the target interaural statistics might have to be consid-
ered as well.

In experiment 3, the effects of reverberation on the tar-
get and noise interferers did not interact. This is consistent
with the interaction observed with speech interferers being
associated with the disruption of the fundamental frequency
difference cue and/or listening in the gaps. As these two cues
did not exist when the interferer was noise, there were no
grounds for an interaction. Lavandier and Culling �2007�
found discrepancies between SRTs measured with noise and
STI calculations. An interaction between the effects of rever-
beration on target and noise was hypothesized as one of the
potential explanations for these discrepancies. Experiment 3
of this study did not support this hypothesis. A second ac-
count for the discrepancies between measured SRTs and STI
predictions could come from the STI predictions being less
reliable below the intelligibility level for which the STI is
best calibrated �Steeneken and Houtgast, 1980�.
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Even though the experiments presented in this paper
were realized with a fixed azimuth separation of target and
interferer, their results can be generalized to other spatial
configurations, as long as target and interferer are not co-
located. Spatial unmasking in anechoic situations results
partly from head shadow improving the signal-to-noise ratio
at the best ear, and partly from binaural interaction associ-
ated with the difference in interaural time delays of the com-
peting sources �Bronkhorst and Plomp, 1988�. Spatial un-
masking depends on the azimuth separation of sources
because the head shadow contribution is very dependent on
the source azimuths. The binaural interaction contribution
proved to be relatively independent of these azimuths as long
as the sources are not co-located �Bronkhorst and Plomp,
1988�. With increasing reverberation, the head shadow com-
ponent progressively disappears �Plomp, 1976�, and spatial
unmasking is reduced to its binaural interaction component.
Consequently it becomes independent of the size of the azi-
muth separation of sources �Beutelmann and Brand, 2006;
Plomp, 1976�. As our investigations only considered the spa-
tial unmasking associated with binaural interaction, their re-
sults should not depend on the magnitude of the tested azi-
muth separations.

In order to predict speech intelligibility in rooms in the
presence of directional noise interferers, the two main effects
of interferer coherence and target intrinsic intelligibility
should be taken into account, and the parsimonious model
hypothesized by Lavandier and Culling �2007� is sufficient.
These two effects have been modeled independently. The
influence of noise coherence in rooms is implemented in two
models based on the equalization-cancellation mechanism
�Durlach, 1972�. Zurek et al. �2004� proposed a model pre-
dicting the segregation of a narrow band noise target from a
broadband noise interferer, and Beutelmann and Brand
�2006� recently developed a model predicting the intelligibil-
ity of a near field speech target against a noise interferer. The
STI �Houtgast and Steeneken, 1985� or the useful-to-
detrimental ratios �Bradley, 1986; Bradley et al., 1999�
evaluate the intrinsic degradation of speech by reverberation.
Our goal is to implement these two main effects of rever-
beration in a single model, which should also account for the
squelching effect, a binaural mechanism that ameliorates the
deleterious influence of reverberation on target speech. Our
model also needs to predict the sound levels of target and
interferer at the listener’s ears. This will allow consideration
of the influence of the room on the sound level of each
source at the head �Bradley et al., 1999�, and the influence of
head-shadow �Bronkhorst and Plomp, 1988�. This model will
require refinements to be able to predict speech segregation
against speech interferers in rooms. The two monaural cues
based on the F0 differences between competing voices and
the gaps in the speech interferers will have to be taken into
account, as they are also influenced by reverberation. Even if
these cues were limited in the conditions we tested, they
could become much more important in other conditions. For
example, F0 differences might become predominant for co-
located sources, where coherence becomes irrelevant be-
cause spatial unmasking is abolished. Listening in the gaps is
known to be much larger with one-voice interferers than with

the two-voice interferers we used �Bronkhorst and Plomp,
1992�. The influence of reverberation on these two cues
might become quite large in these situations. If it cannot be
assumed that the listener knows who/where to listen to, then
additional attentional effects also have to be incorporated in
the model �Kidd et al., 2005; Shinn-Cunningham et al.,
2005�.

VII. CONCLUSION

SRT measurements in virtual rooms showed that rever-
beration impaired speech intelligibility first by a decorrela-
tion of the interferer at the two ears, and then by a degrada-
tion of the intrinsic target intelligibility. The first effect of
reverberation is binaural and mediated by the coherence for
the interferer. The second is monaural and associated with
the direct-to-reverberant ratio for the target. Having two ears
reduced to a small extent the detrimental effect of reverbera-
tion on the target. Additional effects of reverberation were
observed with speech interferers. The sound reflections in
rooms might be responsible for a disruption of the mecha-
nism by which the auditory system exploits fundamental fre-
quency differences to segregate competing voices, and a dis-
ruption of the listening in the gaps associated with speech
interferers. These disruptions might explain an interaction
observed between the effects of reverberation on the targets
and two-voice interferers, and could be important to model
in very reverberant rooms.
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Four adult bilateral cochlear implant users, with good open-set sentence recognition, were tested
with three different sound coding strategies for binaural speech unmasking and their ability to
localize 100 and 500 Hz click trains in noise. Two of the strategies tested were envelope-based
strategies that are clinically widely used. The third was a research strategy that additionally
preserved fine-timing cues at low frequencies. Speech reception thresholds were determined in
diotic noise for diotic and interaurally time-delayed speech using direct audio input to a bilateral
research processor. Localization in noise was assessed in the free field. Overall results, for both
speech and localization tests, were similar with all three strategies. None provided a binaural speech
unmasking advantage due to the application of 700 �s interaural time delay to the speech signal,
and localization results showed similar response patterns across strategies that were well accounted
for by the use of broadband interaural level cues. The data from both experiments combined indicate
that, in contrast to normal hearing, timing cues available from natural head-width delays do not offer
binaural advantages with present methods of electrical stimulation, even when fine-timing cues are
explicitly coded.
© 2008 Acoustical Society of America. �DOI: 10.1121/1.2875229�

PACS number�s�: 43.66.Pn, 43.66.Ts �RYL� Pages: 2249–2263

I. INTRODUCTION

For a listener with normal hearing, the ability to detect a
signal in diotic noise is much improved when the signal is
delayed in one ear compared to the other �e.g., Hirsch, 1948�.
Similarly, binaural speech intelligibility in diotic noise im-
proves when speech is imparted with an inter-aural phase
delay �IPD� and time-delay �ITD� �Licklider, 1948; Levitt
and Rabiner, 1967; Bronkhorst and Plomp, 1988�. Often such
binaural unmasking advantages are attributed to changes in
correlation at the signal frequencies when the signal is added
to the noise, or the change in ability to “equalize and cancel”
the stimuli at those frequencies �e.g., Colburn and Durlach,
1978; Akeroyd and Summerfield, 2000; Breebart and Kohl-
rausch, 2001; Culling, 2007�. Binaural masking level differ-
ences �BMLDs� comparing detection thresholds in diotic

broadband noise �N0� for sinusoids that are interaurally out
of phase �S��, with those that are diotic �S0�, show that
out-of-phase thresholds are about 10–15 dB lower for low
frequencies in the range 200–500 Hz. That difference gradu-
ally reduces to just a few dB beyond 1.5 kHz �e.g., Durlach,
1964�. Both low- and high-frequency pure-tone BMLDs in-
crease as the bandwidth of the masker decreases �at constant
energy�, largely as a consequence of the increased difficulty
in detecting the signal in narrowband noise when it has the
same interaural parameters as the noise. Further studies using
high-frequency “transposed tone” stimuli �e.g., van de Par
and Kohlrausch, 1997�, which are designed such that the
available envelope cues after peripheral filtering match the
fine-timing cues available from low-frequency sinusoids,
have shown that comparable BMLDs can be achieved for
125 Hz stimulation of high- and low-frequency regions of
the cochlea. That result supports the suggestion made by
Colburn and Equissaud �1976� that fundamental binaural
processing is comparable across different regions along the

a�Author to whom correspondence should be addressed. Electronic mail:
rvanh@bionicear.org
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cochlea, at least at rates as low as 125 Hz, and that periph-
eral processing is responsible for the reduction of cues at
higher frequency places.

It has been established for some time now that the use of
two cochlear implants, rather than one, offers a robust speech
intelligibility advantage in the free field, particularly when
speech and noise arrive from different directions �e.g. van
Hoesel and Clark, 1999; Gantz et al., 2002; van Hoesel,
2002; Müller et al., 2002; van Hoesel and Tyler, 2003�. Al-
though some subjects in some studies have shown a squelch
effect, i.e., better performance when using both ears than just
the ear with the better signal-to-noise ratio �SNR�, the con-
tribution of binaural unmasking to that result has remained
speculative. Several confounding factors may play a role in
free field studies. For example, asymmetrical performance
between the ears may be sufficient to allow the ear with a
lower physical SNR to offer better performance than the one
benefiting from the head-shadow effect. Improved perfor-
mance, resulting from the addition of an ear with a lower
SNR to the shadowed ear, might in that case be interpreted as
evidence of binaural unmasking, but may actually just reflect
the listener’s ability to attend the better performing ear. Per-
formance may also be better with two ears than one due to
redundancy of information and/or because it is the listening
condition the bilateral CI user is most familiar with. One aim
of the work presented here is to assess more directly whether
binaural speech unmasking is available to bilateral implant
users by manipulating interaural relations of speech and
noise signals, and presenting signals to the direct audio-input
connector of a bilateral sound processor. In making that as-
sessment, it is important to keep in mind that the clinical
strategies tested ACE �advanced combinational encoder� and
CIS �continuous interleaved sampler�, preserve only the en-
velope information in the signal at each ear and discard the
low-frequency fine-timing cues that offer important unmask-
ing cues in normal-hearing listeners. For that reason, the
PDT strategy �“peak derived timing,” van Hoesel, 2002; van
Hoesel, 2004�, which aims to preserve fine-timing cues at
low frequencies, was also included in the present study. Ex-
periment 1 describes binaural speech unmasking results for
ACE, CIS and PDT strategies tested in four bilateral cochlear
implant �CI� users. Speech reception thresholds �SRTs� were
measured in diotic noise for speech that was either diotic
�S0N0�, or interaurally delayed by 700 �s �S700N0�, which
corresponds approximately to the maximal ITD delay im-
parted by the head in free-field listening. Performance was
additionally measured for monaural speech and noise pre-
sented to the better ear �SmNm�, and monaural speech at the
better ear in diotic noise �SmN0�. Those latter two conditions
were included because �unpublished� psychophysical data
from the first author’s lab had indicated a binaural unmask-
ing effect for low-rate pulse trains in noise, applied to a
single electrode in one ear, when a copy of the noise was
added contralaterally. The comparison of SmNm and S0N0
data further provides an indication of the diotic �redundancy�
benefit in these listeners.

Low-frequency ITD cues in listeners with normal hear-
ing also play a dominant role in sound localization in quiet
�Raleigh, 1907; Wightman and Kistler, 1992�. In contrast,

several studies with bilateral CI users have shown that the
broadband ILD �interaural level difference� is the more sa-
lient cue when identifying sound-source direction in quiet
�van Hoesel et al., 2002; van Hoesel, 2004; Grantham et al.,
2007�. While that result is perhaps as expected for CI users
using clinical strategies that discard fine-timing information,
the data from two previous studies with PDT do not preclude
the possibility that the same applies with that strategy. In the
first of those studies, van Hoesel and Tyler �2003� assessed
sound-direction identification abilities using pink noise
bursts in quiet. Although at least some of the subjects tested
in that study indicated improved performance with PDT
compared to the clinical strategy tested, the comparison is
confounded by sound-processor hardware differences for the
two strategies. In the second study �van Hoesel, 2004�, one
of two subjects tested with PDT showed better localization
of click trains with a repetition rate of 50 Hz than for pink
noise bursts comprising faster temporal fluctuations. Using
direct input measures, the same subject showed comparable
ILD sensitivity when tested with both click trains and pink-
noise bursts, but much better ITD sensitivity for the click
train. Consequently, improved localization for that subject
was hypothesized to be due to the availability of ITD cues in
the low-rate click-train but not the noise. However, as local-
ization was also better for the click train than noise when
using ACE and CIS strategies, it is not clear that fine timing
per se contributed to the PDT result. The present experiment
aimed to extend the previous findings by comparing localiza-
tion performance in four subjects with all three strategies on
a common hardware platform, and using click trains with
repetition rates of both 100 and 500 Hz. In contrast to pre-
vious studies with PDT, localization abilities were tested in
the presence of a single interfering noise source rather than
in quiet. This was done for several reasons. First, it was
considered that everyday situations often are noisy, so an
assessment in noise might be more relevant to everyday per-
formance. Further motivation for the inclusion of an interfer-
ing noise source was to ensure localization abilities would
not be severely under sampled by the relatively large fixed
spacing of 30° between adjacent loudspeakers in the avail-
able test array �Hartmann et al., 1998�. Finally, it was hy-
pothesized that the added difficulty, compared to localizing
in quiet, might force listeners to make better use of all avail-
able cues, potentially including fine timing in PDT. It was
suggested by van Hoesel �2004� that, although localization in
quiet for CI users is largely governed by ILD cues, ITDs may
play a role when the ILD cues are ambiguous, as is the case
in certain spatial regions for bilateral CI users wearing direc-
tional ear-level microphones �van Hoesel et al., 2002; van
Hoesel, 2004�. In the present experiment, additional ambigu-
ity in the total signal-plus-noise ILD was potentially intro-
duced, when signal and noise arrived from different direc-
tions, because the level of the signal was roved over a range
of six dB but the noise was not. While the main motivation
for that rove was to reduce monaural level cues, its inclusion
in the task is probably not untypical of everyday require-
ments where targets of unknown intensity are to be localized
in noise that is fairly constant in level. Lorenzi et al. �1999�
reported frontal horizontal plane localization-in-noise data
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for normal-hearing listeners, and suggested that the relative
importance of ILD and ITD cues is dependent on noise po-
sition. They argued that at low SNRs listeners attend the
most reliable cue available, and showed comparable perfor-
mance was achievable by using ILD or ITD cues when noise
was directly ahead, but ILD cues offered better performance
than did ITDs when noise was at 90°. To allow for the con-
sideration that CI users might also use different cues for
different noise locations, localization tests in experiment 2 in
the present paper were conducted for noise fixed at either 0°,
or 90°, as separate test conditions.

II. METHODS

A. Strategy descriptions

All three strategies were implemented on a SPEAR3 re-
search sound processor �CRC Hear, Australia�, which is ca-
pable of bilateral stimulation, and derives audio input from
two Cochlear HS-8 behind-the-ear directional microphones,
or alternatively from a stereo auxiliary input connector.
When using direct input to the SPEAR3, the frequency re-
sponse of the microphone in free field was approximated by
appropriately scaling the gain values of the analysis filters in
each strategy. Prior to assigning frequency-to-electrode maps
for each strategy with each subject, a psychophysical pitch
comparison task was completed to determine average rela-
tive offsets of the electrode arrays in the two ears. In the
pitch task, three fixed electrodes in the right ear �electrodes
19, 12 and 4, corresponding to apical, mid, and basal loca-
tions� were paired with seven electrodes around the same
electrode number contralaterally �electrode groups 22-16,
15-9, and 7-1, respectively�. Each of the resulting 21 bilat-
eral pairs was presented six times in a single test block. In
three of the six presentations, the stimulus in the left ear
preceded the right, and in the remaining three the order was
reversed. Nominal stimulation levels were 85% of the dy-
namic range, randomized by up to 10%. The stimulus pulse
rate was 1200 pulses per second, and signal duration and
inter-stimulus gap were 500 ms. Listeners were to determine
whether the left or right ear signal produced a higher pitch.
Results for the three places on the right were averaged to
provide a single interaural electrode-offset that was used to
map all three strategies such that electrodes representing the
same �acoustic� frequencies stimulated approximately pitch-
matched places along the cochlea in each ear. Both CIS and
ACE strategies use only the envelope information, available
from each narrowband filter output, to amplitude modulate
pulse trains on each associated electrode. The carrier pulse
rate is fixed and unrelated to the acoustic signal properties. In
�the CIS Strategy Wilson et al., 1991�, filter envelope ampli-
tudes are applied to associated electrodes in a round robin
fashion. The ACE strategy, which is based on the “SMSP”
scheme proposed by McDermott et al. �1992�, uses a very
similar approach except that only a subset of filters contain-
ing most of the energy is selected to produce stimulation.
The latter approach allows a higher resolution filter bank to
be used without increasing overall stimulation rate.

All four participating subjects were regular bilateral us-
ers of the ACE strategy, with at least 20 active electrodes

�and associated filter bands� in their own clinical processors.
Although familiarity with ACE may have biased perfor-
mance in favor of that strategy, the ACE and PDT implemen-
tations used in the present study both employed 19-channel
filter banks, with near identical cutoff frequencies. Percep-
tual adjustment, to the new allocation of frequencies to elec-
trodes, was therefore expected to be similar with those two
strategies. In addition to the intended strategy variations and
changes in frequency-to-electrode allocation, further small
differences between the strategies implemented on the
SPEAR3 and the subjects’ own clinical processors included
minor microphone response variations, and better dynamic
range and the absence of an automatic gain control on the
SPEAR3. Those parameters will likely have required little
adjustment time and, if anything, improved performance in
these experiments compared to the clinical processor. Filter
bands with ACE and PDT were mapped to the most apical 19
bands available in each subject, while allowing for the inser-
tion offset between ears. The decision to use 19 channels for
those strategies was based on the consideration that most
Nucleus CI users have at least that many active electrodes �of
the 22 nominally available� and allowed for an insertion off-
set of up to 3 electrodes �2.25 mm� without needing to de-
activate some bands in either ear to maintain pitch match.
The inclusion of the CIS strategy, which typically employs
less filters and electrodes than the ACE approach, was moti-
vated by the concern that the maxima selection process in
ACE might result in distorted interaural cues when the spec-
tra at the two ears differ. A 10-channel CIS implementation
was chosen in the present study such that the first and last
electrodes were identical to those used with ACE/PDT for
each ear in each subject, and intervening electrodes were
spaced twice as far apart �1.5 mm rather than 0.75 mm�. Cor-
responding bandpass filters with CIS were designed such that
audio frequencies were assigned to similar place along the
cochlea as in the ACE/PDT implementation, within the con-
straint that CIS filters were approximately twice as wide and
distance between electrodes was doubled. Nominal center
frequencies and three dB bandwidths for ACE/PDT and CIS
filter banks are shown in Table I. Filter bands are numbered
from low to high frequency, and were assigned to electrodes
in an apical to basal direction. The center frequencies of the
filters in the 10-channel CIS implementation were designed
such that the three-dB cutoff frequencies corresponded to the
center frequencies of the even numbered filters in the 19-
channel ACE/PDT filter bank. That approach was preferable
to simply matching CIS center frequencies to those of odd
numbered ACE/PDT channels as it better allows for the non-
uniform bandwidths of the filters. To ensure that the overall
bandwidth of the filter bank remained unchanged across
strategies, the low-frequency cutoff for the first CIS filter and
high-frequency cutoff for the last CIS filter were matched to
those of the ACE/PDT filter bank. As a consequence, differ-
ences in center frequencies when comparing CIS and odd-
numbered ACE/PDT filters are somewhat larger for those
two bands. Because increased familiarity with the finer res-
olution frequency band representation might bias perfor-
mance in favor of ACE or PDT, rather than CIS, the results
were to be interpreted accordingly. If any benefits were
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found, with CIS compared to ACE, they should be consid-
ered as strong evidence of more salient binaural cues with
CIS. On the other hand, poorer performance with CIS would
not necessarily reflect degraded binaural cues. Both CIS and
ACE filter banks were implemented using complex FIR fil-
ters acting as Hilbert transforms, which provide envelope
information at the output of each band that is only limited in
rate by the filter’s bandwidth. This potentially allowed a
wider range of temporal fluctuations to be coded in CIS than
ACE strategy. Both envelope-based strategies activated up to
10 electrodes �selected form 19 for ACE� in each stimulation
cycle at 1200 Hz, resulting in total maximal stimulation rate
of 12 000 pulses per second �pps�.

The PDT strategy implementation used a bank of band-
pass Butterworth filters, implemented digitally at the audio
sampling rate of 14.4 kHz using infinite impulse response
�IIR� filters. While the maximal envelope modulation rate in
each band is in this case also limited by the bandwidth of the
filter, additional fine-timing cues that are discarded in the
complex FIR filter approach were preserved at the full audio
sampling rate in the first seven of the 19 filter bands. The
outputs in those seven bands, spanning the frequency range
from about 200 to 1300 Hz, were subjected to detection of
positive peaks in the narrowband signals, and the times of
the peaks were represented electrically by applying electrical
pulses to corresponding electrodes in a 10 ms buffer. Tem-
poral resolution of the electrical pulses in that buffer was
also set to 14.4 kHz, which means peaks in the stimulus
waveforms were quantized to about 70 �s intervals. Al-
though that may be somewhat coarse compared to ITD sen-
sitivity in normal hearing with optimal low-frequency sig-
nals, it is comparable to, or better than, sensitivity displayed
by many CI users �e.g., van Hoesel and Tyler, 2003; Litovsky
et al., 2005; van Hoesel, 2007�. Because the implant used
stimulates on only one electrode at a time, an arbitration

scheme was required to resolve competing demands for time
slots when combining pulses across multiple channels.1 For
the 12 higher frequency bands that were not subjected to
peak picking, envelope cues were explicitly derived by rec-
tifying the IIR filter outputs and low-pass filtering at 400 Hz.
Time slots in the 10 ms buffer that were not occupied by
pulses from the low-frequency PDT bands �one to seven�
were filled with the high-frequency envelope-derived pulses.
In that procedure, the first available time slot was filled with
information from the filter with the largest envelope level.
That filter band was then excluded from subsequent selection
for a period of 0.7 ms to allow other filter bands to be rep-
resented. That process continued until all available time slots
in the buffer had been considered.

Fitting of each strategy for each subject was adjusted
prior to the take home period with that strategy. For CIS,
ACE, and the high-frequency PDT channels, each electrode’s
dynamic range was measured at 1200 pps. Threshold levels
�T� were set by starting with a soft, but clearly detectable,
sound and steadily decreasing stimulation levels until no
longer audible. This was repeated three or four times to ob-
tain an average threshold used in the processor. Maximal
levels before discomfort �C� were adjusted for the highest
level that did not produce an uncomfortable loudness sensa-
tion. For lower frequency channels in PDT, T and C levels
were determined at the rate corresponding to each associated
filter’s center frequency. This was based on software simula-
tions of the algorithm during its initial development �van
Hoesel, 2002�, which showed that the average pulse rate
from any PDT channel corresponds well to the filter’s center
frequency for a wide range of broadband signals. With all
three strategies, “live” testing was subsequently used to fine
tune stimulation levels to produce a comfortable loudness
range in multi-channel operation. If sounds were generally
too loud or soft, for example, C levels of all the electrodes
were decreased or increased, respectively, by an equal frac-
tion of each electrode’s dynamic range. Similarly, T levels
were lowered if live background noise levels were objection-
able but typical speech levels were comfortable, or increased
if speech was unclear, but high level sounds were already
sufficiently loud. All three strategies employed monopolar
stimulation, with biphasic current pulses that were 25 �s per
phase in duration.

B. Subjects and schedules

Participants were tested at the Medical University of
Hannover, Germany. They were selected to be moderate-to-
good performers, more than 30 and less than 60 years of age,
with post-lingual onset of bilateral �severe-to-profound� sen-
sory neural hearing loss, and at least one year experience
with bilateral Nucleus 24 devices. All four subjects were
well trained on SRT testing with the sentences used in the
speech task, as well as free-field localization, as a result of
previous participation in similar studies. Although the num-
ber of subjects is modest, they are a relatively homogenous
group that is particularly well suited to the study, and the
requirement for a large subject pool due to substantial inter-
subject variability, as is often the case in cochlear implant

TABLE I. Center frequencies �Fc� and bandwidths �BW� for both 19-
channel �ACE/PDT� and 10-channel �CIS� filter banks used.

ACE/PDT
band

Fc
�Hz�

BW
�Hz�

CIS
band

Fc
�Hz�

BW
�Hz�

1 270 140 1 300 200
2 400 120
3 535 150 2 543.5 287
4 687.5 155
5 847.5 165 3 852 330
6 1017.5 175
7 1192.5 175 4 1194.5 355
8 1372.5 185
9 1565 200 5 1567 390
10 1762.5 195
11 1970 220 6 1986 448
12 2210 260
13 2500 320 7 2532.5 645
14 2855 390
15 3287.5 475 8 3347.5 985
16 3840 630
17 4630 950 9 4740 1800
18 5640 1070
19 6637.5 925 10 6370 1460
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studies, is a lesser issue. Each subject was sequentially pro-
grammed with the ACE, CIS and PDT speech coding strate-
gies, with the order of strategies randomized across subjects
according to an incomplete latin square design. Each subject
was initially fitted with the first strategy on the SPEAR3, and
then used that on a daily basis for four weeks. After that
period, the subject returned for evaluation with that strategy,
and was fitted with the next one, at which time the previous
strategy was removed from the SPEAR3. This process was
repeated for the second and third strategies. Upon comple-
tion of the take-home periods and evaluations with all three
strategies, the order of strategies was reversed and each one
was taken home for a shorter period of two weeks, with a
second evaluation at the end of that period. The counterbal-
anced “ABC-CBA” design was used to reduce learning ef-
fect differences among strategies while maintaining a reason-
able overall time to complete the experiments �18 weeks�.
This was a considerable commitment for the subjects as bi-
lateral stimulation at relatively high overall rates required
them to replace a single AA battery cell in the SPEAR3
about every 4 h, during each day for four months. To ensure
subjects made use only of the strategies on the SPEAR3,
they agreed to surrender their clinical devices for the dura-
tion of the study.

C. Procedures and materials

Speech perception was tested using the adaptive Olden-
burg sentence test �Wagener et al., 1999� using direct audio
input to the SPEAR3 processor. In those speech materials, 40
lists comprising 30 sentences each are available. Five-word
low-predictability sentences are constructed by selecting
from ten different options for each word �i.e., all the sen-
tences are constructed from a restricted pool of 50 words
ensuring good homogeneity of the words in the sentences�.
Continuous noise with the same long-term spectrum as the
speech materials was used as a masker. Speech reception
thresholds at 50% correct performance �SRT50� were mea-
sured using an adaptive procedure �Hagermann and Kinne-
fors, 1995� for four conditions: monaural speech and noise
�SmNm�, both presented to the better ear as determined from
previous test data; monaural speech at the better ear in diotic
noise �SmN0�; diotic speech in diotic noise �S0N0�; and
700 �s interaurally delayed speech in diotic noise �S700N0�.
Noise levels were always varied, while the target speech was
held fixed at a level equivalent to that which would be ob-
tained using free-field presentation of the same materials at
65 dBA, calibrated by measurement of electrical stimulation
levels at the output of the sound processor using custom
software and hardware. Each presentation block included 30
sentences. Responses to the last 20 were used to determine
the SRT. Four SRTs were measured in total for each combi-
nation of strategy and signal-and-noise configuration: two
after the first take-home period, and two after the second.
The four SRTs were averaged to obtain an overall SRT for
each condition, which was used in the statistical analysis.

Sound-direction identification for signals presented in
the horizontal plane was assessed in free-field in an anechoic
chamber. Target signals comprised click trains that were

300 ms in duration, without ramped onset or offsets. The
signals were presented from one of seven loudspeakers span-
ning the frontal 180° arc with a radius of 1.1 m. Signal pre-
sentation level was nominally 65 dB sound pressure level as
measured at the position of the listener’s head in absentia,
and was randomly varied by �3 dB to reduce monaural level
cues. The repetition rate of the click trains was held fixed at
either 100 or 500 Hz in each test block. Clicks presented to
the loudspeakers comprised positive monopolar rectangular
pulses that were seven samples in duration at 44.1 kHz, re-
sulting in a spectrum that was flat within six dB between
100 Hz and 4 kHz, and rolled off more steeply to a notch at
about 6.3 kHz, which was approximately centered on the
highest filter band used in all three sound-coding strategies.
Interfering noise, spectrally matched to the click trains, was
presented at a fixed level of 65 dB �i.e., nominally 0 dB
SNR� also measured at the position of the head in absentia.
Interfering noise was presented from either the loudspeaker
directly ahead, or in an alternative experimental condition,
from the one at 90° to the right. The noise used in each
presentation was one of 15 possible 1.4 s segments selected
from a 3 s sequence. The noise was gated on and off with a
rectangular window that started 600 ms before, and finished
500 ms after the target signal. Fifteen repeat presentations of
the signal �one for each of the 15 noise samples� were in-
cluded for each loudspeaker, resulting in 105 presentations in
each block with a fixed combination of click rate and noise
position. Subjects were informed that interfering noise would
arrive from the fixed loudspeaker, and that only the target’s
direction would vary, and were required to orally indicate
which of the seven loudspeakers had produced the target.
Prior to each block, subjects were �re-�familiarized with the
seven target-plus-noise conditions by playing each one in
turn from left to right-most target position. All four subjects
were well experienced in the localization task, and had pre-
viously participated in studies using the same loudspeaker
array. Although listeners were instructed to face the frontal
loudspeaker, head movements were not physically restricted
or recorded, and feedback was not provided. Informal data
collected with normal-hearing listeners under the same con-
ditions showed minimal errors despite the applied target
level rove in the fixed level noise.

III. RESULTS AND DATA ANALYSIS

A. Speech in noise

SRT results from each of the four subjects are shown in
the four panels in Fig. 1. Within each panel, results from left
to right are for SmNm, SmN0, S0N0, and S700N0 condi-
tions. Strategies are indicated using circles for ACE, squares
for CIS and triangles for PDT. Note the scale change for
subject S2, who showed considerably better performance
with ACE and PDT than CIS. In fact, performance with CIS
for that subject may have been even poorer than indicated by
the SNR because, at high SNRs, the noise level may fall
below the threshold of the processor’s input dynamic range
and not be presented electrically �when there is no speech
signal�. That nonlinear effect may be the reason why an ini-
tial attempt to describe the entire dataset using a two-way
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analysis of variance �ANOVA� resulted in a poor model fit.
Two alternative ANOVAs were therefore conducted. In the
first of those, the CIS data from just subject S2 were ex-
cluded, whereas in the second CIS data from all four subjects
were omitted �i.e., only ACE and PDT were compared�. In
both cases, Strategy and Signal-and-noise-configuration �SN-
Config� were included as main factors along with their inter-
action, and Subject was included as a random factor. Test-
order and learning effects were assumed to have been
minimized through the use of randomized sequencing across
subjects, and averaging of SRTs for each strategy across the
two test sessions in the ABC-CBA test protocol. Task learn-
ing for all four subjects was further presumed to have been
moderated through previous participation in studies employ-
ing the same test procedure. Residual task learning was as-
sessed using an ANOVA that incorporated “Session” �first or
second test date� as a fixed factor. For the full data set there
was no significant effect of Session on SRT �difference less
than 0.01 dB, �F�1,86��0.00; p�0.99�, but when the CIS

data for subject S2 were eliminated, a small learning effect
was observed �0.5 dB lower SRT for the second session
�F�1,78��6.07, p�0.02�. The ANOVAs described below for
data averaged over both sessions were therefore also con-
ducted using data from just the second session, but because
the results showed essentially the same conclusions, only the
combined session analyses are presented.

When just the CIS data from subject S2 were excluded,
the ANOVA showed a significant effect of SN-Config
�F�3,29�=5.1;p=0.006� but not Strategy �F�2,29�=2.3,p
=0.12�, and no interaction between the two �F�6,29�
=0.73,p=0.57�. Post-hoc analysis using Bonferroni simulta-
neous tests showed that the significant effect of SN-Config
was due to a higher SRT for the SmNm condition than either
S0N0 �1.13 dB, p=0.014� or S0N700 �1.05 dB, p=0.027�.
Results for S0N0 and S700N0 did not differ significantly
�0.09 dB, p=1.00�, which means binaural unmasking did not
result from an ITD of 700 �s applied to the signal in diotic
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FIG. 1. SRTs for each of the four subjects. Test conditions from left to right in each panel are SmNm, SmN0, S0N0, S700N0. Strategies are indicated by
circles for ACE, squares for CIS and triangles for PDT. Note the scale change for subject S2, who required much higher SNRs to obtain 50% when using the
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noise. The SRT for SmN0 condition was slightly lower than
SmNm, but the difference was also not significant �0.4 dB,
P=1.00�. Similar findings resulted when only ACE and PDT
data were analyzed from all four subjects: the effect of SN-
Config �F�3,21�=5.7;p=0.005� was significant, but Strategy
�F�1,21�=1.94,p=0.18� and the interaction �F�3,21�
=0.36,p=0.78� were not.

Post-hoc analysis again showed significantly lower
means for S0N0 �1.6 dB, P=0.009� and S700N0 �1.4 dB, P
=0.027� than SmNm, and no significant difference between
the two binaural conditions, S0N0 and S700N0 �0.2 dB, p
=1.0�. Performance for the SmN0 condition was also not
significantly lower than with SmNm �0.56 dB; p=1.00�.

In summary, both analyses showed that irrespective of
the strategy used, there was a binaural advantage of about
1–1.5 dB when the speech and noise were presented dioti-
cally to both ears �S0N0� rather than just to the better ear
alone �SmNm�, but there was no evidence of further im-
provements due to binaural unmasking when speech was in-
teraurally delayed by 700 �s while keeping the noise diotic
�S700N0�. Similarly, there was no indication that binaural
information in the SmN0 condition resulted in significantly
better performance than for the SmNm condition.

B. Localization in noise

1. Response descriptions

Means and standard deviations of responses to signals
presented from each loudspeaker in the localization task are
shown for each subject in the lower portion of Fig. 2. Each
row describes data from a single subject. The four panels
within each row describe the results, from left to right, for
noise at N0 with 100 Hz click trains �N0-100 Hz�, followed
by N0-500, N90-100, and N90-500 Hz. Each panel includes
separate results with ACE �circles�, CIS �squares�, and PDT
�triangles�. It can be seen that responses were generally simi-
lar across all three strategies �as will be discussed in more
detail in Sec. III B 2�. The upper portion of Fig. 2 summa-
rizes the results by averaging the mean responses, shown in
the lower panels, across both subjects and strategies. This
was done for each combination of noise position and click
rate. The left panel describes results for the N0 noise position
at both rates, and the right panel those for N90. The error
bars in the upper summary panels indicate � one standard
error of the mean when averaging the mean responses in the
lower panels across subjects and strategies.

For noise arriving from the N0 position �left columns�,
both individual and averaged responses show fairly symmet-
ric patterns around the perfect-performance leading diagonal.
Subjects often responded similarly when signals arrived from
any of the three loudspeakers on either left, or right sides,
resulting in mean-response patterns resembling a step func-
tion around the diagonal. Responses for subjects S1 and S3,
as well as S4 at 500 Hz, typically ranged between 60 and 90°
to the left or right for any of the three speakers on the cor-
responding side, whereas S2’s responses ranged more con-
servatively between 30 and 60°. Only subject S4, for a rate
of 100 Hz, showed an ability to distinguish loudspeakers at
30° �right or left� from more lateral ones on the same side,

although was still unable to tell apart signals from the two
loudspeakers at 60 and 90°. When the noise was positioned
at N90 �right� instead of N0, performance for click trains
from the left and right sides was less symmetric. In that case,
responses for loudspeakers on the left were very similar to
the N0 condition, but signals from the central loudspeaker
were more often wrongly perceived as arriving from the left,
and signals from the right side were better separated with
responses closer to the correct-response diagonal particularly
at 30°.

2. Error analyses

Various performance measures were calculated for the
localization data. The first consisted of the total root mean
square �RMS� error �D-bar: Rakerd and Hartmann, 1986� for
all loudspeakers in the array. An ANOVA was applied to that
measure using a generalized linear model with main factors:
strategy �Strategy�, click-train rate �Rate�, and noise position
�NoisePos�, while treating subjects �Subject� as a random
factor. Interactions between the main factors were also incor-
porated. When all data points were included, the effect of
Strategy was not found to be significant �F�2,35�=2.7,p
=0.08�, nor were the interactions, but the factors Rate
�F�1,35�=37.8,p�0.001� and NoisePos �F�1,35�=9.9,p
=0.003� were. When three outliers �out of 48 data points�,
from three different subjects and strategies, were excluded,
the model fit improved �adjusted r-squared increased from 68
to 81%�. In that case, the Strategy effect was significant
�F�2,30�=4.8,p=0.016�, and the significance of the effects
of both Rate �F�1,30�=57.3,p�0.001� and NoisePos
�F�1,30�=21.7,p�0.001� increased, whereas the interac-
tions remained non-significant. Figure 3 shows mean RMS
errors �D-bar� averaged across the four subjects, with each
strategy �ACE �circles�, CIS �squares�, and PDT �triangles��
for the four combinations of Rate and NoisePos. Error bars
show one standard error of the mean, indicating inter-subject
differences. It is clear from that figure that the mildly signifi-
cant Strategy effect is due to slightly poorer performance
with CIS compared to the other two strategies. This was
confirmed in post-hoc Bonferroni simultaneous tests, which
showed that, for the data set excluding the outliers, the CIS
RMS error was about 2.3° larger than either ACE or PDT
�p=0.05�. The same analysis showed that performance with
ACE and PDT did not differ significantly. Further compari-
sons showed that at 500 Hz the overall RMS error was 5.7°
larger �p�0.001� than at 100 Hz, and that for the N90 noise
position it was 3.3° larger �p�0.001� than for N0.

Because localization performance in quiet has been
shown to vary strongly as a function of loudspeaker position
with bilateral CI users �e.g., van Hoesel, 2004�, and the total-
array RMS error can be biased towards the results for loud-
speakers with the largest errors, an additional ANOVA was
conducted preserving individual loudspeaker RMS errors. In
that case the model fit was improved by averaging the per-
formance at each loudspeaker across subjects, for each com-
bination of Rate and NoisePos. Fixed factors included Loud-
speaker, Strategy, Rate and NoisePos. Only two-factor
interactions were included in the model, as inclusion of
higher order interactions decreased the r-squared value of the
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FIG. 2. Lower four rows show localization results for each of the four subjects. Means and standard deviations �� error bars� of responses to signals presented
from each loudspeaker are shown for all three strategies: ACE �circles�, CIS �squares�, and PDT �triangles�. The four panels within each row describe, from
left to right, results for noise at N0 with 100 and 500 Hz clicks, followed by noise at N90 with 100 and 500 Hz clicks, respectively. The top row summarizes
results by averaging the mean responses shown in the lower panels across both subjects and strategies for each combination of noise position and click rate.
The left panel describes results at both rates �diamonds 100 Hz, stars 500 Hz� for the N0 noise position, and right panel those for N90. Error bars in the top
row indicate � one standard error of the mean calculated across subjects and strategies.
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fit. The effect of Strategy was again found to be non-
significant �F�2,44�=2.7,p=0.08�, although mean RMS er-
rors were marginally smaller for PDT �26° � than for ACE
�27° �, or CIS �28° �. As in the total-array RMS error analy-
sis, strongly significant effects were seen for Rate �F�1,44�
=68.8,p�0.001� and NoisePos �F�1,44�=20.3,p�0.001�.
Mean RMS errors at 100 and 500 Hz were 24° and 30°,
respectively. Mean RMS errors with the two noise positions
were 25° for N0, and 29° for N90. The interaction between
Rate and NoisePos was, in contrast to the total-array RMS
error analysis, moderately significant in this analysis
�F�1,44�=5.5,p=0.024�, with post-hoc tests indicating an
average increase for N90 compared to N0, of only 1.6° �p
=0.8� at 100 Hz, but 5.1° �p�0.001� at 500 Hz. The differ-
ence compared to the total-array RMS error analysis is likely
due to the strong influence of data from loudspeakers with
the largest errors in the total-array RMS measure. As ex-
pected, the effect of Loudspeaker was found to be strongly
significant �F�1,44�=20.8,p�0.001�, as were the interac-
tions between Rate and Loudspeaker �F�6,54�=8.4,p
�0.001�, and NoisePos and Loudspeaker �F�6,44�=24.6,p
�0.001�. Post-hoc Bonferroni simultaneous tests examining
the Rate-Loudspeaker interaction �combining results for both
noise positions� showed significant increases �p� =0.002� in
RMS error at the higher rate for the three loudspeakers near
the middle of the array �RMS errors 9.5 to 13.5° larger at
500 Hz than 100 Hz�, but not for more lateral loudspeakers
�differences less than 5°, p=1.0�. Similar tests for the inter-
action between loudspeaker and noise position �combining
across both rates� showed RMS errors that were larger
�23° ,p�0.001� with N90 than N0 for the central loud-
speaker, smaller with N90 �10° ,p=0.005� for the loud-
speaker at +30°, and not significantly different for the re-
maining loudspeakers. Finally, the interaction between
Strategy and Loudspeaker was also significant �F�12,44�

=2.8,p=0.006�. Further investigation showed that interac-
tion was due to a different pattern of errors over the three
right-most loudspeakers in the N90 condition, with CIS com-
pared to the other two strategies �and particularly PDT�.

The arithmetic means of the RMS errors, averaged
across both subjects and strategies, are shown for each loud-
speaker, and at both rates, in the uppermost left and right
panels of Fig. 4, for noise at N0 and N90, respectively. Error
bars show � one standard error of the mean. The middle and
bottom rows in Fig. 4 show additional error descriptions. The
middle row shows averaged unsigned errors, which describe
the arithmetic means, averaged across subjects and strate-
gies, of the magnitudes of the differences between response
means shown in the lower panels of Fig. 2 and correct re-
sponses. They serve as an indication of average response
bias at each loudspeaker. The bottom row in Fig. 4 similarly
shows the averages of the standard deviations shown by the
error bars in the lower panels of Fig. 2. They serve as an
indication of the average variability of responses at each
loudspeaker. Error bars in the middle and bottom row show
� one standard error of the calculated means. It can be seen
that the RMS errors, described in the top panels, comprise
different contributions from these two sources of error at
each loudspeaker. With noise at N0, RMS errors at �30°
were dominated by response bias, whereas for the central
loudspeaker response variance played a larger part, and for
the remaining loudspeakers both errors contributed. The in-
creased RMS error at the higher rate, found for the central
three loudspeakers with N0, is attributable to increased re-
sponse bias in the case of the two loudspeakers at �30°and
to increased variance in the case of the central loudspeaker.
With noise at N90, loudspeakers contralateral to the noise
showed similar error distributions to those for the N0 condi-
tion. For the central loudspeaker, the RMS error is much
larger with N90 than N0 due to much larger response bias as
well as increased variance. The decrease in RMS error at 30°
for N90, compared to N0, is due to a large decrease in bias,
but at 500 Hz is partly offset by increased response variance.
For the loudspeaker at 60° the noise bias also decreased with
N90 compared to the N0 condition, but the RMS error re-
mained relatively unchanged due to the increase in variance.

Application of ANOVA to the bias and variance error
measures at each loudspeaker generally showed similar out-
comes to the �individual loudspeaker� RMS analysis. The
main exception was that the bias-error ANOVA did not show
a significant overall dependence on NoisePos, because as
discussed, the bias increased at N90 for the central loud-
speaker, but decreased for two of the loudspeakers ipsilateral
to the noise. As an alternative way to combine the effects of
bias and variance into a single error score, the ability to
discriminate2 between signals from adjacent loudspeakers
was assessed by transforming individual subject response
probabilities to d� values �“d prime,” e.g., Macmillan and
Creelman, 2005�. When assessing individual subject data us-
ing this approach, an arbitrary upper limit to bound d� was
frequently required for pairs that included the central loud-
speaker because it was so well identified. An ANOVA ap-
plied to the d� data, limited to maximal values of 3, resulted
in similar conclusions as the RMS analyses, with the excep-
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FIG. 3. Total-RMS error across the array �D bar� averaged across the four
subjects. RMS errors are shown separately for each combination of Noise
position and Rate with each strategy �ACE �circles�, CIS �squares�, and PDT
�triangles��. Error bars show � one standard error of the mean, indicating
inter-subject differences.
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tion that, as in the bias ANOVA, no significant effect of
NoisePos was found. The interaction between NoisePos and
Loudspeaker was, however, significant �F�5,37�=14.0,p
�0.001� and post-hoc Bonferroni simultaneous tests exam-

ining that interaction were in good agreement with the RMS
analysis, showing better discrimination with N90 �than N0�
for the loudspeaker pair �30° ,60° � ��d�=0.69,p�0.001�,
but worse discrimination for the pair �−30° ,0° � ��d�
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=0.80,p�0.001�. When subject and strategy data were
pooled prior to calculating d� values, the resulting increased
overlap in responses for each loudspeaker reduced the need
to limit d�. The results from that ANOVA did show a signifi-
cant effect of NoisePos �F�1,5�=11.8,p=0.018�, albeit at a
more moderate significance level that may be more in keep-
ing with the ANOVA based on the bias error than the RMS
data.

To summarize the localization data, several error analy-
ses showed that strategy had little effect on performance, but
the use of a higher rate acoustic click-train, and lateral rather
than anterior placement of interfering noise resulted in worse
overall performance. For the N0 noise position, the use of a
higher rate resulted in increased over lateralizing of �signals
from� loudspeakers at �30°, as well as increased variability
for the central loudspeaker. When noise was at N90, the use
of the higher rate click train increased the tendency to hear
signals from loudspeakers at 0° and −30° as originating too
far to the left, and also increased variability in responses to
the loudspeaker at +30°. Poorer overall performance, with
the noise at N90 compared to N0, resulted mainly from a
much larger bias at 0°, which when combined with the in-
creased variance for loudspeakers between 0 and +90°, out-
weighed the substantial reduction in bias seen at +30° �and
to a lesser degree at +60°�.

IV. DISCUSSION

A. Speech in noise

The modest diotic benefit reported here, of one to one-
and-a-half dB when listening with both ears rather than just
the better ear alone, is in good agreement with previous data
from CI users tested with the same test materials �van Hoesel
et al., 2005�. It is also similar to the diotic speech benefit
reported for listeners with normal hearing �e.g., Bronkhorst
and Plomp, 1988�. The absence of binaural speech unmask-
ing in the present study differs from the normal hearing case,
which shows at least 5 dB benefit in comparable conditions
�Bronkhorst and Plomp, 1988�. A similar difference between
CI and listeners with normal hearing was noted in an earlier
report that described minimal binaural unmasking with
500 Hz tones in noise for two bilateral CI users �van Hoesel,
2004�. In contrast to that study as well as the present data,
Long et al. �2006� reported a large 9 dB envelope-derived
unmasking effect for CI users who were required to detect
diotic �S0� or phase-inverted �S�� 125 Hz “transposed-tone”
envelopes in diotic narrowband noise centered at 125 Hz.
Note that phase inversion at 125 Hz corresponds to an ex-
tremely large ITD of 4 ms, which cannot be imparted by
natural head-width delays. Although Long et al. have also
reported a large unmasking effect with a smaller ITD of
600 �s, in that case they did not apply the amplitude com-
pression needed to ensure the signal fell into the electrical
dynamic range of the CI users. As a result, only the extreme
peaks of the signals will have contributed to auditory per-
cepts, and the 600 �s ITD very likely introduced interaural
amplitude cues that would make the task very easy. Unpub-
lished data from two bilateral CI users, tested by the first
author of the present paper, indicate that the transposed-tone

envelope-derived BMLD is much reduced when the ITD is
reduced to approach that available from natural head-width
delays and appropriate amplitude compression is incorpo-
rated. Those two subjects were required to detect 125 Hz
transposed-tone envelopes in the presence of a narrowband
�50 Hz� noise modulator envelope centered at 125 Hz. En-
velopes were applied to pulse trains at a constant rate of
6000 pps, which was selected to be rather higher than in the
study by Long et al. �who used 1000 pps carriers� to reduce
potential amplitude cues arising from the interaction of en-
velope and carrier timing. Similar to the results described by
Long et al., the two listeners demonstrated 6–9 dB unmask-
ing when comparing detection thresholds for S� and S0 in
diotic noise. However, when the transposed-tone envelope
ITD was reduced from four, to one ms, unmasking decreased
to only one or two dB. Given that the ITD in the present
speech experiment was even less than that �700 �s�, the lack
of unmasking altogether is perhaps not surprising based on
that consideration alone. In addition, the transposed-tone
BMLDs were measured for a low modulation rate of 125 Hz
in narrowband noise, whereas temporal fluctuations for
speech in noise can be considerably faster and noise band-
widths broader, both of which may reduce unmasking. Effec-
tive modulation rates, seen at the nerve, were likely further
increased in the speech experiment due to channel interac-
tions when neurons received out-of-phase �envelope� infor-
mation from multiple nearby electrodes, whereas the
transposed-tone data discussed above were for stimulation on
a single electrode in each ear. The finding that none of the
three strategies in the present study showed evidence of bin-
aural speech unmasking for an ITD of 700 �s implies spa-
tiotemporal distributions of the neural responses offered no
advantage over those arising from diotic stimulation �S0N0�.
That was the case even with PDT, for which fine-timing cues
were explicitly coded in low-frequency channels. The com-
bined effects of stimulation rate and channel interaction may
largely account for the ineffectiveness of those cues. Previ-
ous studies have shown that ITD sensitivity for CI users
often decreases for pulse rates beyond a few hundred Hz
�e.g., van Hoesel, 2007�, whereas in normal-hearing listeners
pure-tone sensitivity to ITDs improves from a few hundred
to about 1 kHz �e.g., Klumpp and Eady, 1956�. In the PDT
implementation tested here, only the one or two lowest fre-
quency bands may have produced pulses at rates sufficiently
low to preserve sensitivity to timing cues, and as already
discussed for modulated signals above, even those bands
may have been compromised by out-of-phase stimulation on
nearby electrodes, resulting in higher effective rates. The in-
teraction between stimuli on nearby electrodes, and perhaps
also the use of relatively coarse fixed filter bands in CI ap-
plications, also reduces the independence of cues across fre-
quencies, which may impact adversely on the BMLD. Fi-
nally, although it is possible that all four subjects in the
present study possessed unusually poor ITD sensitivity, the
likelihood of that being so was much reduced by the inclu-
sion of post-lingual deafness in the subject selection criteria
�Litovsky et al., 2005�. The one subject who showed much
reduced performance with CIS compared to ACE or PDT
likely did so due to greater familiarity with higher resolution
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frequency representation available in ACE and PDT. Al-
though adverse effects of faster temporal fluctuations due to
the broader CIS filters could in theory also lead to worse
performance with CIS than ACE, it would seem likely that
the faster temporal cues available in PDT compared to ACE
should in that case similarly reduce performance, which was
not the case.

B. Localization in noise

The finding that all three strategies performed similarly
in the localization task suggests that the cues used were
available equally in all three strategies, and that the added
fine-timing information presented in PDT did not improve
sound-source location in noise. Although interaural delays in
the envelope may in theory have played a role with all three
strategies, studies with normal-hearing listeners indicate that
the envelope information contributes little to performance
when localizing broadband signals in the frontal horizontal
plane �e.g., Wightman and Kistler, 1992�. As there was also
no indication that envelope timing cues were available from
the speech experiment, the hypothesis that localization per-
formance �in noise� could be described on the basis of ILD
cues alone was examined. Audio recordings were made with
the same type of microphone as the subjects had used,
mounted on a KEMAR manikin, while playing the 100 Hz
click trains from each loudspeaker and with noise at either
N0, or N90. Left and right-ear recordings were obtained by
placing the same microphone behind either ear in separate
recordings. An additional set of recordings was made with a
second microphone to verify the results with the first, but as
results were very similar, only the data from the first micro-

phone were used in the analysis that follows. Spectral analy-
sis of the recordings showed that the frequency spectrum of
the signal plus noise when presented directly in front of the
manikin peaked near two kHz and was within six dB of that
level between 1000 and 4000 Hz. Broadband ILDs �shown
in Fig. 5� were calculated, as were one-third octave ILD cues
at 1, 2, and 4 kHz. Pearson correlation coefficients were cal-
culated between subject-averaged mean responses and each
of the narrowband and broadband ILD cues. Although all of
those showed good correlations, the highest was for broad-
band ILD, which was able to account for as much as 99% of
the variance in the subjects’ mean responses. For compari-
son, correlation of responses with actual loudspeaker posi-
tions was 94%, and with monaural mean level cues at the ear
with the largest monaural cue3 was 96%. The use of monau-
ral level cues also would not account well for the near per-
fect performance observed with the central loudspeaker de-
spite the 6 dB level rove. Note that target-level roving can
also affect the interaural level cue with the noise held at a
fixed level, but that is not the case for the central loudspeaker
when noise is at N0. Of course it is possible that subjects
used two concurrent monaural cues and compared those at a
higher cognitive level rather than making use of an explicit
interaural level cue. While that possibility cannot be pre-
cluded, it would be surprising in view of the rapid and seem-
ingly “un-calculating” manner of responding that was ob-
served in these subjects.

Figure 5 shows the measured broadband ILD cues for
the 100 Hz click trains, with N0 and N90 noise positions, in
the left and right panels, respectively. Within each panel,
mean response values �filled symbols� have been plotted
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such that range of minimum to maximum ILD cues, shown
on the left vertical scale, overlap with the range of response
angles shown on the right vertical scale. Pearson correlation
coefficients for the noise at N0 indicated that the �100 Hz�
broadband ILD cue describes 99.4% and 98.7% of the vari-
ance in the subjective responses with 100 and 500 Hz sig-
nals, respectively. Similarly, for N90, the broadband ILD de-
scribes 99.2% and 98.8% of the variance for signals at 100
and 500 Hz. While the 100 and 500 Hz click trains had a
similar overall spectral envelope, the modest decrease in cor-
relation at 500 Hz, compared to 100 Hz, may yet be due to
differences in the broadband ILD at the two rates as a con-
sequence of frequency specific level effects due to the differ-
ent harmonic spacing. Unfortunately, KEMAR recordings
were initially only made for 100 Hz click trains, and the
same experimental setup was not available at a later date for
additional recordings at 500 Hz. As an alternative way to
examine at least qualitatively the effect of click rate on the
ILD cue, additional KEMAR measurements were made us-
ing the same click trains at both 100 and 500 Hz, but without
noise, and using a different room and loudspeakers. Those
later recordings showed that the broadband ILD was about
1.5 dB larger for the 500 Hz click train for loudspeakers at
�30°, 0.5 dB larger at �60°, and 1.5 dB smaller at �90°.
The net effect was a modest increase in similarity of ILD
cues for signals within left or right loudspeaker groups at the
higher click rate. As the addition of noise at 0° results in
monotonic compression of the ILD cue �in quiet�, increased
similarity of the cue at the higher rate in quiet will corre-
spond to increased similarity in noise when noise is at N0.
Comparison of the rate effect observed in the KEMAR data
in quiet, with the subjective responses when noise was added
at N0 �Fig. 2�, indeed shows mean subjective responses were
more similar within either left or right groups of loudspeak-
ers at the higher rate. The dependence of the broadband ILD
cue on rate, despite the use of matched overall spectral
shape, is therefore at least qualitatively in good agreement
with the effect of rate seen in the subjective data, and depen-
dence readily explains why the ILDs measured with 100-Hz
click-trains are better correlated with the subjective re-
sponses to 100-Hz than 500-Hz click-trains. Although it
would be expected that the increased ambiguity in ILD cue
at the higher rate should increase the response variance �bot-
tom row in Fig. 4�, that result was only observed for loud-
speakers ipsilateral to the noise in the N90 condition. That
may be explained by the consideration that, for the loud-
speaker group contralateral to the noise at N90, as well as for
both left and right loudspeaker groups in the N0 condition,
total-ILD cue differences among loudspeakers within those
groups were difficult to detect even at 100 Hz ��1 dB, Fig.
5� rendering the effect of rate immaterial. The effect on ILD,
of roving the signal level but not the noise, will similarly
have been inconsequential to the ability to separate loud-
speakers within those groups, and appears in fact to have had
little effect on performance in general. If the rove had been
influential in that regard, the response variance shown in the
lowest row in Fig. 4 should have increased with increasing
separation between the target and noise �because the total
ILD becomes more dependent on the target level�, which is

clearly not the case for the N90 condition. For the central
loudspeaker in the N0 condition, the larger variance at the
higher rate is not readily explained by consideration of the
intended binaural cues available from the signal and noise, as
they should have been very close to zero at either rate. One
possibility is that inaccuracies in coding the 0-ILD condition
were larger at the higher rate due to the sparser harmonic
structure, which might lead to greater susceptibility to head
movements and loudness mapping function inaccuracies in
the processor. It may also be the case that at the lower rate,
presentation of both the signal and noise from the central
loudspeaker resulted in particularly well fused percept,
which might be more diffuse at the higher rate or any con-
dition in which signal and noise were spatially separated.
That would be consistent with reports indicating that inter-
aural timing information in CI users degrades as rate in-
creases beyond a few hundred Hz �e.g., van Hoesel, 2007�.
Note also that the rms error in Fig. 4 for the central loud-
speaker, with the 100 Hz signal and noise at N0, was only
10°, which was twice as small as for any other loudspeaker
or condition. It may be the case that actual underlying per-
formance for that condition was more prone to being under
sampled by the relatively wide loudspeaker spacing of 30°,
and that the observed RMS measure overestimated localiza-
tion abilities in that case.

The strong correlation between responses and noise-
position dependent ILD cues indicates that envelope and
fine-timing ITD cues in general contributed little to perfor-
mance. Although the significant interaction between Strategy
and Loudspeaker found in the individual loudspeaker
ANOVA was of interest with regard to the hypothesis that
PDT fine-timing cues might have provided greater benefit for
some spatial locations than others, that was not found to be
the case: The main contribution to that interaction arose from
a different pattern of errors across loudspeakers, with the CIS
strategy compared to the other two strategies �and in particu-
lar PDT� when signals were presented ipsilateral to the noise
in the N90 condition. As seen in Fig. 5, under those condi-
tions the ILD cues were largest and least ambiguous, sug-
gesting differences in ILD coding with wider filters and a
reduced number of electrodes in the CIS implementation as a
more plausible explanation of the interaction than the addi-
tion of fine-timing cues in PDT. It is possible that the reason
that ITDs did not contribute to performance is because the
noise disrupted the salience of low-frequency ITDs more
than it did ILDs. Such is the case at low SNRs for listeners
with normal hearing when noise is at 90°, but not when it is
at 0° �Lorenzi et al., 1999�. In the present CI data, the lack of
interaction between strategy and noise position indicates that
if the noise did disrupt fine-timing ITDs more than ILDs, it
did so for both noise positions, which would be in contrast to
normal hearing. Given that previous data with PDT for lo-
calization in quiet �van Hoesel and Tyler, 2003; van Hoesel,
2004� also showed little benefit of adding fine-timing cues, a
more likely explanation is that the same factors proposed to
be responsible for the absence of speech unmasking in ex-
periment one, i.e., rates of stimulation and channel interac-
tion, equally inhibit the salience of fine-timing cues in local-
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ization, both in quiet, and perhaps even more so in noise
where the potential for undesired interactions is even greater.

A final observation concerns the difference in response
patterns across subjects. Subjects S1, S3 and S4 all show
mean responses in Fig. 2 that span most of the loudspeaker
array irrespective of noise position, despite the large differ-
ence in the range of actual ILDs available for the two noise
positions. That implies those listeners “scaled” responses to
allow for the different noise positions. Presumably they did
so by considering the ILD in context of the total anticipated
or “learned” ILD range for each test configuration, and/or by
comparing the total ILD with that for noise alone, which was
available during the short intervals just before and after the
signal was gated on. The response patterns for S2 in contrast
are narrower for the N0 condition, in agreement with the
reduced ILD range compared to that with N90. If it is as-
sumed that this was not due to a different interpretation of
the requirements in the task, it seems S2 was less inclined to
allow for the effect of the noise on the total ILD. Even if the
data from S2 are excluded, some variations remain among
the other subjects in this regard. For example, the contralat-
eral shift in mean response for the central loudspeaker, when
noise was at N90 rather than N0, was large for S3 at both
rates, more moderate for S1 at the high rate, and small for S4
at both rates and S1 at the low rate. Despite such inter-
subject variations, each subject’s response data correlated
better with the total ILD than, for example, actual loud-
speaker position, irrespective of noise position. It seems
likely therefore that the variation in response patterns across
subjects shows differences in how the same cue was scaled
or interpreted by the subjects, rather than suggesting the use
of different cues. It may be a matter of some concern that the
total signal-plus-noise ILD so strongly governed responses if
that means signal and noise were not well separated percep-
tually, despite differing onset and offset times. That would be
an important consideration in complex audition in everyday
situations, where the ability to separate “auditory objects”
leads to substantial benefits for normal-hearing listeners. Al-
ternatively, it is possible that the underlying estimated
signal-alone ILD was the cue used to identify the sound
source position, rather than the total ILD per se �perhaps
with the exception of S2�, and that the accuracy of that esti-
mation process was limited by the salience of total ILD. In
either case, the total ILD plays a dominant role in determin-
ing the ability of implant users to identify sound direction in
the presence of interfering noise. Further work in this area
will improve our understanding of how to optimize electrical
signals for bilateral implant users in more complex everyday
listening situations.

V. CONCLUSIONS

• Binaural speech unmasking, resulting from a 700 �s ITD
applied to speech in diotic noise, was observed with nei-
ther envelope-based ACE nor CIS strategies, nor the fine-
timing based PDT strategy.

• Speech test results were generally quite similar for the

three strategies, with the exception that one subject showed
considerably poorer performance with the 10-channel CIS
than the other two 19-channel strategies.

• Diotic benefits �S0N0-SmNm� were on the order of one dB
in agreement with previous reports using similar materials
�van Hoesel et al., 2005�

• Localization performance in noise was also similar with
the three strategies, and was well accounted for by consid-
eration of the total broadband ILD cue, with little indica-
tion that ITD cues contributed.

• The degree to which the total signal-plus-noise ILD cue
was interpreted in context of the noise position varied
somewhat across subjects, with differing extents of nor-
malization of the range of responses for the two noise
positions.

The lack of benefit obtained through the addition of low-
frequency fine-timing cues in PDT is likely to be the result of
several limiting factors. Although the use of fixed filter bands
that are relatively coarse in CI applications may limit to
some extent the independence of different binaural fine-
timing cues across frequencies, of greater concern is the im-
pact of present electrical stimulation methods. The decrease
in electrical ITD sensitivity with increasing rate beyond a
few hundred Hz �e.g., van Hoesel, 2007� is in contrast to
pure-tone ITD sensitivity in normal-hearing listeners, which
improves up to about 1 kHz. In the present implementation
of PDT, only the lowest few frequency bands may have pro-
duced pulse rates that were sufficiently low to convey binau-
ral fine-timing cues. Furthermore, even in those bands fine-
timing cues may have been disrupted by current spread from
stimuli on nearby electrodes, which may have reduced inde-
pendence of cues at different locations along the cochlea and
increased stimulation rates at the auditory nerve �Jones et al.,
2007�. Substantially different methods of electrical stimula-
tion, which evoke neural responses that are more similar to
those with low frequency acoustic stimuli in normal hearing,
appear to be requisite if the fine-timing based benefits avail-
able to normal-hearing listeners are to be preserved in bilat-
eral CI applications.
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1In that arbitration scheme, the four lowest frequency bands always re-
ceived primary priority, decreasing from low to high frequency. Additional
higher frequencies in bands five to seven received secondary priority,
again decreasing from low to high frequency, but among those three bands
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higher frequency pulses could “dislodge” lower frequency ones if the
higher frequency peak was at least twice as large. Dislodged pulses were
moved to an adjacent time slot subject to the same arbitration rules. If no
free time slot was found within � two time slots, dislodged pulses were
deleted entirely.

2Note that in this analysis, we are concerned with how distinct the different
signals from the loudspeakers were, without regard to how well responses
agree with physical loudspeaker locations.

3For N0 monaural cues are similar in each ear, but for the N90 condition
they are much more salient at the ear contralateral to the noise.
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Effects of in-the-ear microphone directionality on sound
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As advanced signal processing algorithms have been proposed to enhance hearing protective device
�HPD� performance, it is important to determine how directional microphones might affect the
localization ability of users and whether they might cause safety hazards. The effect of in-the-ear
microphone directivity was assessed by measuring sound source identification of speech in the
horizontal plane. Recordings of speech in quiet and in noise were made with Knowles Electronic
Manikin for Acoustic Research wearing bilateral in-the-ear hearing aids with microphones having
adjustable directivity �omnidirectional, cardioid, hypercardioid, supercardioid�. Signals were
generated from 16 locations in a circular array. Sound direction identification performance of eight
normal hearing listeners and eight hearing-impaired listeners revealed that directional microphones
did not degrade localization performance and actually reduced the front–back and lateral
localization errors made when listening through omnidirectional microphones. The summed rms
speech level for the signals entering the two ears appear to serve as a cue for making front–back
discriminations when using directional microphones in the experimental setting. The results of this
study show that the use of matched directional microphones when worn bilaterally do not have a
negative effect on the ability to localize speech in the horizontal plane and may thus be useful in
HPD design. © 2008 Acoustical Society of America. �DOI: 10.1121/1.2883744�
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I. INTRODUCTION

The ability to localize sounds serves important practical
functions in the areas of speech communication and personal
safety. For example, the ability of a listener to identify the
location of a person talking to him allows him/her to turn
toward the speaker and utilize both auditory and visual cues
to enhance communication. Localization ability in high noise
environments is also crucial for the safety of the workers
�Morata et al., 2001, 2005�. The ability to identify the loca-
tion of sound sources, therefore, has been recognized as an
important aspect of hearing instrument performance.

Chung �2007� proposed using advanced signal process-
ing algorithms to enhance the performance of hearing pro-
tective devices �HPDs� and conducted a series of experi-
ments to examine the appropriate configurations of adaptive
multichannel modulation-based noise reduction and wide dy-
namic range compression algorithms for HPD applications.
Adaptive multichannel modulation-based noise reduction al-
gorithms have been reported in the hearing aid literature to
reduce the overall noise level and increase listening comfort
without compromising speech recognition ability �Alcantara

et al., 2003; Bentler and Chiou, 2006; Boymans et al., 1999;
Boymans and Dreschler, 2000; Ricketts and Dhar, 1999;
Valente et al., 1998; Ricketts and Hornsby, 2005�. Wide dy-
namic range compression has been reported to enhance the
audibility of soft sounds and reduce the level of loud sounds
�Villchur, 1973; Jenstad et al., 1999; Kam and Wong, 1999;
Laurence et al., 1983; Lippmann et al., 1981; Moore 1987;
Moore and Glasberg, 1986; Souza and Turner, 1999; Souza,
2002; Chung et al., 2007�. Chung �2007� found that a paral-
lel configuration of noise reduction and compression pro-
cessing allowed beneficial noise reduction effects while also
obtaining benefits of compression with regard to maintaining
audibility and comfort.

The directional microphone is another technology that
may enhance the performance of HPDs. These microphones,
by design, can reduce the level of sounds coming from the
sides and back. In situations where the desired signal is in
front and noise sources are located at the sides or back, di-
rectional microphones can enhance speech recognition per-
formance and improve perceived sound quality for hearing
aid and cochlear implant users �Hawkins and Yacullo, 1984;
Killion et al., 1998; Ricketts and Dhar, 1999; Kuhnel et al.,
2001; Ricketts and Henry, 2002; Bentler et al., 2004; Walden
et al., 2004; Amlani et al., 2006; Bentler et al., 2006; Mack-
enzie and Lutman, 2005; Valente et al., 2006; van Hoesel
and Clark, 1995; Wouters et al., 1999; Blamey et al., 2006;
Chung et al., 2006; Spriet et al., 2007; van der Beek et al.,
2007�. It is possible that they can produce similar advantages
for HPD users.
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Both hearing aids and hearing protective devices are re-
ported to degrade sound localization performance �Noble et
al., 1990; Abel and Armstrong, 1993; Byrne et al., 1998,
Vause and Grantham, 1999; Bolia et al., 2001; Brungart et
al., 2004; Simpson et al., 2005, Van den Bogaert et al.,
2006�. Interaural time and level difference cues are the pri-
mary cues used for localization of sound in the horizontal
plane �Blauert, 1997�. Additional spectral cues used in local-
ization are provided by the pinna and concha. These cues are
important for correct front-back identification in the horizon-
tal plane �Weinrich, 1982; Musicant and Butler, 1984� and
for localization in the vertical plane �Roffler and Butler,
1968�. Pinna and concha cues provide primarily high fre-
quency information �Shaw, 1974�. Hearing instruments
might disrupt localization cues in several ways: �1� by band-
limiting the sound and thus failing to provide high frequency
spectral information, �2� by obscuring the pinna and concha
resonances caused by covering of the pinna or the alteration
of the resonance characteristics, �3� by modifying interaural
time differences due to signal processing delays, and �4� by
disrupting interaural level differences due to differing
amplification/attenuation in the two ears.

In general, the limitations of high frequency information
by the frequency response of the hearing instrument and by
the earmold coupling are most likely to affect localization in
the vertical plane. Errors in the horizontal plane would be
primarily front-back confusions �Byrne et al., 1998; Best et
al., 2005�. The method of coupling hearing instruments to
the ear �e.g., supra-aural headphones or putting the micro-
phone above the pinna� also has a negative effect on the
availability of outer ear cues. Occlusion of the concha by the
hearing aid has been reported to increase front-back localiza-
tion errors and errors in localizing in the vertical plane
�Noble et al., 1990; Byrne et al., 1998�. Localization ability
in the horizontal plane can be further degraded by altered
interaural level and time �phase� differences.

Previous studies have shown that many HPDs degrade
users’ localization ability and affect the acceptability of
HPDs �Noble et al., 1990; Abel and Armstrong, 1993; Vause
and Grantham, 1999; Bolia et al., 2001; Brungart et al.,
2004; Simpson et al., 2005�. A literature search revealed that
only a few research studies have examined the effect of di-
rectional microphones on hearing aid users’ localization per-
formance. Van den Bogaert and colleagues �2006� measured
localization performance of hearing-impaired listeners with-
out a hearing aid or wearing bilateral behind-the-ear hearing
aids with omnidirectional and adaptive directional micro-
phones. The listeners were asked to identify the location of
the sound source for signals emitted from loudspeakers ar-
ranged in the frontal horizontal plane �i.e., −90° to +90°
clockwise�. They found that adaptive directional micro-
phones increased listener’s localization errors compared to
omnidirectional microphones which in turn were worse than
the unaided conditions. These results suggested that adaptive
directional microphones should not be applied to HPDs.

Keidser and colleagues �2006� examined the localization
ability of hearing aid users wearing behind-the-ear hearing
aids with directional microphones. Hearing aid users’ local-
ization performance was compared when they were wearing

omnidirectional patterns bilaterally, cardioid patterns bilater-
ally, cardioid in one ear and bipolar in the other, and omni-
directional in one ear and cardioid in the other. The authors
found that with hearing aids, the hearing aids, listeners ex-
hibited a larger number of front–back errors than with open
ears. Listening with directional microphones having a car-
dioid pattern reduced front-back confusion errors, but using
different �i.e., mismatched� directional microphone patterns
in bilateral hearing aids resulted in increased front–back con-
fusion over time.

The goal of the present study was to examine the effects
of directional characteristics of in-the-ear �ITE� hearing aid
microphones on sound source identification of speech in the
horizontal plane. The results of this study would shed light
on how directional microphones affect localization of speech
in quiet and noisy listening conditions �+10 dB signal-to-
noise ratio �SNR�� by listeners with hearing loss and with
normal hearing. If directional microphones do not impair
sound direction localization, or if they enhance sound direc-
tion localization, then they may be beneficial in HPD appli-
cations to improve signal detection and communication in
noisy environments.

II. METHODS

The effect of headworn microphone directivity was as-
sessed by measuring sound source identification of speech in
the horizontal plane using a pseudovirtual technique. Sound
direction identification was measured using recordings of
speech �in quiet and in noise� made with KEMAR �Knowles
Electronic Manikin for Acoustic Research, Burkhard and Sa-
chs, �1975�� wearing bilateral ITE hearing aids with micro-
phones having adjustable directivity. Binaural �stereo� re-
cordings of test materials from microphones placed at
KEMAR’s eardrum or materials filtered by KEMAR’s head-
related transfer function �HRTF� are often used in auditory
experiments. The technique has been shown to be useful for
many applications as the recordings preserve information
about interaural time and level difference as a function of
azimuth. The major criticism of using this technique for lo-
calization testing in the horizontal plane is that individual
outer ear resonances affect the filtering of high frequency
information used by the listener for accurate front–back
identification of sounds. Studies have also reported increased
front–back localization errors under headphone stimuli pre-
sentations when stimuli are created using nonindividualized
versus individualized HRTF �Wightman and Kistler, 1989;
Wenzel et al., 1993�.

Ideally, all “virtual” localization experiments would be
conducted using individualized HRTF. However, we used
KEMAR recordings because �1� in-the-ear microphone
placement would be typical for hearing aid and HPD
applications—in this case the concha is filled and individu-
alized concha and pinna effects on the HRTF would not be
available, �2� it was not practical to fabricate a pair of custom
in-the-ear hearing instruments with four different micro-
phone directionalities for each listener, and �3� our speech
signal did not contain substantial high frequency energy �i.e.,
“Where am I now?”�. As KEMAR’s HRTF was identical for
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the four examined directionalities in this study, the differ-
ences in listeners’ performance, if any, should reflect the rela-
tive effectiveness of the four directionalities for localization
tasks.

A. Listeners

Listeners with normal hearing and hearing loss were re-
cruited for this study. The normal hearing listeners �n=8�
had hearing thresholds better than 25 dB HL at audiometric
frequencies 250–8000 Hz in octave intervals and normal
middle ear functions as indicated by Type A tympanograms.
Listeners ranged in age from 23 to 30 years �mean
=26.2 years�. All listeners with normal hearing listened to
both noise and quiet conditions.

Eight experienced hearing aid users �at least six months
hearing aid use bilaterally� with symmetric mild to severe
sensorineural hearing loss participated in this study �Fig. 1�.
Subjects ranged in age between 62 and 80 years �mean
=66.0 years�. All eight listeners listened to the quiet condi-
tions and six listened to the noise conditions.

B. Hearing aid characteristics

A pair of custom ITE linear hearing aids containing mi-
crophones with adjustable directivity was used to record test
stimuli �Fig. 2�. The directionality of the microphone in the
hearing aid could be set to omnidirectional �Omni�, cardioid
�Card�, hypercardioid �Hyper�, or supercardioid �Super� by a
push-button. Figure 3 shows the polar patterns of Omni,
Card, Hyper, and Super when measured in an anechoic
chamber in the manufacturer’s facility. The frequency re-
sponses of all four settings were identical and were designed
to compensate for the insertion loss of KEMAR’s ear canal
resonance. This frequency matching ensured that if there
were any differences between the experimental conditions,
they were due to the differences in directionality but not the
differences in frequency responses.

C. Recording of the testing materials

The loudspeaker array consisted of nine Audax
AT080M0 full range single coil loudspeakers with frequency

responses �2 dB between 100 and 10 000 Hz. They were on
loudspeaker stands spaced at 22.5° intervals and the center of
the diaphragm was a height at the center of KEMAR’s pinna.
The loudspeaker array was located at the center of a large
office �6.70�5.80�2.54 m� with reverberation time of
400 ms.

The signal presentation system included a personal com-
puter �Computer 1� and an external interface box. The per-
sonal computer contained a plug-in DSP board �60 MHz,
32 bit floating point, Texas Instruments TMS320C44� and a
SD-16 board with 16 channel analog-to-digital converters
and digital-to-analog converters �DAC�. The external inter-
face box housed a nine-channel power amplifier that was
connected directly to the output of the SD-16 DAC. This
amplifier was used to drive the nine loudspeakers used for
presenting the stimuli.

1. Quiet conditions

For the recordings of the speech stimuli in quiet, the
nine loudspeakers were arranged in the center of a semicir-
cular array �1 m radius�. They were placed at Locations 1–9
at 270°, 292.5°, 315°, 337.5°, 0°, 22.5°, 45°, 67.5 °, and 90°
azimuths, respectively �Fig. 4�. Calibration of the loudspeak-
ers was performed prior to the recording of the testing ma-
terials. A composite noise was created to have identical rms
level as the phrase “Where am I now?,” which was spoken
by a male talker in quiet. The level of the noise presented
from each loudspeaker was measured using a Type I sound
level meter �Bruel & Kjaer 2218� at the center of the loud-
speaker array. The gain of the power amplifier was adjusted
so that the level of the phrase was measured to be 80 dB SPL
from each loudspeaker.

During the recording, the phrase “Where am I now?”
was played sequentially from Loudspeakers 1–9 and re-
corded through KEMAR which was wearing the ITE hearing
aids and placed at the center of the array. The output of a pair
of ER-11 1

2 in. Microphones �Etymotic Research, Elk Grove
Village, Illinois� placed in the medial opening of Zwislocki
couplers was amplified using ER-11 Amplifiers with the fil-
ters set to the flat setting. The outputs of the ER-11 Ampli-

FIG. 1. The average hearing thresholds and standard deviations of listeners
with hearing loss. FIG. 2. �Color online� The left in-the-ear hearing aid with four different

microphone directionalities.
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fiers were then recorded as stereo wav files �sampling rate
=22 050 Hz, 16 bit quantization� in a second computer
�Computer 2�. The gain of the hearing aids was adjusted so
that the left and right channels of the stereo file had the same
rms and peak amplitude for speech presented at 0° azimuth.

Once the recordings from Locations 1 to 9 were made,
KEMAR was turned 180° with its back to 0°. The phrase
“Where am I now?” was presented from Loudspeakers 2 to 8
which were equivalent to presenting from Locations 10 to 16
located at 112.5°, 135°, 157.5°, 180°, 202.5°, 225°, and
247.5° azimuths. A set of recordings was made when the
hearing aids were programmed to Omni, Hyper, Super, and
Card. The testing tokens were then edited and saved with the
appropriate microphone types and loudspeaker location des-
ignations.

2. Noise conditions

For the recordings at signal-to-noise ratios of +10 dB,
eight loudspeakers were placed at Locations 1, 3, 5, 7, 9, 11,
13, and 15. The level of a speech spectrum-shaped noise was
then measured sequentially from Loudspeakers 1 to 8 using
the sound level meter placed at the center of the loudspeaker
array. The sound pressure level of individual loudspeakers
was measured and adjusted to be 61 dB SPL. A custom pro-
gram was used to stagger and present the speech spectrum
noise to all loudspeakers so that the noise was uncorrelated
when presented simultaneously. The overall noise levels was
measured to be 70 dB SPL. The level of speech was mea-
sured to be 80 dB SPL from each loudspeaker.

During the recording, KEMAR was placed at the center
of the loudspeaker array facing Location 5. The custom pro-
gram presented the noise to all loudspeakers simultaneously
and the phrase “Where am I now?” was presented sequen-
tially from Loudspeakers 1 to 8. Then KEMAR was turned
22.5° and the noise and the phrase were presented again.
This was equivalent to presenting the phrase at Locations 2,
4, 6, 8, 10, 12, 14, and 16. The same recording procedures
were used to record the hearing aid outputs from Omni,
Card, Hyper, and Super microphone settings. The recordings
were later edited and the test tokens were named with the
appropriate microphone types and loudspeaker location des-
ignations.

FIG. 3. �Color online� The free-field polar patterns of the omnidirectional and directional microphones at 500, 1000, 2000, and 4000 Hz measured in the
anechoic chamber.

FIG. 4. Instrumentation for testing listeners with normal hearing. The com-
puter delivered the test tokens to an audiometer, two high-pass filters
�HPFs�, two ER11-80D amplifiers, two ER-3A insert earphones while the
listener sat in the center of a loudspeaker array.
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D. Sound direction identification test

1. Instrumentation for listeners with normal hearing

A MATLAB testing program was used to present the re-
corded stimuli and to log listener response. The output of the
computer was sent to a GSI Clinical Audiometer �Grason-
Stadler Inc., Milford, New Hampshire� which was used to
control presentation levels �Fig. 4�. The audiometer output
was sent to a pair of custom high-pass filters and then to two
ER11-80D Amplifiers �Etymotic Research�. The high-pass
filters were used to compensate for the high frequency roll-
off of the insert earphones. Stimuli were presented through
ER-3A insert earphones whose frequency response after
compensation was matched to yield a frequency response
equivalent to that which was present at the eardrum of the
Zwislocki coupler during the recording process with the di-
rectional microphones. Figure 5 shows the frequency re-
sponse of the hypercardiod microphone as measured with
composite speech noise at KEMAR’s eardrum and after
playing the same speech noise through the ER3A headphone
with and without compensation.

As the interaural time �phase� difference is an important
cue for localization, the effect of the high-pass filter and ER
11-80 D Amplifiers on signals was also checked. A stereo file
of a 1000 Hz pure tone was presented from a computer to the
GSI61 audiometer. The left channel of the audiometer output
was presented directly to the left insert earphone and the
right channel of the audiometer output was presented to the
high-pass filter, ER 11-80 D Amplifier and then the right
insert earphone. The outputs of the insert earphones were
then picked up by two ER 11 1

2 in. microphones placed in the
medial opening of the Zwislocki couplers in KEMAR’s ears
and then recorded in a second computer. The comparison of
the left and right channels of the recorded signal indicated
that the addition of the high-pass filter and ER 11-80 D did
not introduce any delay at the output of the insert earphones.
Thus, we inferred that the interaural time �phase� differences
of the test stimuli were preserved in the experimental setup.

For calibration of the level of the test stimuli at the
ER-3A earphone output, a speech-spectrum shaped calibra-
tion noise was created. The rms level of the calibration noise
was set equal to the rms level of the speech recorded at 0°
azimuth in quiet. This signal was used to adjust the volume
unit meter level and the audiometer dial so that the outputs of
the ER-3A earphones in a Zwislocki coupler yielded 70 dB
SPL on the sound level meter.

2. Test procedure for listeners with normal hearing

Listeners sat in the center of the loudspeaker array in
which KEMAR was located during the recording. The 16
loudspeaker locations were numbered, with 9 real loudspeak-
ers arranged in front and 7 dummy loudspeakers/boxes at the
back. The rear loudspeakers were visible to the listeners us-
ing a mirror placed in the front of the room. The test tokens
were presented through insert earphones but the loudspeak-
ers provided visual cues for the listeners.

Before starting the sound direction identification task, a
speech-spectrum shaped noise recorded from Loudspeaker 5
was presented binaurally through ER 3A insert earphones
and the listeners were asked to identify which loudspeaker
the noise was coming from. If the response was other than
from Loudspeaker 5, the audiometer attenuator was adjusted
so as to achieve a match in levels between the ears. For
example, if the sound was perceived as coming from the
right �indicating that the signal was louder in the right ear�,
the level of the right ear was adjusted until the sound moved
to the center location. A familiarization task followed prior to
each of the test conditions �i.e., recordings in quiet or in
noise for a particular microphone type�. For example, before
testing the quiet condition, the test tokens of Omni, Card,
Hyper, and Super were played sequentially from Locations 1
through 16 and the examiner informed the listeners from
which loudspeaker it was presented.

During the test, sound direction identification was mea-
sured for the four different microphones in random order.
The speech level was presented at 70 dB SPL with a rove
level of 3 dB. The rove level was used in order to introduce
variations in level that were not tied to loudspeaker location.
The 3 dB variation was also used in previous hearing re-
search studies �e.g., Keidser et al., 2006�. The listeners were
instructed to face Loudspeaker 5 at 0° azimuth, to listen for
the speech signal, and to call out the number of the loud-
speaker from which he/she perceived the sound. The exam-
iner entered the responses to the MATLAB program. Each lis-
tener was tested with a total of 1024 presentations �16
loudspeaker locations �4 microphones �8 repetitions �2
listening conditions�. Breaks were given every 30 min or at
the listener’s request. Most listeners finished all the testing in
2 to 3 days. The filenames of the test stimuli and the corre-
sponding responses were then exported in a spreadsheet at
the end of the test.

3. Instrumentation for listeners with hearing loss

For testing of this group, the output of the computer was
sent through the audiometer and to the hearing aid via direct
audio input. Prior to data collection, a pair of two-channel

FIG. 5. The frequency response of the left hearing aid with hypercardiod
microphone measured in sound field �0° azimuth� at the eardrum location of
KEMAR compared with the frequency responses of ER3A insert earphone
outputs with and without the high-pass filter �HPF� as measured on KEMAR
using the equipment for experimental testing.
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digital BTE hearing aids were programmed and tested in
order to determine the signal level for direct audio input that
would yield a hearing aid output equivalent to a 70 dB
acoustic signal input. The digital hearing aids were pro-
grammed to 1:1 and their frequency responses matched the
gain targets recommended by the National Acoustic Labora-
tory fitting presecription �NAL-R, Byrne and Dillon, 1986�
in the 2 cc coupler for the average hearing loss of the
hearing-impaired listeners shown in Fig. 1. Each hearing aid
was then set up for electroacoustic analysis in Fonix 6500
Hearing Aid Analyzer �Frye Electronics, Inc.�. Its output in
response to a 70 dB speech-shaped composite noise was dis-
played and saved on the screen. After that, the composite
noise was recorded from the hearing aid analyzer and its
level was matched to that of the phrase “Where am I now?”
This composite noise was then played through the MATLAB

program, the audiometer, and a cable connecting the audiom-
eter and the hearing aid via direct audio input. The hearing
aid output was measured in the hearing aid analyzer and the
audiometer attenuator was adjusted in 1 dB steps until the
hearing aid output was equivalent to the one saved on the
screen. This procedure ensured that the input to the hearing
aids were equivalent to 70 dB SPL if the stimuli were pre-
sented acoustically to the microphone. It also verified that
presenting test signals via DAI connections did not alter the
frequency responses of the hearing aids compared to acoustic
microphone inputs.

Further, as hearing aids with different processing delays
were reported to introduce localization errors in bilateral fit-
tings �Frye, 2001�, the processing delays of the two digital
hearing aids were checked using a Fonix 7000 Hearing Aid
Analyzer. The processing delays for the left and right hearing
aids were 5.3 and 5.4 ms, indicating that the interaural time
differences were preserved using the current experimental
setup for listeners with hearing loss.

4. Test procedures for listeners with hearing loss

Prior to sound direction identification tests, listeners
with hearing loss were fit with the two-channel digital hear-
ing aids using the NAL-R fitting prescription �Byrne and
Dillon, 1986�. The two-channel hearing aids were used to
provide proper frequency shaping for their hearing loss.
Compression was not employed in order to preserve interau-
ral level differences. The hearing aid was coupled to each ear
using Comply™ Snap Tips. These are compressible foam
tips that attach to a snap tip earpiece that is coupled to the
behind-the-ear hearing aid. This type of tip conforms to the
shape of the listener’s ear canal and alleviates the need for
fabricating custom ear molds. The insertion gain of each
hearing aid was adjusted to be within 5 dB of the NAL-R
target gains from 500 to 4000 Hz using real ear measure-
ments. During data collection, the familiarization and testing
procedures were identical to those for testing listeners with
normal hearing.

E. Data analysis

1. Interaural time difference

Interaural time differences are important cues for the
localization of low frequency sounds. As the phrase “Where
am I now?” was mostly comprised of low frequency vowel
sounds, the interaural time differences were measured using
ADOBE AUDITION 1.0 on the recordings of speech presented
from 0°, 90°, 180°, and 270° in the quiet recordings for the
four microphone settings. The interaural time differences
were defined as the onset of speech between the left and right
channels for a test token.

2. Summed rms speech levels

One of the effects of directional microphones was that
they reduced the level of sounds originating from the back
hemisphere. In order to understand the effects of combined
levels on localization performance, the rms levels of the left
and right ear microphone outputs for the speech signal expe-
rienced by listeners in the quiet conditions were summed by
using

Lrms�Sum = 10 log�log−1�LL/10� + log−1�LR/10�� �1�

where Lrms�Sum=summed rms speech level; LL and LR

=level of the left and right channel, respectively.
For the noise conditions, the levels of the speech stimuli

were calculated using

LS = 10 log�log−1�LS+N/10� − log−1�LN/10�� , �2�

where LS=level of speech; LS+N=level of speech+noise;
LN=level of noise.

Then the summed rms speech levels were calculated us-
ing formula �1�.

3. Angular error

The angular errors were calculated using two methods.
In Method I, the errors were calculated by applying the fol-
lowing logical statements:

If �ResponseL − TargetL� � 9,

Error = �TargetL − ReponseL − 16�
else Error = �ResponseL − TargetL� ,

�3�

where ResponseL was the chosen loudspeaker, and TargetL
was the presentation loudspeaker.

In other words, if a signal was presented from Loud-
speaker 1, but the listener perceived the sound as coming
from Loudspeaker 8, the error was calculated to be seven
loudspeakers. If the listener chose Loudspeaker 15, the error
would be two loudspeakers. This value was converted to
angular error by multiplying the loudspeaker difference by
22.5 to convert to degrees. The maximum error possible was
eight loudspeakers or 180°.

In Method II, front–back and left–right confusions were
eliminated and only lateral confusion were reported. If a sig-
nal was presented from Loudspeaker 5 but the listener iden-
tified the sound as coming from Loudspeaker 12, the error
would be one loudspeaker because of the correction for the
front–back confusion. If a signal was presented from Loud-
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speaker 1 but the listener perceived the sound as coming
from Loudspeaker 8, the corrected error would also equal
one loudspeaker. This was because the left–right confusion
was discounted. The maximum error possible was four loud-
speaker locations or 90°. The following logical statements
were used in Method II:
For Loudspeakers 1 through 5:

If 5 � ResponseL − TargetL � 11,

Error = �ResponseL − TargetL − 8�;
else if ResponseL − TargetL � 4,

Error = �ResponseL − TargetL�;
else Error = �ResponseL − TargetL − 16� .

�4�

For Loudspeakers 6 though 11:

If 5 � ResponseL − TargetL,

Error = �ResponseL − TargetL − 8�;
else if ResponseL − TargetL � − 5,

Error = �ResponseL − TargetL + 8�;
else Error = �ResponseL − TargetL� .

�5�

For Loudspeakers 12 through 16:

If 5 � �ResponseL − TargetL� � 11,

Error = �ResponseL − TargetL + 8�;
else if �ResponseL − TargetL� � 12,

Error = ResponseL − TargetL + 16;

else Error = �ResponseL − TargetL� .

�6�

The comparisons of the results obtained from the two
calculation methods give us an estimate of front–back, left–
right, and lateral localization errors. All statistical analyses
were carried out using the average angular errors for indi-
vidual listeners. Average angular errors, instead of rms er-
rors, were used for easy data interpretation.

III. RESULTS

A. Interaural time differences

The interaural time differences were measured to be
0 ms at 0° and 180° and 0.8 ms at 90° and 270° for all
microphone types. These results indicated that there were no
microphone dependent changes and the interaural time dif-
ferences were assumed to be held constant among the micro-
phones at all corresponding loudspeaker locations.

B. Summed rms speech levels

The summed rms speech levels are depicted in Fig. 6
and are similar for quiet and noise conditions. The Omni
microphone shows limited level variations among the loud-
speaker locations whereas Card, Hyper, and Super have
lower levels for the back than for the front loudspeakers. The
lowest levels for the three directional settings occur at 180°.
The differences between the loudspeakers with maximum
and minimum summed rms speech levels were 1.6, 7.7, 7.6,

and 8.3 dB for Omni, Card, Hyper, and Super, respectively.
For the noise conditions, the differences were 1.5, 7.0, 7.5,
and 8.2 dB for the speech stimuli.

C. Angular error

Sound direction identification as a function of loud-
speaker location and type of microphone in quiet and in
noise is plotted in Fig. 7. In these plots, the target �presenta-
tion� loudspeaker location appears on the x axis and the re-
sponse �perceived location� appears on the y axis. The size of
the data points reflects the number of responses for a particu-
lar location. In order to allow fair visual comparisons be-
tween the quiet and noise conditions, the plots for listeners
with hearing loss only included the data for the six listeners
who listened to both conditions.

In Fig. 7, points falling on the diagonal represent correct
sound direction identification. Points falling elsewhere indi-
cate the locations of incorrect responses. Specifically, the
points falling along the axis indicated by Line 1 linking �2,
16� and �8, 10� in the x and y axes �see Omni� are consistent
with front–back confusions for the front loudspeakers. The
points falling along Line 2 linking �10, 8� and �16, 2� indi-
cate front–back confusion for the back loudspeakers. In ad-
dition, the points along Line 3 linking �10, 16� and �16, 10�
and Line 4 linking �1, 9� and �9, 1� indicate left–right con-
fusions for the right and left loudspeakers, respectively.

In order to understand the error patterns of sound direc-
tion identification performance as a function of microphone,
listening conditions �quiet, noise�, and listener group �normal
hearing, hearing loss�, the average angular error was plotted
as a function of loudspeaker location in Figs. 8 and 9. The
angular error data are plotted in polar format in order to
visualize the locations of the loudspeakers.

A comparison between the plots of the angular errors
with and without adjustment for front–back and left–right

FIG. 6. The summed rms speech levels of left and right microphone outputs
for the phrase “Where am I now?”
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confusion gives an indication of the prevalence of front–back
and left–right confusions. Front-back confusion can be iden-
tified as decreases in average errors in the plots with adjust-
ment compared to the ones without adjustment for the loud-
speakers located between 315° and 45° or between 135° and
225° clockwise. Similar observations for loudspeakers lo-
cated between 45° and 135° or between 225° and 315° indi-
cate left–right confusion.

1. Comparisons of front and back loudspeakers

t-tests were used to analyze if there were any statistically
significant differences between sound direction identification
of speech from the front loudspeakers �i.e., Loudspeakers
2–8� and the back loudspeakers �i.e., Loudspeakers 10–16�

for each microphone type. The conditions where the front
loudspeakers yielded significantly lower errors than the back
loudspeakers are marked with inverted triangles in Fig. 10.
Listeners with normal hearing made significantly more errors
for the back loudspeakers when listening through Hyper in
Noise and to Card, Hyper, and Super in quiet �p�0.0063,
p adjusted for a total of eight t-tests conducted� whether or
not the data were adjusted for front–back and left–right con-
fusions. Figures 8�c�, 8�a�, 8�d�, and 8�b� were also consis-
tent with these results. The comparisons between the front
and the back loudspeakers also almost reached statistical sig-
nificance in quiet �p=0.0078 and 0.0085 for data with or
without adjustment� and in noise �p=0.009 for data without
adjustment�.

FIG. 7. The sound direction identification patterns of listeners with normal hearing �NH, n=8� and hearing loss �HL, n=6� for speech recorded via
omnidirectional microphone �Omni� and directional microphones with free-field cardioid �Card�, hypercardioid �Hyper�, and supercardiod �Super� polar
patterns.
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For listeners with hearing loss, Omni yielded signifi-
cantly more errors for the back loudspeakers than for the
front loudspeakers in noise when data were not adjusted for

front–back and left–right confusions �p�0.0063, Figs. 9�a�
and 9�c��. This difference disappeared when the data were
adjusted, suggesting that the errors were mainly due to front–

FIG. 8. The average angular error at each loudspeaker location calculated with and without adjustment for front–back and left–right confusions for listeners
with normal hearing in quiet and in noise.

FIG. 9. The average angular error at each loudspeaker location calculated with and without adjustment for front–back and left–right confusions for listeners
with hearing loss in quiet and in noise.
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back confusion. Regardless of whether the front–back and
left–right confusions were adjusted, listeners with hearing
loss obtained significantly fewer errors for the front than the
back loudspeakers when listening to Omni and Hyper in
quiet �p�0.0063�. In addition, Card also resulted in signifi-
cantly fewer errors for the front than the back loudspeakers
in quiet when the front–back and left–right confusions were
adjusted �p�0.0063, Fig. 9�d��. These results indicated that
listeners with hearing loss were more likely to make front–
back and lateral errors for the back loudspeakers when lis-
tening to Omni and Hyper and make lateral errors when lis-
tening to Card.

2. Comparisons of the microphones

Figure 10 shows the average angular error as a function
of front and back loudspeaker locations in noise and in quiet
as a function of microphone type. Analyses of variance
�ANOVAs� with repeated measure on angular errors yielded
a significant Microphone effect �df=3,6 , p�0.05�.
Bonferroni/Dunn post hoc tests revealed directional micro-
phones yielded significantly less errors than the omnidirec-
tional microphone �p�0.0083, p adjusted for six tests�.
These directional microphones are marked with an asterisk
in Fig. 10. No significant differences were obtained among
the directional microphones for either group of listeners in
quiet or in noise.

When performance with the directional microphones
was compared to Omni, listeners with normal hearing ob-
tained significantly lower errors for two or all of the direc-
tional microphones than Omni for the front and the back
loudspeakers in noise and in quiet regardless of whether the
front–back and left–right confusion were adjusted �p
�0.0083�. This indicated that they were generally less likely
to make localization errors using the directional micro-
phones.

For listeners with hearing loss, ANOVA with repeated
measures on angular errors resulted in no significant Micro-
phone effect for the front loudspeakers and significant Mi-
crophone effects for the back loudspeakers in quiet and in

noise �df=3,6 ; p�0.01� regardless of whether the data were
adjusted for front–back and left–right confusions.
Bonferroni/Dunn post hoc tests indicated that the average
angular errors were significantly higher when listening
through Omni than though the directional microphones �ex-
cept for Hyper adjusted data when speech came from back
loudspeakers in quiet�. The directional microphones that
yielded significantly lower errors are marked with an asterisk
in Fig. 10.

IV. DISCUSSION AND SUMMARY

The purpose of this study was to obtain information on
the effect of ITE directional microphones on sound direction
identification in the horizontal plane with the goal of exam-
ining their applications for HPDs. The main finding of this
study is that ITE directional microphones improve listeners’
ability to identify sound locations in quiet and in noise for
listeners with normal hearing and with hearing loss. This
confirms the results of Keidser and colleagues �2006�, who
showed an improvement in localization of sounds from the
back with BTE hearing aids having directional microphones
with a cardioid pattern. Our finding also extends this notion
to hypercardioid and supercardioid microphones. The normal
hearing listeners showed better sound localization than the
listeners with hearing loss. However, since the listeners with
normal hearing were younger than the listeners with hearing
loss, it is unclear whether this difference may be attributed to
the factor of hearing loss or the factor of age. In order to
determine separate contributions of hearing level and age, it
would be necessary to test matched groups of young and
older adults with normal hearing and with hearing loss.
However, these data do provide information relevant to
young listeners with normal hearing who might be candi-
dates for using hearing protective devices, as well as older
listeners with hearing loss who either use hearing aids with
directional microphones or who might be candidates for us-
ing hearing protective devices.

FIG. 10. The unadjusted and adjusted average angular error at front and back loudspeakers for listeners with normal hearing �NH� and hearing loss �HL�. The
error bars indicate �1 s.d. ��� Conditions with significantly lower errors for the front than the back loudspeakers. ��� Conditions with significantly lower
errors than Omni �p�0.0083�.
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Directional microphones introduce a differential level
cue between signals arriving from the front and from the
back. Our measurement data suggested that the summed rms
speech level difference for the left and right ear inputs also
appear to contribute to the front–back localization process.
As the interaural time difference data showed identical val-
ues for all microphone types, it is unlikely a source contrib-
uting to the better front–back localization performance for
the directional microphones. The data of the summed rms
speech level differences, however, showed that Omni had
minimal summed rms speech level differences for all loud-
speakers �i.e., approximately 1.5 dB� whereas the directional
microphones had considerably lower summed levels for the
back than the front loudspeakers �i.e., between 6 and 8.3 dB,
Fig. 6�. In the test situation, both groups of listeners seemed
to be able to use the larger summed rms speech level differ-
ences to help in deciding whether the sounds were coming
from the front or the back in quiet and in noise.

The results of this study are encouraging: Directional
microphones did not degrade localization performance and
helped listeners with normal hearing improve localization
ability in quiet and in noise and for speech originating from
the front and back. They also help listeners with hearing loss
localize sounds at the back in quiet and in noise. The level
difference caused by the directional microphones appeared to
yield a usable cue as to whether a sound was coming from
the front or the back. It would need to be determined whether
such differences in level could be used as cues to localize
speech and other warning signals in the real world. Research
has shown that in noisy situations, directional microphones
can provide benefit for speech signals located in front of the
hearing aid user �Valente, 1999; Ricketts, 2000; Chung,
2004�. The use of directional microphones might be consid-
ered as a method to be used for improving the ability of a
person using an HPD to locate the direction of a person
speaking with him/her, turning toward that person, and thus
improving speech understanding.

Caution must be exerted in the interpretation of the re-
sults of this study. Our study tested the effects of microphone
types in quiet and in noise at a SNR of +10 dB on the local-
ization of speech using recordings made in a large office. It
would be important to carry out further research under con-
ditions more typical of real-world environments. Important
factors to consider would include testing in environments
with greater reverberation, poorer signal-to-noise ratios,
lower speech levels, and dynamic sound sources. An addi-
tional factor to consider is the effect of head movement that
would occur in real-world listening conditions. Head move-
ment has been shown to be a useful cue in resolving front–
back confusions �Wightman and Kistler, 1999�.

The results of this and previous studies suggest several
implications for HPD design. First, directional microphones
with cardioid, hypercardioid, and supercardioid patterns can
be used in HPDs to enhance users’ localization abilities. Sec-
ond, bilateral HPDs or hearing aids should utilize the same
polar patterns for best localization outcomes because two
aids with different polar patterns degrade users’ localization
ability �Keidser et al., 2006�. Third, adaptive directional mi-
crophones which may have two different polar patterns for

the two ears at any instance were found to negatively affect
the localization ability of hearing aid users when their per-
formance were compared with bilateral omnidirectional mi-
crophones �Van den Bogaert et al., 2006�. This evidence sup-
ports the need to use directional microphones with fixed and
matched patterns so that users’ localization ability would not
be compromised. Fourth, as microphone transfer functions
may change over time �i.e., microphone drift� and affect the
directional microphone performance �Kuk et al., 2000; Mat-
sui and Lemons, 2001�, a well-designed automatic micro-
phone matching algorithm would be advisable for HPDs
with directional microphones.

In conclusion, the results of this study suggest that di-
rectional microphones might be beneficial in HPDs. Further
studies to examine the safety and benefits of such an appli-
cation in real world noisy environments and to identify en-
vironments where such application is appropriate and cost-
effective are warranted.
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Experiment 1 measured rate discrimination of electric pulse trains by bilateral cochlear implant �CI�
users, for standard rates of 100, 200, and 300 pps. In the diotic condition the pulses were presented
simultaneously to the two ears. Consistent with previous results with unilateral stimulation,
performance deteriorated at higher standard rates. In the signal interval of each trial in the dichotic
condition, the standard rate was presented to the left ear and the �higher� signal rate was presented
to the right ear; the non-signal intervals were the same as in the diotic condition. Performance in the
dichotic condition was better for some listeners than in the diotic condition for standard rates of 100
and 200 pps, but not at 300 pps. It is concluded that the deterioration in rate discrimination observed
for CI users at high rates cannot be alleviated by the introduction of a binaural cue, and is unlikely
to be limited solely by central pitch processes. Experiment 2 performed an analogous experiment in
which 300-pps acoustic pulse trains were bandpass filtered �3900–5400 Hz� and presented in a
noise background to normal-hearing listeners. Unlike the results of experiment 1, performance was
superior in the dichotic than in the diotic condition. © 2008 Acoustical Society of America.
�DOI: 10.1121/1.2874796�

PACS number�s�: 43.66.Ts, 43.66.Hg, 43.66.Pn �RLF� Pages: 2276–2286

I. INTRODUCTION

An important finding in the cochlear-implant �“CI”� lit-
erature concerns a limitation in CI users’ sensitivity to
changes in the rate of a train of pulses applied to a single
channel of their device. At low rates, most listeners can de-
tect rate changes, with average difference limens �DLs� of
about 7% �Moore and Carlyon, 2005�, and some listeners can
make musical judgments, such as the identification of melo-
dies and the production and identification of musical inter-
vals �Pijl and Schwarz, 1995; McDermott and McKay,
1997�. However, once the rate exceeds about 300 pps, per-
formance for the majority of CI users deteriorates markedly
�Shannon, 1983; Tong and Clark, 1985; Townshend et al.,
1987; McKay et al., 2000�. The finding has both theoretical
and practical implications. In terms of theory, it provides
insights into the limitations of pitch perception in the ab-
sence of place-of-excitation cues �so-called “purely tempo-
ral” pitch perception: Carlyon et al., 2002; Carlyon et al.,
2007�. In practical terms, a number of authors have sug-
gested novel speech-processing schemes that present tempo-
ral fine structure to CI electrodes �Nie et al., 2005; Stickney
et al., 2005; Stickney et al., 2007�. It seems likely that the
success of those schemes will be constrained by the sensitiv-
ity of CI users to fast timing differences. The poor rate dis-
crimination above 300 pps strongly suggests that this sensi-
tivity may be limited or absent, and so it seems worthwhile
to study the nature of that limitation.

In a previous article �Carlyon and Deeks, 2002�, we
studied the limitations on rate discrimination in normal-
hearing �“NH”� listeners, using acoustic pulse trains that had
been bandpass filtered so that, in many conditions, harmon-
ics that were resolved by the peripheral auditory filters were
removed. A number of other studies have shown that the
results obtained with such pulse trains mimic those observed
when analogous electric pulse trains are presented to one
channel of a CI �McKay and Carlyon, 1999; Carlyon et al.,
2002; van Wieringen et al., 2003; Carlyon et al., 2007�. Car-
lyon and Deeks reported a number of findings that shed light
on the limitations of temporal pitch perception: �i� Like CI
users, NH listeners also showed an “upper limit” for rate
discrimination, �ii� that limit increased as the sounds were
filtered into higher frequency regions in a way that could not
be attributed to the effects of peripheral filtering in the audi-
tory system, �iii� in the highest frequency region tested
�7800–10 800 Hz�, the limit was 600 pps—substantially
higher than that observed for most CI listeners, �iv� for a
600-pps pulse train filtered between 3900 and 5400 Hz,
where performance with monotic presentation was at chance,
discrimination could be substantially improved by the pre-
sentation of another pulse train to the contralateral ear in
each interval of a forced-choice trial. The contralateral pulse
train was always the same as the lower of the two possible
rates presented ipsilaterally, so that the standard �lower-rate�
intervals consisted of a diotic pulse train, whereas in the
signal interval the stimuli in the two ears differed slightly.
This provided a binaural cue, which was the presumed basis
of the improvement in performance. This last experiment
was inspired by a similar manipulation applied to electric
pulse trains having rates between 50 and 200 pps in two CI

a�Author to whom correspondence should be addressed. Electronic mail:
bob.carlyon@mrc-cbu.cam.ac.uk.
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listeners by van Hoesel and Clark, �1997�. They also ob-
served that, at least at rates below100 pps, the contralateral
stimulus improved performance.

Carlyon and Deeks’ �2002� observation that rate dis-
crimination of high-rate pulse trains could be improved by
introducing a binaural cue led them to conclude that, for NH
listeners, the mechanisms underlying the upper limit of rate
discrimination included a component that was specific to the
pitch mechanism. In particular, they argued that, as perfor-
mance was no longer at chance when a binaural cue was
introduced, some information on the timing of the individual
pulses must have been present at the level of the auditory
nerve �“AN”�. However, as they pointed out, this does not
necessarily apply to CI users: the fact that the upper limit of
600 pps observed for NH listeners was higher than the
300 pps observed for most CI listeners suggested that the
latter group may have an additional, peripheral limitation to
rate discrimination at high rates. Some evidence in support
of this interpretation comes from the fact that the discrimi-
nation of interaural time differences �ITDs� between equal-
rate pulse trains deteriorates with increases in pulse rate �van
Hoesel and Tyler, 2003; Majdak et al., 2006; van Hoesel,
2007�. The present study therefore measured rate discrimina-
tion with and without binaural cues in four bilateral CI users,
for pulse rates between 100 and 300 pps. The aim was to
determine whether, for pulse rates sufficiently high for
monotic or diotic rate discrimination to deteriorate, there was
sufficient information at the level of the AN for performance
to improve when a binaural cue was added. This first experi-
ment was similar to, but differed in several ways from, a
recent study by van Hoesel �2007�, which was published
during the preparation of this article.1 A comparison of the
methods, results, and conclusions from experiment 1 with
those of van Hoesel will be provided in the following sec-
tions.

To allow a more direct comparison with the limitations
on rate discrimination observed with acoustic stimulation of
the normal auditory system, experiment 2 studied rate dis-
crimination in the presence and absence of binaural cues in

five NH listeners. That experiment used similar procedures
and conditions to experiment 1, and used acoustic pulse
trains that had been bandpass filtered to remove resolved
harmonics. Experiment 2 differed from most previous acous-
tic studies in that it compared sensitivity to monaural rate
differences with that to a time-varying decorrelation, using
stimuli that, we have argued, are directly analogous to those
employed with CI users �McKay and Carlyon, 1999; Carlyon
et al., 2002; van Wieringen et al., 2003�.

II. EXPERIMENT 1: CI USERS

A. Method

1. Listeners

Four bilaterally implanted users of the Nucleus CI 24M
cochlear implant took part. They had been without binaural
hearing prior to their second CI for between 8 and 13 years
�Table I�, and were the same listeners as had taken part in the
study by Long et al. �2006b�. The electrode pairs tested in
each ear were also the same as used by Long et al. They
were initially chosen for Long et al.’s study using a task that
identified electrodes in the two ears that had similar pitches.
Listeners then performed a two-interval two-alternative
forced-choice task with a pair of pitch-matched electrodes,
and in which 100-pps pulse trains were presented first with
an ITD of 234 �s leading in one ear, and then the other. If
listeners could not reliably identify the location of the second
sound relative to the first then a different electrode was cho-
sen in one ear, and the forced-choice task was repeated.
Percent-correct scores for the electrode pairs used here and
by Long et al., based on a total of 40 trials �60 for listener CI
2�, are shown in the final column of Table I.

2. Stimuli

In the diotic2 condition, synchronized pulse trains
��1 �s resolution� were presented to the two devices using
custom software driving the SPEAR3 experimental proces-
sor �HearWorks Pty Ltd.�. Each pulse was biphasic, had a

TABLE I. Details of the cochlear implant users who participated in the experiments. The table shows their Patient ID �Pt ID�, Date of Birth �DOB� and
information for the left ear and then the right ear and finally the Time without Binaural Hearing �in years� and Time with No Hearing �in years�. For the left
and right ears, we give Etiology, Date of Deafness Onset �in years�, Date of Implant Switch on �in years�, Electrode used in experiments, and Dynamic range
of electrode �dB�. The final column shows their performance in a task requiring them to discriminate between a 100-pps pulse train leading by �234 �s to
the left vs. the right ear.

Pt
ID DOB

Etiology
�Left�

Date of
Deafness

Onset
�Left�

Date of
Implant
Switch

on
�Left�

Electrode
Used
�Left�

Dynamic
Range
�Left;
dB�

Etiology
�Right�

Date of
Deafness

Onset
�Right�

Date of
Implant
Switch

on
�Right�

Electrode
Used

�Right�

Dynamic
Range
�Right;

dB�

Time
without
Binaural
Hearing
�Years�

Time
with No
Hearing
�Years�

�234 ms
100-pps

ITD
�%�

CI 1 1969 Progressive
bilat.SNHL/

PVAS

1991 1998 13 19 German
Measles

1991 2001 13 17 10 7 70

CI 2 1934 Noise
exposure/
idiopathic

1996 2000 13 11 Noise
exposure/
idiopathic

1989 2002 13 12 13 4 83

CI 3 1926 Progressive 1994 1997 3 11 Progressive 1994 2002 9 9 8 3 90
CI 4 1947 Progressive/

Crohns
1990 2002 17 15 Progressive/

idiopathic
1991 1999 20 15 11 8 83
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duration of 25 �s per phase with an inter-phase gap of
7.4 �s �listener CI 2� or 45 �s �listeners CI 1, CI 3, CI 4�,
and was presented in monopolar �“MP1+2”� mode. The di-
chotic condition was the same as the diotic condition except
that the pulse rate presented to the left ear was the same in all
three intervals of each trial. For the two standard intervals
the stimuli were the same as for the standard intervals in the
diotic condition, and were therefore the same in the two ears.
In the signal interval the listener was presented with the stan-
dard rate in the left ear and the higher rate in the right ear.
This introduced a timing difference between the pulses in
each ear, potentially allowing the listener to use binaural
mechanisms to perform the task. The standard rate was al-
ways 100, 200, 300 pps for listeners CI 2, 3, and 4; listener
CI 1 was additionally tested at a standard rate of 400 pps.
The interval between stimuli in each trial was 500 ms.

The level of the pulse train in each ear was selected to
be close to its “most comfortable level” when presented
alone, and to produce a centered image when the two ears
were stimulated diotically at a rate of 100 pps. As in the
study by van Hoesel �2007�, the levels that were presented to
each ear did not differ with baseline rate. Also as in van
Hoesel’s study, listeners reported hearing the diotic stimulus
in the center of the head at all rates. The effects of any
deviation from a perfectly centered image on performance in
the dichotic condition would, as van Hoesel noted, have been
reduced by the use of a forced-choice task, and, in addition,
by the fact that the signal in the dichotic condition contained
ITDs that, at different times throughout the stimulus, passed
through the entire range of possible values �see below�.

One aspect of the overall design that differed from that
used in some previous studies �Carlyon and Deeks, 2002;
van Hoesel, 2007� was that the dichotic condition was com-
pared to diotic rather than monotic stimulation. An advantage
of the present approach is that it allowed the two conditions
to be compared at the same stimulus level per ear and at the
same overall loudness. In both types of procedure, superior
performance in the dichotic condition can unequivocably be
attributed to the use of interaural timing cues. However, in
our procedure, rate differences were applied only to the right
ear in the dichotic condition, so worse sensitivity to rate
differences in that condition could be due to poorer sensitiv-
ity to rate differences in the right than in the left ear. There-
fore, for a subset of conditions where this happened, we re-
measured performance in the dichotic and diotic conditions,
and at the same time added monotic measurements for each
ear separately.

We chose not to rove the level across the intervals in
each trial, as has been used in some other studies. Our rea-
sons for not roving level were that �i� loudness changes only
gradually with pulse rate between 100 and 300 pps �McKay
and McDermott, 1998�, and so is unlikely to have provided a
salient cue, �ii� a loudness rove can nevertheless degrade
performance �Baumann and Nobbe, 2004�, either by intro-
ducing a salient variation in one stimulus dimension that may
interfere with the detection of more subtle discriminations in
the percept of interest �Melara and Marks, 1990�, or via
small influences of level on pitch �Townshend et al., 1987�.

3. Procedure

Each trial had a “3I2AFC” structure, in which two of the
stimuli had the same “standard” rate, and where either the
second or third stimulus �the “signal”� had a higher rate. The
listener was instructed to pick the “odd man out,” and
correct-answer feedback was provided visually after each re-
sponse.

The method of constant stimuli was used. We chose this
method in preference to an adaptive procedure because it
requires neither that sensitivity is well above chance at the
largest signal-standard differences studied, nor that the un-
derlying psychometric function is monotonic. For each stan-
dard rate a psychometric function was measured, incorporat-
ing four or five values of �r, which we define as the
difference between standard and signal rates. Those values,
expressed both in “raw” pulses per second and as a percent-
age of the baseline rate, are shown in part �a� of Table II.
Figure 1�a� shows a schematic of the pulses in each ear for a
signal in the dichotic condition with a baseline rate of
100 pps and �r=10 pps. For clarity, only the first 200 ms of
the stimulus is shown. It can be seen that the delay between
the nth pulse in one ear and the nth pulse in the other ear
increases up to 100 ms �1 /�r s�, at which point the nth pulse
in one ear is synchronous with the n+1th in the other. The
wide gray line in Fig. 1�b� illustrates this fact: for a �r of

TABLE II. �a� The values of �r used for each standard rate in �a� experi-
ment 1 and �b� experiment 2. The first three columns show the standard rate,
�r expressed as a percentage of that rate, and �r in pps. The fourth, pen-
ultimate, column shows the number of times the pulses in the two ears rotate
in and out of phase during the signal. The final column shows the asyn-
chrony between the pulses in the two ears, averaged over the stimulus du-
ration.

Standard
rate �r �%� �r �pps� Rotations

Mean
asynch �ms�

�a� Experiment 1
100 2.50 2.50 2 2.50
100 5.00 5.00 4 2.50
100 10.00 10.00 8 2.50
100 20.00 20.00 16 2.50

200 1.25 2.50 2 1.25
200 2.50 5.00 4 1.25
200 5.00 10.00 8 1.25
200 10.00 20.00 16 1.25
200 20.00 40.00 32 1.25
200 35.00 70.00 56 1.25

300 0.83 2.50 2 0.83
300 2.50 7.50 6 0.83
300 10.00 30.00 24 0.83
300 35.00 105.00 84 0.83

�b� Experiment 2
300 0.42 1.25 1 0.83
300 0.83 2.50 2 0.83
300 1.25 3.75 3 0.83
300 2.50 7.50 6 0.83
300 5.00 15.00 12 0.83
300 10.00 30.00 24 0.83
300 35.00 105.00 84 0.83
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x pps, the ITD between the pulses in the two ears rotates
through a whole period once every 1 /x s, with a sawtooth
function. The number of times this occurred over the 800-ms
duration of our stimuli is shown in the penultimate column
of Table II. It can also be seen from Fig. 1�a� that the largest
asynchrony between each pulse in one ear and the nearest
pulse in the other occurs after 50 ms �0.5 /�r�, and is equal
to half the period of the baseline rate. This asynchrony is
shown by the black dashed line in Fig. 1�b�, and its mean
value across the entire stimulus is shown in the final column
of Table II.

A potentially important feature of the present design, as
shown in Table II, was that the ITD between adjacent pulses
always rotated through a whole period an integer number of
times, so that the pulse trains always started and ended in
synchrony in the two ears. This meant that performance in
the dichotic condition could not have been influenced by
timing difference between the last two pulses in each ear,
unlike the case in some previous studies �van Hoesel and
Clark, 1997; Carlyon and Deeks, 2002; van Hoesel, 2007�.

Testing was performed in blocks of 40 trials. Each block
was preceded by ten practice trials. For a given standard rate,
the procedure started with 40 trials at the largest �r tested for
that rate, in either the diotic or dichotic condition. The same
�r was then tested in the other condition, and the procedure
was repeated at successively smaller values of �r until all

such values had been tested. This procedure was then re-
peated, but with the order of diotic/dichotic conditions at
each �r swapped, so that there were usually a total of 80
trials for each combination of condition and �r. In some
cases—for example, where performance was near chance or
ceiling—we omitted some values of �r from the psychomet-
ric function. In addition, when the first 40 trials at the largest
�r tested for a given baseline rate yielded a score of 39 or 40
correct responses, and when performance at the next-lowest
�r was above chance, testing was sometimes stopped after
40 trials. The order in which the standard rates were tested
differed across listeners. Listener CI 1 completed the
400-pps rate first, followed by 100, 200, and 300 pps. The
order for CI 2 and CI 3 was 100, 200, 300 pps, and that for
CI 4 was 200, 100, 300 pps.

III. RESULTS AND DISCUSSION

A. Psychometric functions and estimated DLs

Figure 2 shows psychometric functions for each listener
and standard rate, with scores in the diotic and dichotic con-
ditions indicated by circles and triangles, respectively. In the
diotic condition, these functions are monotonic, and gener-
ally reveal a pattern of decreasing performance with increas-
ing rate. To further examine the effect of baseline rate on
performance in the diotic condition, we estimated rate DLs
by linear interpolation between the points on each function
straddling 70.7% correct; this is the value on which “two-up
one-down” adaptive procedures converge �Levitt, 1971�. The
resulting DLs are shown in Table III, with the case where
performance does not reach 70.7% indicated by the asterisk
�CI 3, 300 pps�. The results show that DLs increase with
increasing base rate, in line with the results of numerous
studies employing monotic stimulation �Shannon, 1983;
Tong and Clark, 1985; Townshend et al., 1987; McKay et
al., 2000; van Hoesel, 2007�.

In the dichotic condition, two listeners, CI 1 and CI 2,
show a clear advantage over diotic stimulation at standard
rates of 100 and 200 pps, for all values of �r at which per-
formance is not at chance or ceiling. However, at 300 pps the
dichotic advantage disappears, and, for listener CI 2, turns
into a disadvantage. The dichotic advantage is also absent
for CI 1 at a standard rate of 400 pps �filled symbols�, and
turns into a disadvantage at �r=10% �p=0.027, based on a
test of differences between independent proportions3�. Re-
sults from these two listeners therefore indicate that, once the
rate is sufficiently high for diotic rate discrimination to dete-
riorate, no advantage can be gained by adding a binaural cue.
A similar finding was also obtained in the three listeners
tested by van Hoesel �2007�.

The results from listener CI 4 differ slightly from those
of the first two listeners. She shows a small dichotic advan-
tage at a 100-pps pulse rate, but only for the two lowest
values of �r, and the difference is significant only at �r
=5% �p=0.002�. As with CI 1 and CI 2, performance in the
dichotic condition deteriorates relative to that in the diotic
condition as rate increases, here becoming worse than in the
diotic condition at 200 as well as at 300 pps. Listener CI 3
shows a dichotic advantage for the lowest �r at 100 pps �p
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FIG. 1. Part �a� shows a schematic of the pulses in each ear for a signal in
the dichotic condition with a baseline rate of 100 pps and �r=10 pps. For
clarity, only the first 200 ms of the stimulus is shown. It can be seen that the
asynchrony between the nth pulse in each ear increases up to 100 ms
�1 /�r s�, at which point the nth pulse in one ear is synchronous with the
n+1th in the other. The wide gray line in part �b� illustrates this fact: for a
�r of x pps, the ITD between the pulses in the two ears rotates through a
whole period once every 1 /x s, with a sawtooth function. The dotted black
line shows the asynchrony between each pulse in one ear and the nearest
pulse in the other.
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=0.019�, but performance is worse in the dichotic than in the
diotic condition both at higher values of �r, and at higher
standard rates. A striking finding obtained with this listener is
that, at a rate of 100 pps, performance in the dichotic condi-
tion deteriorates as �r increases from 2.5 to 10%, a finding
which is statistically significant �p=0.003�. Other instances
of these “reversals” occurred for CI 1 at 300 pps, when �r
was increased from 0.83 to 2.5% �p=0.027�, and for CI 4 at
100 pps when �r was increased from 5 to 10% �p=0.035�. A
possible explanation comes from the fact that, as �r in-
creases, so does the number of times the “asynchrony” be-
tween pulses in the two ears rotates through one cycle during
the stimulus �Table II, penultimate column�. It may be that
listeners have difficulty in exploiting dichotic cues when the
amount of asynchrony between pulses in the two ears is
changing rapidly, a finding reminiscent of the results previ-
ously obtained in NH listeners by Grantham and Wightman

�1978�. At the same time, as �r increases, the “pitch” cue
available in the right ear becomes more salient, and so the
change in performance with increasing �r will reflect a
trade-off between the ability of the listener to take advantage
of this cue, and his/her ability to exploit interaural asynchro-
nies that change quickly over time.

B. Further investigation of worse performance in
dichotic than diotic conditions

In order to investigate that minority of cases where per-
formance was worse in the dichotic than in the diotic condi-
tion, a small set of additional measures was obtained from
each listener. These measurements were made for a single
combination of baseline rate and �r for each listener, and
included estimates of performance for each ear stimulated
alone, together with repeats of the measures obtained in the
dichotic and diotic conditions. They were obtained between
11 and 20 months after the original psychometric functions
were collected.

The results obtained for listener CI 1 at 400 pps and
�r=10% are shown in Table IVa. Performance in the diotic
and dichotic conditions had not changed much in the 20
months between tests, although that in the diotic condition
had worsened slightly. Combined across the two sets of data,
performance was worse in the dichotic than in the diotic
condition �p=0.02�. One possible reason for this is suggested
by the new monotic measures, which showed that perfor-

FIG. 2. Psychometric functions describing percent correct as a function of �r for the four CI users who took part in experiment 1. Each row shows the data
for one listener, and each column shows the data for one baseline pulse rate. Performance in the diotic and dichotic conditions is shown by circles and
triangles, respectively. Error bars show � one standard error, estimated from the normal approximation to the binomial distribution. The solid symbols in the
top-right panel show performance at a rate of 400 pps for listener CI 1.

TABLE III. Rate DLs, corresponding to the 70.7% correct, obtained by
linear interpolation from the diotic condition of experiment 1. The asterisk
indicates the case where performance did not reach 70.7%.

100 pps 200 pps 300 pps

CI 1 2.9 9.9 24.3
CI 2 4.3 4.2 8.0
CI 3 6.3 17.4 *
CI 4 3.2 4.6 8.8
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mance was better in the left than in the right ear. The fact that
the rate in the left ear was fixed across intervals in the di-
chotic condition may have led to the poor dichotic perfor-
mance. In contrast, the same cannot be said for listener CI 2
at a rate of 300 pps and �r=35% �Table IVb�. Although
performance remained worse in the dichotic than in the di-
otic condition, the better monotic performance occurred with
right-ear stimulation. If, in the dichotic condition, the listener
could have selectively processed the input from the right ear
alone, he would have obtained a score of 95%. However, the
score of 82.5% in the dichotic condition was significantly
worse than this �p=0.01�.

The results from the remaining two listeners were less
straightforward. When we retested listener CI 3 16 months
later, using the same stimuli as before, we replicated the
finding that at 100 pps and �r=10%, performance was
worse in the dichotic than in the diotic condition �Table IIIc�.
However, at this point the listener complained that the stimu-
lus in her right ear was softer than that in her left. When we
increased that level by 8 “current units” �approximately
1.4 dB�, performance in the dichotic condition improved,
and became better than that in the diotic condition. We at-
tribute this to a change in the listener’s hearing over time,
rather than to us initially having set the right-ear level too
low, for two reasons. First, an incorrect level setting would
not explain why, in the original measures, performance in the
dichotic condition was better than in the diotic condition for

�r=2.5%, but worse when �r=10% �Fig. 2�. Second, using
the original levels, listener CI 3 was the best of all at dis-
criminating static ITDs of plus and minus 234 �s, and it
seems unlikely that this would have been the case if the
relative levels at the two ears was such that the percept was
dominated by the input from one ear.

When listener CI 4 was retested after a delay of 11
months at a rate of 200 pps and �r of 10%, performance in
the diotic condition had inexplicably dropped, so that it was
no better than in the dichotic condition.

In summary, the results of our additional measures indi-
cate that, monaural rate discrimination was sometimes, but
not always, worse in the right than in the left ear. In those
cases, this difference could possibly account for the occa-
sional cases of worse performance for the dichotic than for
the diotic condition. For those subjects, the difference could
also possibly counteract a true dichotic advantage in other
conditions. However, this difference occurred only for some
subjects, and is unlikely to account for other aspects of the
results, such as the nonmonotonic psychometric functions
sometimes observed in the dichotic condition.

C. Conclusion

The main conclusion to be drawn from experiment 1 is
that there is no evidence that the “upper limit” on rate dis-
crimination can be improved, in CI users, by adding a di-

TABLE IV. Summary of additional measures obtained in experiment 1. In parts a, b, and d, the original data
�Fig. 2� are plotted, followed by the new data and finally the two sets averaged. In part c �listener CI 3�, the
original data are followed by some new measures obtained with the same stimulus levels, followed by some
additional measures where the level in the right ear was boosted by 8 CUs.

�a� 400 pps, �r=10%
Listener CI 1 July 2005, N=80 March 2007, N=80 Combined N=160
Left 73.75
Right 58.75
Dichotic 50.25 55 53.75
Diotic 71.25 61.25 66.25

�b� 300 pps �r=35%
Listener CI 2 April 2006, N=80 March 2007, N=80 Combined N=160
Left 85
Right 95
Dichotic 78 82.5 80.63
Diotic 90 98.75 94.38

�c� 100 pps, �r=10%
Listener CI 3 Dec. 2005, N=80 March, 2007 N=40 March 2007 N=80

R ear boost
Left 100 �N=40� 92.5
Right 40 �N=40� 52.5 60
Dichotic 52.5 45 97.5
Diotic 87.5 72.5 81.25

�d� 200 pps, �r=10%
Listener CI 4 April 2006, N=80 March 2007, N=80 Combined N=160
Left 68.75
Right 75
Dichotic 67.5 62.5 65.0
Diotic 91.25 70 80.63
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chotic cue. Hence the limitation does not seem to be specific
to tasks requiring listeners to compare the rates of two se-
quentially presented stimuli. This conclusion, if correct, is at
odds with Carlyon and Deeks’ �2002� finding that adding a
dichotic cue did improve NH listeners’ rate discrimination of
a 600-pps pulse train. To determine whether the discrepancy
reflects a difference between NH and CI users, or is instead
due to differences between the stimuli used in the two stud-
ies, we performed a second experiment employing NH lis-
teners. The method, stimuli, and procedure used in experi-
ment 2 were directly analogous to those used in the 300-pps
condition of experiment 1.

IV. EXPERIMENT 2: NH LISTENERS

A. Method

1. Listeners

Five normal-hearing listeners, three of whom were fe-
male, took part. Their ages ranged from 19 to 39 years. All
had pure tone thresholds in quiet of less than 15 dB hearing
level at frequencies of 0.5, 1.0, 2.0 and 4.0 kHz in both ears.
They all had previous experience of taking part in psychoa-
coustic experiments, and were paid for their participation.

2. Stimuli

Acoustic pulse trains were generated in the frequency
domain by summing a large number of harmonics in sine
phase at a sampling rate of 40 kHz. All pulse trains were
800 ms long inclusive of 10-ms raised cosine onset and off-
set ramps, and had an overall level of 72.5 dB sound pres-
sure level �SPL�. The number of harmonics used to generate
each pulse train was always sufficient to “fill” the frequency
range from 1500 to 7800 Hz. The pulse trains to be presented
to each ear were played out using 16 bit digital-to-analog
convertor. �CED1401plus laboratory interface�, passed
through a reconstruction filter, and then bandpass filtered be-
tween 3900 and 5400 Hz using lowpass and highpass filters
in series �Kemo VBF25.03, attenuation=48 dB /octave�.
They were then attenuated �TDT PA4� and fed to a head-
phone amplifier where they were mixed with a continuous
diotic pink noise. The pink noise was generated using a
custom-built noise generator and had a bandwidth of 20 kHz
and a spectrum level at 4 kHz of 27.9 dB SPL. Its purpose
was to mask auditory distortion products.

3. Procedure

The method of constant stimuli was used. There was a
single standard rate of 300 Hz and eight values of �r, equal
to 0.4167, 0.8333, 1.25, 2.5, 5.0, 10.0, 20.0 and 35% of the
standard rate. The rates that were used in this experiment are
shown in part �b� of Table II. Standard stimuli were always
presented diotically. Depending on the condition type, signal
stimuli were also played diotically, or were presented to the
right ear with a copy of the standard stimulus played simul-
taneously to the left ear �dichotic conditions�. As in experi-
ment 1, a “3I2AFC” procedure was used, with the signal

always occurring in either the second or third interval. The
inter-stimulus interval was 500 ms and correct-answer feed-
back was provided after every trial.

In each block of 20 trials the signals had the same value
of �r and the presentation condition �dichotic or diotic� was
fixed. Each block was followed by a block with the same �r
but in the other presentation condition. A new value of �r
was then chosen and this procedure was continued until one
block had been completed for each �r and condition. This
sequence of blocks was then repeated in reverse order. This
whole cycle was continued until between 100 and 140 trials
had been completed for every �r and condition, for each
listener. The order in which the different values of �r were
tested was chosen quasi-randomly for each listener.

B. Results

The first five panels of Fig. 3 show psychometric func-
tions for each listener in experiment 2, with the mean data
shown in the bottom right-hand panel. Data for the dichotic
and diotic conditions are indicated by triangles and circles,
respectively. For most listeners there is a clear advantage for
the dichotic over the diotic condition, which is greatest at the
smaller values of �r, as revealed by a significant interaction
between �r and condition �two-way repeated-measures
analysis of variance, F�7,28�=10.2, p�0.01, Huynh-Feldt
sphericity correction�. At larger values of �r performance in
both conditions is close to ceiling.

One listener, NH 3, shows the opposite pattern of re-
sults, with slightly superior performance in the diotic than in
the dichotic condition. We can think of no reason why NH
3’s data differed from that of the others, except to note that
listeners do sometimes differ significantly in their ability to
use binaural cues �Buss et al., 2007�. Further tests, the results

FIG. 3. Psychometric functions describing percent correct as a function of
�r for the five NH listeners who took part in experiment 2. Mean data are
shown in the bottom right panel. Performance in the diotic and dichotic
conditions is shown by circles and triangles, respectively. Error bars show �
one standard error, which, for the individual listeners’ data, were estimated
from the normal approximation to the binomial distribution. Dashed lines in
bold type show the mean data with listener NH 3 excluded.
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of which are not shown here, failed to show any improve-
ment in the dichotic condition. NH 3 also shows a reversal,
reminiscent of that observed occasionally in the CI data, as
�r is increased from 5 to 10% �p=0.011�. Hints of such
reversals, which do not reach statistical significance, are also
apparent in two places along NH 4’s psychometric function.
The mean data with NH 3’s results excluded are shown by
the dashed lines in the lower-right panel of Fig. 3.

V. DISCUSSION

A. Comparison to previous studies of rate
discrimination

The rate discrimination performance reported here for
CI users and with diotic presentation is roughly similar to
that reported for monotic presentation in a number of studies.
Based on a summary of 19 listeners from five studies, Moore
and Carlyon �2005� reported average DLs at 100 pps of
7.3%, with a range from 2 to 18% across listeners. The DLs
shown in Table III range from 2.9 to 6.3%, and so fall in the
better half of the range of scores reported previously. As
Moore and Carlyon pointed out, part of the variation in the
DLs across studies may have been due to differences in pro-
cedure. Our use of an odd-man-out task with feedback would
have allowed listeners to use any perceptual difference be-
tween the stimuli to perform the task, and this, combined
with the absence of a level rove, may have contributed to the
generally good performance reported here.

At a rate of 300 pps, Zeng �2002� reported DLs obtained
from a three-interval three-alternative forced-choice proce-
dure, with no level rove, that had a mean of 22% and ranged
from 12 to 29% across CI listeners. �These DLs were esti-
mated from the functions he fitted to his data.� The DLs for
two of our listeners, CI 2 and CI 4, fell below this range,
whereas the DL of 21% for CI 1 was close to the mean
performance of Zeng’s listeners. Performance for CI 3 was
below 70.7% correct, even at a �r of 35%, and so would
have been worse than that of any of Zeng’s listeners.

The study most similar to that reported here was per-
formed by van Hoesel �2007�. Many of the procedural dif-
ferences, such as the different way of equating stimulus level
across conditions, the longer stimulus duration employed
here, and our use of a diotic rather than a monotic compari-
son to the dichotic condition, appear to have made little im-
pact: In both studies the use of a binaural cue helps perfor-
mance at baseline rates of 100 and 200 pps, but either has no
effect or hinders performance at higher rates. One possibly
important factor, however, is our decision to constrain the
values of �r such that the asynchrony between pulses in the
two ears always rotated through an integer number of cycles
�Table II, penultimate column�. This had two advantages.
First, it discouraged listeners from performing the task based
on the last pulse in each ear, and forced them to perform the
task based on “ongoing” asynchronies. Second, it meant that
the non-monotonic psychometric functions sometimes ob-
served in the dichotic condition could not be caused by an
increase in �r reducing the average asynchrony throughout
the waveform. It is also worth noting that the functions in the
diotic condition were always monotonic, which is evidence

that the reversals sometimes seen in the dichotic conditions
were not simply due to variability in our data.

B. Limitations on performance in rate discrimination
and binaural tasks

The experiments reported here studied performance with
and without binaural cues, both with electric and with band-
pass filtered acoustic pulse trains. Both types of stimulus
differ from acoustic pure tones presented to NH listeners in
the way that they are represented at the level of the auditory
nerve �“AN”�. Specifically, neither stimulus produces “place
of excitation” cues, neither produces the steep transitions in
the phase response of the AN fiber array that have been ob-
served with pure tones �Kim et al., 1979; Kim et al., 1980;
van der Heijden and Joris, 2003�, and both present low-rate
temporal information to AN fibers normally tuned to higher
frequencies. In both cases, as the pulse rate increases, perfor-
mance deteriorates both on monotic rate discrimination tasks
and on tasks requiring binaural processing. This subsection
briefly reviews the “high rate” deteriorations observed, and
considers whether they share a common origin, as has been
suggested by a number of authors �van Hoesel and Tyler,
2003; Griffin et al., 2005�. It also compares the deterioration
observed with NH and CI listeners, and considers the extent
to which the latter group suffers from additional limitations
on performance.

1. Rate discrimination without temporal cues

One finding already alluded to is that pulse-rate dis-
crimination thresholds increase with increasing pulse rate
�Shannon, 1983; Tong and Clark, 1985; Townshend et al.,
1987; McKay et al., 2000; Carlyon and Deeks, 2002�. A
pertinent finding is that the rate above which performance
deteriorates markedly is greater �600 pps� for NH listeners
than the 300-pps limit normally observed with CI users �Car-
lyon and Deeks, 2002�. It is, however, worth noting that
there are some exceptions, consisting of “star” listeners who
can perform rate discrimination at higher rates �Townshend
et al., 1987; Wilson et al., 1997�. Work currently ongoing in
our laboratory is investigating such instances of exceptional
performance with the aim of controlling for potential con-
founding cues such as level differences and idiosyncratic
changes in place of excitation with increasing rate. To the
extent that such factors can be ruled out, the existence of
listeners who can perform rate discrimination up to at least
600 pps indicates that although most CI users may suffer
rate-discrimination limitations over and above that obtained
with their NH counterparts, this limitation may not be a nec-
essary feature of electrical stimulation.

2. ITD discrimination

The discrimination of “static” ITDs also deteriorates
with increasing pulse rate, in a way that is not observed
when the frequency of a pure tone is increased over a similar
range. For CI listeners, van Hoesel and Tyler �2003� reported
ITD thresholds that ranged between 90 and 250 �s across
listeners for a 50-pps pulse train, but which increased mark-
edly as pulse rate was raised to 200 pps. At the next-highest
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rate tested, which was 800 pps, no listener could perform the
task. More recently, van Hoesel �2007� reported ITD thresh-
olds of between 55 and 220 �s for 100-pps trains, that in-
creased to about 300 �s at 300 pps; at the highest rate tested
of 600 pps, two listeners had thresholds of about 400 �s and
one could not perform the task. Majdak et al. �2006� asked
listeners to perform lateralization judgments on pulse trains
that were amplitude modulated by a common trapezoidal en-
velope in the two ears, and measured the effects of ITDs
between the pulses in the two ears. Sensitivity to these “fine
structure” ITDs differed markedly across CI listeners, but
two of them showed some sensitivity at pulse rates as high as
800 pps. This was higher than the 600-pps “upper limit”
observed when acoustic pulse trains, filtered in a way similar
to those used here, were presented to NH listeners. However,
it should be borne in mind that, at and above 600 pps, the
frequency components of the acoustic pulse train would have
been resolved by the peripheral auditory system. As Majdak
et al. pointed out, this would have reduced the modulation
depth of the 600 pps acoustic stimuli at the output of the
peripheral auditory filters, possibly limiting performance in
the NH group. It is therefore not clear whether the high-rate
deterioration observed with CI listeners would be more or
less serious than that observed with NH listeners if the ef-
fects of peripheral auditory filtering could be ruled out.

3. Interaural decorrelation

The binaural cue introduced by the dichotic conditions
used here at high pulse rates can probably best be described
as interaural decorrelation; none of our NH listeners reported
hearing binaural beats at 300 pps, and instead described the
signal interval as differing in the width or diffuseness of the
binaural image. Some of our CI listeners did report hearing
some movement in the signal interval for low baseline rate
�e.g., 100 pps�, but, as noted already, performance on this
task deteriorated as baseline rate increased from 100 to
300 pps. This deterioration is reminiscent of that observed
for ITDs between equal-rate pulse trains �van Hoesel, 2007�.
One possible reason for both findings is suggested by Hafter
et al.’s �1983� observation that the improvement in ITD dis-
crimination with increasing duration is smaller at high than
at low �acoustic� pulse rates in NH listeners, consistent with
ITD judgments being dominated by the first pulse under such
conditions �Saberi, 1996; Freyman et al., 1997�. Indeed, re-
cent physiological measurements suggest that the sensitivity
of cells in the inferior colliculus to ITD differences between
electric pulse trains may be dominated by the first pulse in
each at high, but not at low, rates �Smith and Delgutte,
2007�. Hence it is possible that, for ITD discrimination, per-
formance is poor at high rates because listeners cannot effec-
tively combine information across pulse pairs. For our task,
dependence on the first pulse pair would have had an even
graver consequence, as this pair was always simultaneous in
the two ears. However, an additional possible reason for this
finding is that the average asynchrony between the pulses in
the two ears decreased from 2.5 ms for a 100 pps train to
0.83 ms at 300 pps �Table II, penultimate column�.

Some evidence that the limitations on interaural decor-
relation detection at high pulse rates differ from that ob-

served for rate discrimination comes from the study by
Carlyon and Deeks �2002�. They found, in NH listeners,
that the effect of frequency region on performance in
rate-discrimination tasks with monotic presentation is
different from that observed when binaural cues are avail-
able. The highest baseline rate at which listeners could
perform a monotic rate discrimination task was greater
for pulse trains filtered into a “very high �VHIGH�” fre-
quency band �7800–10 800 Hz� than into a “HIGH” band
�3900–5400 Hz�. Conversely, when a contralateral standard
was added, performance was better in HIGH than in the
VHIGH band. This might indicate that the origin of the high-
rate limitation is different in the two tasks, but could also be
due to generally poorer overall sensitivity of the binaural
system for stimuli presented in very high frequency regions
�Bernstein and Trahiotis, 1994�, which might occur indepen-
dently of overall rate.

Further evidence on the detection of interaural decorre-
lation in high frequency stimuli comes from the fact that one
can measure a binaural masking level difference �BMLD�
using transposed narrowband noises as the masker, to which
�prior to transposition� in- or out-of-phase low frequency si-
nusoids are added �van de Par and Kohlrausch, 1997�. We
have recently replicated this finding and shown that approxi-
mately half of the BMLD disappears when, in the NoS�
condition, the stimuli are processed so that envelope modu-
lations slower than 50 Hz are identical in the two ears �Long
et al., 2006a�. Hence the BMLD for transposed stimuli ap-
pears to be strongly dependent on slow ��50 Hz� interaural
fluctuations. More striking evidence came from an experi-
ment that used an electrical analog of this technique, in
which the low frequency stimuli modulated 1000 pps pulse
trains: CI users exhibited a BMLD whose size was similar to
that seen for NH listeners using transposed stimuli, but
which disappeared entirely when the interaural fluctuations
slower than 50 Hz were equated between the two ears �Long
et al., 2006b�. This finding suggests that the reliance of the
BMLD on slow interaural fluctuations is even greater for CI
listeners than for NH listeners presented with transposed
stimuli. It is also consistent with our suggestion that the de-
creases in performance occasionally observed with increas-
ing �r in the dichotic condition of experiment 1 may have
been due to the increased rate at which interaural differences
changed over time.

4. Conclusions

Overall, our results, combined with those of others, are
consistent with the following scenario. In NH listeners, as
pulse rate increases, there is a drop in sensitivity to rate
differences using either binaural or purely monotic cues.
There is some evidence that this “upper limitation” has a
different origin for binaural processing than for monotic rate
discrimination; performance at high rates is better in the
VHIGH than HIGH region for the monotic task, but the op-
posite is true when a binaural cue is available �Carlyon and
Deeks, 2002�. In addition, at high rates, sensitivity can be
improved by the addition of a binaural cue. However, for
most CI listeners, there is an additional source of limitation.
This is reflected in the fact that performance in monotic rate
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discrimination tasks usually breaks down above about
300 pps, compared to around 600 pps in NH listeners. This
additional factor also appears to limit performance in binau-
ral tasks. The source of the additional limitation is unclear,
but could arise at the level of the auditory nerve, where defi-
cits such as cell loss and absence of spontaneous firing rates
are known to occur. Another possible explanation is that AN
firing to acoustic pulse trains may have been more stochastic
than that to electrical stimuli, a factor which could have been
enhanced by the addition of background noise in the NH
experiments.

It is interesting to note that the above conclusion differs
at least slightly from the one reached by van Hoesel �2007�.
His conclusion that “monotic rate discrimination may be
subject to additional limitations that do not affect ITD per-
ception” was based on a comparison between data obtained
in a monotic rate discrimination task with those on the de-
tection of “static” ITDs as a function of pulse rate. He con-
verted the latter data into a format that could be compared to
the former by subtracting the threshold ITD at each rate from
the interpulse interval at that rate, and expressing this value
as a percentage of the interpulse interval. When he did so,
the slope relating threshold to rate was shallower than in the
monotic rate discrimination task. However, it is not clear that
this conversion corresponds in any way to a calculation that
the auditory system would perform during the task. In addi-
tion, he noted that, although performance in the static ITD
task may have been helped by subjects attending to the first
pulse in each ear—a strategy not possible with rate
discrimination—this cannot have accounted entirely for per-
formance at high rates because some subjects’ ITD thresh-
olds dropped with increasing duration. It remains possible,
though, that if subjects had been prevented from detecting
ITD on the first pulse—for example by making the first pulse
in each ear simultaneous �e.g., Laback et al., 2007�—ITD
thresholds would have grown more steeply with increasing
rate �and perhaps as much as did the monotic rate discrimi-
nation thresholds�. Evidence for this possibility comes from
the fact that the improvement with increasing duration was
smallest at high pulse rates, suggesting an increased depen-
dence on the first pulse as rate increased.

C. Summary and overall conclusions

�i� Four bilaterally implanted users performed rate dis-
crimination with diotic and dichotic stimulation.

�ii� In the diotic condition, sensitivity deteriorated as the
standard rate increased from 100 to 300 pps, consistent with
the results of previous studies employing monotic stimula-
tion.

�iii� At a standard rate of 100 pps, performance for two
CI listeners was greatly superior in the dichotic than in the
diotic condition, due to the presence of a binaural cue in the
former case. The remaining two listeners also showed a di-
chotic advantage, but only for small rate differences.

�iv� As the standard pulse rate increased to 300 pps, per-
formance was never better, and sometimes worse, with di-
chotic than with diotic stimulation. This is consistent with
findings recently obtained in three listeners by van Hoesel

�2007�, who used slightly different stimuli and methods, and
extends that finding to a further four listeners. We conclude
that that the deterioration in rate discrimination at high rates,
commonly observed for CI users, is not specific to tasks that
require sequential rate discrimination.

�v� An acoustic analog of this experiment was performed
by presenting filtered acoustic pulse trains to NH listeners,
with a standard rate of 300 pps. Unlike the case with CI
users, performance was significantly better with dichotic
than with diotic stimulation. This suggests that NH listeners
are able to take advantage of binaural cues using stimuli that
are analogous to the electrical stimuli for which this dichotic
advantage breaks down.

1Preliminary data from experiment 1 and from the study by van Hoesel
�2007� were also presented at the 2003 Conference on Implantable Audi-
tory Prostheses, held at Asilomar, Pacific Grove, California.

2Although the levels used in the two ears sometimes differed from each
other, we use the term “diotic” to describe this condition. Similar termi-
nology was used by van Hoesel and Clark �1997�.

3The test is based on estimates of the standard error of the difference
between two proportions, which is equal to ��pq��1/N1���1/N2���, where
N1 and N2 are the number of trials on which the two proportions are
based, and where p is equal to the proportion correct across all trials
making up the two proportions, and q=1− p. The normal variate z is then
given by the difference between the two proportions divided by the stan-
dard error �Ferguson, 1989, pp. 173-175�. It is used here, without Bonf-
eroni correction, for all comparisons between pairs of scores obtained for
a single subject.
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A glimpsing account for the benefit of simulated combined
acoustic and electric hearing
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The benefits of combined electric and acoustic stimulation �EAS� in terms of speech recognition in
noise are well established; however the underlying factors responsible for this benefit are not clear.
The present study tests the hypothesis that having access to acoustic information in the low
frequencies makes it easier for listeners to glimpse the target. Normal-hearing listeners were
presented with vocoded speech alone �V�, low-pass �LP� filtered speech alone, combined vocoded
and LP speech �LP+V� and with vocoded stimuli constructed so that the low-frequency envelopes
were easier to glimpse. Target speech was mixed with two types of maskers �steady-state noise and
competing talker� at −5 to 5 dB signal-to-noise ratios. Results indicated no advantage of LP+V in
steady noise, but a significant advantage over V in the competing talker background, an outcome
consistent with the notion that it is easier for listeners to glimpse the target in fluctuating maskers.
A significant improvement in performance was noted with the modified glimpsed stimuli over the
original vocoded stimuli. These findings taken together suggest that a significant factor contributing
to the EAS advantage is the enhanced ability to glimpse the target.
© 2008 Acoustical Society of America. �DOI: 10.1121/1.2839013�

PACS number�s�: 43.66.Ts, 43.71.Ky �RYL� Pages: 2287–2294

I. INTRODUCTION

A recent development in cochlear implants is to implant
an electrode array only partially into the cochlea so as to
preserve the residual acoustic hearing �20–60 dB HL up to
750 Hz and severe to profound hearing loss at 1000 Hz and
above� that many patients still have at the low frequencies
�von Ilberg et al., 1999; Kiefer et al., 2005; Gantz and
Turner, 2003; Gantz et al., 2006�. Low frequency informa-
tion is provided to these patients via a hearing aid and high-
frequency ��1000 Hz� speech information is provided via a
cochlear implant. Thus, these patients perceive speech via a
combined electric and acoustic stimulation �EAS� mode.

The benefit of EAS in terms of better speech recognition
in noise has been well documented in the literature and dem-
onstrated by studies involving EAS patients �Kiefer et al.,
2005; Gantz and Turner, 2003; Turner et al., 2004; Kong
et al., 2005; Gantz et al., 2006� as well as studies involving
normal-hearing listeners listening to vocoded speech �Qin
and Oxenham, 2006; Dorman et al., 2005; Chang et al.,
2006; Kong and Carlyon, 2007�. EAS patients fitted with a
short-electrode array were shown by Turner et al. �2004� to
receive a 9 dB advantage in multitalker background when
compared to a group of traditional patients who were
matched to speech scores in quiet. Kong et al. �2005� dem-
onstrated significant improvements �by an average of 8–20
percentage points� on both speech recognition �in competing
talker background� and melody recognition tasks for patients
with low-frequency ��1000 Hz� residual hearing in the ear
contralateral to the cochlear implant. These patients were
wearing a hearing aid in one ear and a cochlear implant �CI�

in the other. Several studies based on acoustics simulations
of cochlear implants were conducted to probe the mecha-
nisms and benefits obtained with simulated EAS conditions
�Qin and Oxenham, 2006; Dorman et al., 2005; Kong and
Carlyon, 2007; Chang et al., 2006�. All studies reported large
improvements on speech recognition, particularly in noise.
Qin and Oxenham �2006� showed that including acoustic
information below 600 Hz improved the speech reception
threshold �SRT� by 6 dB in the presence of a competing
talker and by 4 dB in the presence of speech-shaped noise
compared to the vocoded-only condition. The results from
both vocoder simulations and real EAS patients �Kiefer
et al., 2005; Kong et al., 2005; Kong and Carlyon, 2007�
confirmed a “superadditive” effect with combined acoustic
and electric stimulation. That is, performance obtained in the
EAS condition exceeded the performance obtained with ei-
ther the acoustic information alone, electric information
alone, or the sum of the two.

While the benefits of EAS are indisputable, the reasons
for the large contribution of low-frequency acoustic informa-
tion to speech intelligibility in noise are less clear. It is worth
noting that only F0 and F1 information is present in the
low-frequency range ��500 Hz�, but the presence of F1 in-
formation alone cannot support high levels of speech recog-
nition �Kiefer et al., 2005; Kong et al., 2005�, at least in
noise. This raises the important question: What is so special
about the information in the low frequencies that enables
EAS patients to better communicate in noisy environments?
Some speculated �Qin and Oxenham, 2006; Turner et al.,
2004� that it is the improved access to F0 information that is
readily available to the listeners. Voice pitch �F0� has long
been thought to be a critical cue in the perceptual segregation
of speech in competing-talker listening environments �e.g.,
Brokx and Nooteboom, 1982�. The pitch perception abilities
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of cochlear implant listeners are generally poor as evidenced
by the poor �chance level� performance of CI users on
melody recognition tasks �e.g., Gfeller et al., 2002�. Hence,
as suggested by Kong et al. �2005� it is possible that EAS
patients are able to somehow combine �perhaps more effec-
tively� the salient pitch information available in the low-
frequencies via acoustic stimulation with the relevantly weak
pitch available in the envelope modulations via electric
stimulation to enhance speech segregation between the target
and the masker.

While the above-noted F0-centric hypotheses are highly
plausible and reasonable, the evidence is not overly convinc-
ing. Qin and Oxenham �2005� demonstrated that normal-
hearing listeners are unable to benefit from F0 differences
between competing vowels in a concurrent-vowel paradigm
despite the good F0 difference limens ��1 semitone� ob-
tained with 8- and 24-channel vocoder processing. A similar
outcome was noted by Stickney et al. �2007� with cochlear
implant users listening to target and competing sentences
with an F0 separation ranging from 0 to 15 semitones. Small
improvements were obtained in a subsequent study by Qin
and Oxenham �2006� when a five-channel vocoder was
supplemented with low-frequency ��600 Hz� information
which also included F1 information. It was unclear from that
study however, as to whether it was access to improved F0
representation, Fl information, or access to both that contrib-
uted to the small improvement in performance with EAS.
The improvement was noted primarily over the range of 0–2
semitones, where beating occurs between adjacent harmonics
of the two vowels allowing listeners to use spectral cues
other than F0 to identify the vowels �Culling and Darwin,
1994�. In brief, the evidence from the vocoder simulation
studies by Qin and Oxenham �2003, 2005� in support of
improved F0 representation as the factor contributing to the
EAS advantage was not strong. A recent study by Kong and
Carlyon �2007� showed that the F0 information present in the
low-frequency acoustic range is neither necessary nor suffi-
cient to obtain an advantage with EAS. Their study showed
that the EAS advantage persisted at low signal-to-noise ratio
�SNR� levels �5 dB� even when the F0 cues were removed
from the low-passed stimulus.1 Furthermore, the combined
EAS advantage disappeared at high SNR levels when F0
cues were preserved but low-frequency phonetic cues were
eliminated. This outcome indicated that the low-passed
acoustic stimulus contained information other than F0 that is
integrated with information in the electrical stimulation to
enhance speech recognition in noise. Kong and Carlyon con-
cluded that those cues may include voicing and/or glimpsing
information that EAS patients use to segregate the target. No
evidence, however, was provided in that study in support of
the glimpsing or voicing hypothesis.

The present study examines the hypothesis that a
glimpsing mechanism is responsible for the benefit seen with
EAS. More specifically, the present study considers and tests
the hypothesis that having access to acoustic information in
the low frequencies makes it easier for listeners to glimpse
the target. We therefore expect that the EAS advantage will
be diminished �or eliminated� if the masker signal is steady-
state noise, since this masker lacks the waveform dips typi-

cally present in competing talker or modulated noise back-
grounds. It is well established �e.g., Festen and Plomp, 1990�
that listeners are able to exploit the waveform “dips” in fluc-
tuating maskers to glimpse the target, since the SNR is more
favorable during those periods. Only a few studies �e.g.,
Turner et al., 2004� tested EAS subjects with steady-state
noise, and those studies reported speech recognition perfor-
mance in terms of SRT. We cannot infer, however, from a
single SRT value how subjects perform as a function of
SNR, since the SRT value represents a single point on the
psychometric function. To further test the above-mentioned
hypothesis, we modified the electric-only stimuli to allow for
better glimpsing. This was accomplished using a signal-
processing technique �Li and Loizou, 2007� that ensures that
the target envelope amplitudes are larger than the masker
envelopes in the low-frequency region, thereby rendering
this region easier to glimpse. Note that we no longer restrict
the definition of glimpsing to the temporal �time� domain
wherein “dips” are present in the waveform but rather extend
it more generally to time-frequency regions where the local
SNR is favorable, i.e., the target is stronger than the masker
�Cooke, 2006; Li and Loizou, 2007�. If the listeners are able
to glimpse the low-frequency envelope information in the
modified electric-only stimuli, then we would expect to see
an improvement in performance comparable to that attained
with the simulated EAS stimuli.

II. EXPERIMENT: EFFECT OF LOW-FREQUENCY
GLIMPSING

A. Methods

1. Subjects

Seven normal-hearing listeners participated in this ex-
periment. All subjects were native speakers of American En-
glish, and were paid for their participation. Subject’s age
ranged from 18 to 40 years, with the majority being graduate
students at the University of Texas at Dallas.

2. Stimuli

The speech material consisted of sentences taken from
the IEEE database �IEEE, 1969�. All sentences were pro-
duced by a male speaker. The sentences were recorded in a
sound-proof booth �Acoustic Systems� in our lab at a 25 kHz
sampling rate. Details about the recording setup and copies
of the recordings are available in Loizou �2007�. Two types
of masker were used. The first was continuous �steady-state�
noise, which had the same long-term spectrum as the test
sentences in the IEEE corpus. The second masker was a
competing-talker �female� recorded in our lab. The female
talker produced a long sentence taken from the IEEE data-
base. This was done to ensure that the target signal was al-
ways shorter �in duration� than the masker.

3. Signal processing

The stimuli were presented in four different processing
conditions. The first processing condition was designed to
simulate the effects of eight-channel electrical stimulation,
and used an eight-channel sinewave-excited vocoder �Loizou
et al., 1999�. Signals were first processed through a pre-
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emphasis filter �2000 Hz cutoff�, with a 3 dB /octave rolloff,
and then bandpassed into eight frequency bands between 80
and 6000 Hz using sixth-order Butterworth filters. The Cam-
bridge filter spacing �Glasberg and Moore, 1990� was used to
allocate the eight channels in the specified bandwidth. This
filter spacing was identical to that used by Qin and Oxenham
�2006� and is shown in Table I. The envelope of the signal
was extracted by full-wave rectification and low-pass filter-
ing �second-order Butterworth� with a 400 Hz cutoff fre-
quency. Sinusoids were generated with amplitudes equal to
the rms energy of the envelopes �computed every 4 ms� and
frequencies equal to the center frequencies of the bandpass
filters. The sinusoids of each band were finally summed and
the level of the synthesized speech segment was adjusted to
have the same rms value as the original speech segment.

The second processing condition was designed to simu-
late the acoustic stimulation alone. Signal was low-pass �LP�
filtered to 600 Hz using a sixth-order Butterworth filter. The
600 Hz cutoff was chosen as it closely reflects the situation
with EAS patients who have residual hearing up to approxi-
mately 500–750 Hz and precipitous hearing loss thereafter
�Turner et al., 2004; Kiefer et al., 2005; von Ilberg et al.,
1999; Gantz et al., 2006�. The third processing condition was
designed to simulate combined electric and acoustic stimula-
tion. To simulate the effects of EAS with residual hearing
below 600 Hz, we combined the LP stimulus with the upper
five channels of the eight-channel vocoder �note that the low-
pass cutoff frequency may vary in true EAS patients depend-
ing on the electrode array used and the extent �in frequency�
of residual hearing in individual users�.

The fourth processing condition was designed to assess
the effect of low-frequency glimpsing for the electric-only
stimuli. The technique is similar to that used in Li and
Loizou �2007�, although adapted in the present study to op-
erate in the filter-bank �eight channels� domain rather than
the Fourier transform domain. As mentioned in Sec. I, the
definition of “glimpse” adopted here is similar to that used
by Cooke �2006�: a time–frequency �T–F� region wherein
the speech power is greater than the noise power by a spe-
cific threshold value. In our study, we used a threshold of
0 dB, which is the threshold typically used for constructing
ideal binary masks �Wang, 2005�. The masker signal
is first scaled �based on the rms energy of the target� to
obtain the desired SNR level. The target and masker signals

are independently bandpass filtered as before into eight
channels �same frequency spacing�, and envelopes are ex-
tracted by low-pass filtering �400 Hz cutoff� the rectified
waveforms. The masker envelopes in the first three channels
��600 Hz� are appropriately scaled2 to ensure that the target
envelopes are greater or equal �since the SNR threshold is
0 dB� than the masker envelopes. No scaling is done to the
masker envelopes if the target envelopes happen to be larger
in magnitude than the masker envelopes. Following the scal-
ing of the masker envelopes, the masker envelopes are added
to the target envelopes to obtain the modified mixture enve-
lopes of channels 1–3. The mixture envelopes of the five
higher frequency channels are obtained by vocoder process-
ing the original mixture signals. Following the scaling of the
low-frequency envelopes, the signal is synthesized as before
as a sum of eight sine waves with amplitudes set to the
envelopes and frequencies set to the center frequencies of the
bandpass filters. The scaling done to the masker envelopes of
channels 1–3 ensures that the low-frequency envelopes
��600 Hz� are easier to glimpse than the high-frequency en-
velopes. Note that the modified stimuli do not contain the
original target �clean� low-frequency envelopes, but rather
the envelopes which are constructed to have positive SNR
�i.e., so that the target envelopes are stronger than the masker
envelopes�. The assumption is that listeners will be able to
better glimpse low-frequency envelopes that have positive
SNR.

We will be referring to the above-mentioned processing
conditions as: vocoded �V�, low-passed �LP�, combined vo-
coded and low-passed acoustic �LP+V�, and vocoded with
low-frequency glimpsing �V+G�.

4. Procedure

The experiments were performed in a sound-proof room
�Acoustic Systems, Inc.� using a PC connected to a Tucker-
Davis system 3. Stimuli were played to the listeners monau-
rally through Sennheiser HD 250 Linear II circumaural head-
phones at a comfortable listening level. Prior to the test, each
subject listened to vocoded �eight channels� speech to be-
come familiar with the stimuli. The training session lasted
for about 15–20 min. During the test, the subjects were
asked to write down the words they heard. Subjects partici-
pated in a total of 24 conditions �=3 SNR levels
�4 algorithms�2 maskers�. Two lists of sentences �i.e., 20
sentences� were used per condition, and none of the lists
were repeated across conditions. Sentences were presented to
the listeners in blocks, with 20 sentences/block in each con-
dition. The different conditions were run in random order for
each listener.

B. Results

The mean scores for all conditions are shown in Fig. 1.
Performance was measured in terms of percent of words
identified correctly �all words were scored�. The correspond-
ing SRT values �SNR level corresponding to 50% correct�,
computed by interpolating the scores in Fig. 1, were 2.2, 0.5,
and 1.5 dB for the V, V+G, and LP+V stimuli, respectively,
in steady-state noise. The computed SRT values in the

TABLE I. Filter cutoff �−3 dB� frequencies for the V and LP+V vocoder
simulations.

Channel

V LP+V

Low �kHz� High �kHz� Low �kHz� High �kHz�

1 0.080 0.221 Unprocessed
�0.080–0.600�2 0.221 0.426

3 0.426 0.724
4 0.724 1.158 0.724 1.158
5 1.158 1.790 1.158 1.790
6 1.790 2.710 1.790 2.710
7 2.710 4.050 2.710 4.050
8 4.050 6.000 4.050 6.000
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female-talker background were 3, 0, and −2.5 dB for the V,
V+G, and LP+V stimuli, respectively. The SRT values for
the V and LP+V stimuli are similar to those obtained by Qin
and Oxenham �2006� with eight channels of stimulation and
a low-pass filter of 600 Hz. The SRT values for the V
stimuli, for instance, were approximately 3.5 dB for the
competing-talker background and 2 dB for steady-state noise
�Qin and Oxenham, 2006�.

For the conditions in the steady-state noise background,
two-way analysis of variance �ANOVA� �with repeated
measures� indicated significant effect of SNR �F�2,12�
=426.4, p�0.0005�, significant effect of processing condi-
tion �F�3,18�=72.3, p�0.0005�, and significant interaction
�F�6,36�=20.4, p�0.0005�. Similarly, for the female-talker
conditions, two-way ANOVA �with repeated measures�
indicated significant effect of SNR �F�2,12�=205.6,
p�0.0005�, significant effect of processing condition
�F�3,18�=22.8, p�0.0005�, and significant interaction
�F�6,36�=5.4, p�0.0005�.

Multiple paired-comparisons �with Bonferroni correc-
tion� were run between the scores obtained with LP+V and
V stimuli in steady-state noise at the various SNR levels. The
comparisons indicated no statistically significant �Bonferroni
corrected p�0.016, �=0.05� differences between the LP
+V and V scores at any of the three SNR levels, suggesting
no advantage of LP+V in steady-state noise. The scores ob-
tained with the V+G stimuli at −5 dB SNR were signifi-
cantly higher �t�6�=3.65, p=0.011� than those obtained with
the LP+V stimuli but did not differ at higher SNR levels.

The pattern in performance differed in the female-talker
background. Performance with the LP+V stimuli was sig-
nificantly higher �p�0.005� than performance with the V
stimuli at all SNR levels. This outcome is consistent with
prior studies �Turner et al., 2004; Kong et al., 2005; Kong
and Carlyon, 2007; Qin and Oxenham, 2006�. The perfor-
mance of the V+G stimuli was significantly higher �p
�0.016� than the performance of the V stimuli at −5 and
0 dB SNR, but not at 5 dB SNR. The performance of the
LP+V stimuli was significantly higher �p�0.016� than the
performance of the V+G stimuli at −5 and 0 dB SNR, and
was marginally �p=0.016� higher at 5 dB SNR.

The difference in performance between the V and V
+G stimuli indicate that listeners are able to receive signifi-
cant benefit from the glimpsed envelopes in the low frequen-
cies. This suggests that the EAS advantage is partly due to
the enhanced ability of listeners to glimpse the target. This
ability is diminished when the low-frequency envelope infor-
mation is provided by the vocoded stimuli �V�, but can be
enhanced by manipulating the low-frequency envelopes to
provide better glimpsing, as done with V+G processing.

III. DISCUSSION AND CONCLUSIONS

The results of the experiments described here indicate
that the LP+V stimuli did not provide significant intelligi-
bility advantages over the V stimuli in steady-state noise.
This outcome is consistent with the findings by Turner et al.
�2004� with normal-hearing and cochlear implant listeners.
No significant advantages in intelligibility were observed in
steady-state noise when speech was processed via an EAS
simulation and compared against a sixteen-channel vocoder
�i.e., electric-only simulation�. Also, the difference in perfor-
mance in steady-state noise between a group of patients im-
planted with a traditional 20-electrode array and another
group �matched with the first group in terms of consonant
scores in quiet� utilizing low-frequency acoustic information
�EAS� supplemented with a short-electrode array was very
small and nonsignificant. In contrast, the difference in per-
formance between the EAS and electric-only stimuli was
striking when speech was presented in the background of
two competing talkers. Hence, while the steady-state noise
affected the two groups of patients the same way, the use of
competing talkers as maskers provided significantly more
benefit to the EAS patients. A similar pattern in performance
was also observed in the study by Qin and Oxenham �2006�
with normal-hearing listeners.

The EAS performance, and benefit, were clearly affected
by the type of masker used. The fact that performance in the
LP+V condition in steady-state noise background was the
same as that in the V condition, but was significantly higher
in a competing talker background suggests that low-
frequency glimpsing played a critical role. Low-frequency
glimpsing allowed the listeners in the present study to hear
out the target in the LP+V stimuli corrupted by fluctuating
maskers but not the target in the stimuli corrupted by steady-
state noise. This is expected given that steady-state noise
lacks the temporal envelope “dips” which allow listeners to
glimpse the target. Listeners were probably able to glimpse
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FIG. 1. Mean speech recognition scores as a function of SNR level for two
types of background interference. The error bars denote �1 standard errors
of the mean.
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the low-frequency envelope information in the V stimuli;
however the glimpsed information was not effectively inte-
grated with the high-frequency envelope information. We
thus speculate that two factors played a critical role in re-
ceiving the EAS benefit when LP information is supple-
mented with higher-frequency vocoded information: ability
to detect glimpses and ability to integrate the glimpsed infor-
mation �more on this in Sec. III A�.

Overall, the present study points to a glimpsing mecha-
nism that contributes to the benefit of EAS in noise and this
is discussed next along with the implications in cochlear im-
plants.

A. Glimpsing: Suggested mechanism underlying
benefit of EAS

The benefit introduced by glimpsing raises the following
question: Which underlying factors or cues present in the
low-frequency acoustic stimulus contribute to or facilitate
glimpsing? Put differently, what is so special about the low-
frequency region in the acoustic stimulus that enables EAS
patients to perform better in competing talker backgrounds?

The answer to both questions and key contributing fac-
tor is the low-frequency SNR advantage. When speech is
corrupted by interferers with low-pass spectral characteristics
�e.g., a competing talker�, the low-frequency region is
masked to a lesser degree compared to the high-frequency
region, at least during voiced speech segments �e.g., vowels,
semivowels�. The LF region is shielded to a certain extent
from distortion and noise because of the low-frequency
dominance of the long-term speech spectrum, �Assmann and
Summerfield, 2004; Loizou, 2007, Chap. 4�. The
250–500 Hz region, in particular, contains prominent speech
energy with a dominant peak near 500 Hz, a characteristic of
the long-term spectrum of speech that is common across 12
different languages �Byrne et al., 1994�. Figure 2 shows ex-
ample spectra of the target and masker signals, prior to mix-
ing them at 0 dB SNR. Note that despite the fact that the
long-term rms SNR �measured across the whole sentence� of

the stimulus is 0 dB, the target is stronger than the masker in
the low frequencies ��500 Hz� but not in the high frequen-
cies. Consequently, it is reasonable to expect that the SNR in
the low-frequency region will be, on average, larger than the
SNR in the high frequencies, thereby observing a low-
frequency SNR advantage. To further assess that, we com-
puted the average spectral SNR �in various bands� of signals
embedded in female-talker and speech-shaped noise at vari-
ous SNR levels. The SNR computation was restricted only to
voiced speech segments,3 where the SNR advantage is to be
expected. Figure 3 plots the average band SNR values ob-
tained by filtering the stimuli in 19 bands, spaced according
to the critical-band scale �Table I,ANSI, 1997�, and comput-
ing the SNR in each band. It is clear that the band SNR
values in the low frequencies are always larger than the SNR
values in the high frequencies, at least for voiced speech
segments. The difference between the SNR values in the low
frequencies ��600 Hz� and the values at higher frequencies
can be as large as 10 dB �see Fig. 3�. SNR analysis of the
unvoiced segments revealed that the band SNR values of the
unvoiced segments were substantially lower than the corre-
sponding SNR values in voiced segments, particularly in the
low frequencies ��3 kHz�. For instance, in the 0 dB SNR
stimuli corrupted by the female masker, the difference was
about 15–20 dB in the low frequencies ��3 kHz� and about
1 dB in the high frequencies. Unlike the low-pass nature of
the SNR distribution of the voiced segments �Fig. 3�, the
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FIG. 2. �Color online� Magnitude spectra of the target and masker signals
extracted from a voiced segment of an IEEE sentence. The spectra are
shown prior to mixing the signals at 0 dB SNR.
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FIG. 3. Average band SNR values of signals embedded in speech-shaped
noise �top panel� and female talker �bottom panel� masker at various SNR
levels. The average was computed across 20 IEEE sentences ��1 min� and
the SNR calculation was restricted only to voiced speech segments.
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SNR distribution of the unvoiced segments was found to be
somewhat uniform across all frequencies, and highly vari-
able across sentences.

The low-frequency SNR advantage �Figs. 2 and 3� is
critical for several reasons. First, it provides access to a bet-
ter F0 and F1 representation, and second, it provides a better
glimpsing capability as the target will likely be stronger than
the masker in the low-frequency region. Speech harmonics
falling in the low frequencies will be affected less than the
high-frequency harmonics, and listeners will thus have ac-
cess to reliable F0 cues. Listeners will also have access to
reliable F1 information critical for vowel and stop-consonant
identification. The study by Parikh and Loizou �2005� dem-
onstrated, via acoustic analysis, that F1 is preserved to a
certain degree in noise even at extremely low SNR levels
�−5 dB�. Based on acoustic analysis of a large vowel data-
base, F1 was identified reliably 60% of the time, whereas F2
was identified only 30% of the time when the vowels were
embedded in −5 dB SNR multitalker babble. F1 information
is important not only for vowel perception but also for stop-
consonant perception as it conveys voicing information. The
F1 onset time following the release of prevocalic stops is
known, for instance, to be one of the major cues to stop
voiced-unvoiced distinction �e.g., Liberman et al., 1958�.

Access to a better SNR in the low-frequency region
makes it easier for listeners to segregate the target in com-
plex listening situations. Evidence of the advantage intro-
duced by glimpsing the low-frequency region was provided
in the study by Li and Loizou �2007�. Stimuli were con-
structed using an ideal T–F masking technique �similar to
the V+G technique� that ensures that the target is stronger
than the masker in certain T–F regions of the mixture,
thereby rendering certain regions easier to glimpse than oth-
ers. When the glimpses were introduced in the low-
frequency band �0–1 kHz� for a fraction �30%� of the utter-
ance duration, small but statistically significant
improvements in performance were observed, over that at-
tained by the unprocessed �noisy� stimuli. Considerably
larger improvement �about 50 percentage points� was ob-
served when the low-frequency glimpses were available
throughout the utterance. A similar outcome was reported by
Anzalone et al. �2006� who applied, in one condition, the
ideal speech energy detector only to the lower frequencies
�70–1500 Hz�. Significant reductions in SRT were obtained
by both normal-hearing and hearing-impaired listeners when
the ideal speech detector was applied only to the lower fre-
quencies. The outcome in these studies is consistent with the
benefit seen with the V+G stimuli, despite the poor spectral
resolution of the stimuli used in the present study.

In summary, the LP+V stimuli contain several phonetic
cues that enable listeners to better segregate the target and
we contend that the underlying mechanism responsible for
the EAS benefit is glimpsing. Glimpsing involves a two-
stage process: detection of the target followed by integration
of cues contained in the glimpses. The detection process is
facilitated by a favorable SNR. Time–frequency regions with
positive SNR �i.e., regions wherein the target is stronger than
the masker� are easier to detect than regions with negative
SNR. As argued earlier and shown in Fig. 3, it is easier to

detect the target in the low frequencies than in the high fre-
quencies because the low-frequency region has a more favor-
able SNR. This suggests a positive correlation between the
effective SNR in the low frequencies and the intelligibility
scores, at least for the LP+V stimuli which contain intact
�nonvocoded� acoustic information in the low frequencies.
Figure 4 plots the SNR values computed in the low-
frequency region �averaged over the 0–600 Hz frequency
range� against the intelligibility scores obtained with the
LP+V stimuli in all conditions. The resulting correlation co-
efficient was high �r=0.84, p=0.034� consistent with our
glimpsing hypothesis. A similar outcome was also found by
Cooke �2006� when he computed the correlation between
intelligibility scores of VCV consonants and the proportion
of the target speech in which the local SNR exceeded 3 dB.
The resulting coefficient was 0.95, albeit he considered in his
study T–F regions spanning the whole spectrum rather than
the low-frequency region.

The output of the detection process produces glimpses,
which are somehow patched together in the second stage,
namely the integration stage. The latter stage involves higher
level �central� processing. Multiple cues are likely involved
in the integration stage and may include F0 and F1 informa-
tion, voicing cues, onset cues, and/or other auditory grouping
cues �Bregman, 1990�. We cannot exclude the possibility that
listeners used F0 cues in the present study to segregate the
target when the masker was a female talker. There is evi-
dence, however, from another glimpsing study �Li and
Loizou, 2007� that F0 cues are not always necessary depend-
ing on the task. In the study by Li and Loizou �2007�, listen-
ers were able to glimpse successfully the target amidst a
background of 20 talkers, suggesting that cues other than F0
may be utilized in the integration process.

The favorable low-frequency SNR was present in both
V and LP+V stimuli, yet the LP+V stimuli were recognized
more accurately than the V stimuli. We believe that this is
because the LP information facilitated better �and perhaps
more effective� integration of the glimpses detected in the
low �acoustic� frequency regions with the information con-
tained in the high frequency �vocoded� regions. Alterna-
tively, or perhaps equivalently, we can say that the glimpses
in the LP stimulus provided information about the target that
was missing from the V stimulus. The information �about the
target� extracted from the LP stimulus was subsequently in-
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FIG. 4. Scatter plot of low-frequency band SNR values �averaged over the
0–600 Hz range� against intelligibility scores obtained with the LP+V
stimuli in the various conditions.
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tegrated with the V stimulus to yield higher speech recogni-
tion scores than those obtained with the V stimulus alone.

The V+G stimuli improved performance of the V
stimuli, but did not yield the same level of performance as
the LP+V stimuli. We believe that this is because the V
+G processing enhanced the ability to detect the target �ren-
dering it easier to glimpse� but the detected �vocoded�
glimpses were not integrated as easily and effectively as
were the �acoustic� glimpses detected from the LP stimuli.
Perhaps the glimpsed envelopes provided some additional
bits of information about the target that was missing from the
V stimulus, but did not provide all the information available
in the LP stimulus. Arguably, it is more difficult to patch
together the sparse representation �three channels� of the vo-
coded target glimpsed in the low frequencies with the enve-
lope information contained in the high-frequency channels.
This is akin to the differences in difficulty encountered when
putting together two different jigsaw puzzles comprised, of
either large or small pieces. It is easier to put together a
jigsaw puzzle when the individual pieces are large �and
smaller in number� than when the individual pieces are tiny
�and larger in number�. What constitutes a “useful” glimpse
in terms of duration and frequency extent/location remains
an open question. Modeling studies by Cooke �2005� showed
good agreement with human listener’s performance when the
glimpses were about 6 equivalent-rectangular-bandwidths
�ERBs� wide in frequency.

The glimpsing account provides an explanation for the
outcomes in the study by Chang et al. �2006�. No EAS ben-
efit was observed in that study when high-frequency acoustic
information was introduced and combined with low-
frequency vocoded information. As shown in Fig. 3, the
high-frequency region has on average a nonfavorable SNR
��0 dB�, suggesting that it is unlikely that the target will be
glimpsed in this region, at least during voiced speech seg-
ments. As a result, the detection process will result in fewer
�if any� glimpses and the integration process will be ineffec-
tive, resulting in no benefit in intelligibility.

B. Implications for cochlear implants

It is important to note that our simulations assumed
“ideal” low-frequency residual hearing with normal cochlear
function. Some EAS patients may indeed have good residual
hearing ��30 dB HL� but others might have moderate-to-
severe hearing loss �30–60 dB HL� in the 0–1000 Hz range
�Kiefer et al., 2005�. In reality, EAS patients will have a
low-frequency hearing loss and will be wearing a hearing
aid. The acoustic low-pass cutoff frequency may vary
�200–1000 Hz� depending on the patient and device used,
and the acoustic and electric filter allocations may �or not�
overlap in frequency or place. Despite the above-noted dif-
ferences between the true EAS patients and the present vo-
coder simulations, studies �Turner et al., 2004; Dorman et
al., 2005; Kong et al., 2005� have shown that the outcomes
of vocoder simulations have been consistent with those ob-
served with EAS patients. With this caveat in mind, we next
discuss some of the implications of our study in cochlear
implants.

The obvious implication of the present study is that in
order to get traditional implant users �fitted with long elec-
trode arrays� to perform as well as EAS users in noise we
need to improve the spectral resolution in the low-frequency
region. As argued earlier, this will enhance the integration
process and provide better glimpsing of the target. A plau-
sible solution is to place more filters in the low frequencies at
the expense of sacrificing resolution in the high frequencies
�Mckay and Henshall, 2002; Fourakis et al., 2004; Loizou,
2006�. Such an approach was taken by Fourakis et al. �2004�
and Loizou �2006� and has been found to benefit vowel rec-
ognition. The study by Mckay and Henshall �2002� showed
that in quiet when more filters were allocated in the low
frequencies, the transmission of vowel information improved
but the consonant information degraded. When listening in
noise, a significant benefit was noted when the low-
frequency range �up to 2.6 kHz� was allocated across the
nine instead of the five standard electrodes. The latter out-
come is consistent with our glimpsing hypothesis, in that
having access to a better �finer� spectral representation in the
low frequencies will facilitate better glimpse integration. In
the context of combined electric and acoustic hearing, it is
not clear how many low-frequency channels would be re-
quired to achieve the same level of performance as EAS, and
further experiments are warranted to investigate that.

The present study demonstrated with the use of the V
+G stimuli that there exists an alternative method, other than
improving spectral resolution �a challenging task�, for im-
proving the ability of listeners to glimpse low-frequency en-
velope information. Indeed, significant improvements in per-
formance can be obtained with the V+G stimuli. These
stimuli enabled listeners to glimpse low-frequency envelope
information without having to increase the spectral reso-
lution �note that the V+G and V stimuli had the same spec-
tral resolution, i.e., eight channels�. In fact, the performance
with the V+G stimuli was significantly higher than the per-
formance of the LP+V stimuli at extremely low SNR levels
�−5 dB� in steady-state noise. For both steady-state noise and
competing talker backgrounds �−5 dB SNR�, performance
improved by approximately 10–15 percentage points relative
to the performance obtained with the V stimuli, and provided
a 2–3 dB reduction in SRT. Construction of the V+G
stimuli requires, however, access to the ideal binary mask or
equivalently access to the true SNR in each frequency band.
Several techniques do exist for estimating the ideal binary
mask �e.g., Hu and Wang, 2004; Wang and Brown, 2006� or
the �instantaneous� spectral SNR �Hu et al., 2007�. One pos-
sibility is to use an algorithm to estimate the instantaneous
SNR in each channel. By retaining the channel envelopes
with positive SNR and discarding the channel envelopes
with negative SNR, we can effectively enhance the detection
of glimpses, as done with V+G processing. An algorithm for
estimating the instantaneous SNR in each channel was pre-
sented in Hu et al. �2007� and is amenable to real-time
implementation. Aside from devising techniques to improve
glimpsing of low-frequency envelope information, different
techniques can be devised to improve access to voicing in-
formation and/or to improve the F1 representation. Such
techniques will likely hold promise for improving speech
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recognition in noise by CI users who have no residual hear-
ing and therefore no access to low-frequency acoustic infor-
mation.
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1It should be pointed out that in some conditions the LP stimuli in the Kong
and Carlyon �2007� study were not corrupted by the masker, but the vo-
coded stimuli were.

2The scaling of the masker envelopes of the V+G stimuli increases the
global �long-term rms� SNR of the stimulus, but only by a small amount
��0.5 dB�.

3In our analysis, voiced segments included not only vowels, but also all
consonants with vowel-like characteristics �e.g., nasals, semivowels�. The
onsets following the release of voiced stop consonants �e.g., /b/, /d/� were
also included in the analysis.
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Speech understanding was tested for seven listeners using 12-electrode Med-El cochlear implants
�CIs� and six normal-hearing listeners using a CI simulation. Eighteen different types of processing
were evaluated, which varied the frequency-to-tonotopic place mapping and the upper boundary of
the frequency and stimulation range. Spectrally unwarped and warped conditions were included.
Unlike previous studies on this topic, the lower boundary of the frequency and stimulation range
was fixed while the upper boundary was varied. For the unwarped conditions, only eight to ten
channels were needed in both quiet and noise to achieve no significant degradation in speech
understanding compared to the normal 12-electrode speech processing. The unwarped conditions
were often the best conditions for understanding speech; however, small changes in
frequency-to-place mapping ��0.77 octaves for the most basal electrode� yielded no significant
degradation in performance from the nearest unwarped condition. A second experiment measured
the effect of feedback training for both the unwarped and warped conditions. Improvements were
found for the unwarped and frequency-expanded conditions, but not for the compressed condition.
These results have implications for new CI processing strategies, such as the inclusion of spectral
localization cues. © 2008 Acoustical Society of America. �DOI: 10.1121/1.2831738�
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I. INTRODUCTION

Large differences are seen in the population of cochlear-
implant �CI� listeners for speech understanding, with high-
performing CI listeners often being comparable to normal-
hearing �NH� listeners using CI simulations in quiet
conditions �Friesen et al., 2001�. Probable reasons for the
large variability in CI performance for understanding speech
are a reduced number of functional auditory nerve fibers
�dead regions�, spread of electrical current fields in the co-
chlea, and the positioning of the electrodes in relation to the
tonotopic place of stimulation, hence the characteristic fre-
quencies of the stimulated auditory nerve fibers. Green-
wood’s �1990� organ of Corti map has been widely used to
relate tonotopic place in a CI to characteristic frequency,
although a recent study shows that a spiral ganglion map
may be a better model for perimodiolar electrodes �Sridhar
et al., 2006�. Typically, the most apical electrode is inserted
20–30 mm into the cochlea �Ketten et al., 1998; Gstoettner
et al., 1999�. According to the Greenwood map, for a 35-mm
cochlea, a 30-mm insertion depth corresponds to a 160-Hz
center frequency, while a 20-mm insertion depth corresponds
to an 1150-Hz center frequency. The lowest frequency elec-
trode often receives frequency information around 300-Hz,
yielding a large frequency-to-place mismatch for a 20-mm
insertion depth. Even larger mismatches have been reported;

Ketten et al. showed four patients to have their most apical
electrode at a cochlear place tuned to greater than 1.4 kHz.

To address the large variability of speech understanding
in CI listeners, different frequency-to-place mappings have
been studied to optimize speech understanding in CI listeners
with the hope of increasing understanding to a level compa-
rable to NH listeners. A number of studies by Fu and Shan-
non �1999a, b, c, d� have shown the importance of well-
matched frequency-to-place maps for both CI listeners and
NH listeners using a CI simulation. Başkent and Shannon
showed matched conditions were the best for NH listeners
�2003� and CI listeners �2004� when compared to frequency-
expanded or frequency-compressed speech. However,
frequency-to-place maps need not be perfectly matched. The
effect of insertion depth was studied by Dorman et al. �1997�
with NH simulations. The best performance was seen for a
well-matched map, but apical shifts of 0.24 octaves could be
tolerated without a significant decrease in speech understand-
ing.

To support the case for unmatched maps, Faulkner et al.
�2003�, from NH simulation data, argued that necessary
speech information below 1 kHz is lost if frequencies are
matched in the case of shallow insertion depths. Başkent and
Shannon �2005� also showed with CI listeners the impor-
tance of low-frequency information in a study that held the
upper-frequency boundary fixed while varying the lower-
frequency boundary. This is one of the few studies that
shows an improvement over the matched frequency-to-place
condition; for CI listeners with shallower insertions, a mild
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amount of compression was better than truncating the fre-
quency range to match frequency and tonotopic place.

Despite the variability in the effectiveness of a CI due to
the uncertainty of the frequency-to-place map, it turns out
that CI listeners can adapt fairly well to frequency mis-
matches that might be due to shallow insertions or dead re-
gions, hence the successful nature of the field of cochlear
implantation as a whole. Most of the previously cited studies
on CI speech understanding were acute studies, meaning that
there was no long-term training. Rosen et al. �1999�, Fu et al.
�2002�, McKay and Henshall �2002�, and Smith and
Faulkner �2006� found that short-term experiments can exag-
gerate the long-term consequences of spectral shifts.

We studied the frequency-to-place mapping of speech in
CI listeners by systematically varying the upper-frequency
boundary and range of electrodes at different signal-to-noise
ratios �SNRs�. We decreased the number of electrodes used
from the standard 12 electrodes in the Med-El Combi 40+ or
Pulsar implants and we varied the upper-frequency boundary
from the standard 8.5 kHz while holding the lower-
frequency boundary fixed. Hence, unlike some frequency-to-
place mapping studies, which attempt to improve speech un-
derstanding scores, we determined the amount of “extra”
speech information presented to CI listeners in current strat-
egies and attempted to not appreciably decrease speech
scores. Determining the amount of extra speech information
presented to CI listeners has implications for new CI pro-
cessing strategies; namely the inclusion of acoustic informa-
tion other than speech that is presently neglected.

It is unclear if a compression, expansion, or simple low-
pass filtering of the speech information will cause significant
changes in speech understanding. Skinner et al. �1995� ar-
gued that improved vowel discrimination in a group of CI
listeners was due to assigning more electrodes to important
lower-frequency regions. That is to say it may be possible to
increase speech understanding if there is more spectral reso-
lution over the first two formants. A study by McKay and
Henshall �2002� tested a similar idea with CI listeners. They
tested two frequency-to-place mappings in their study: one
that evenly spread ten electrodes over a frequency range of
200–10,000 Hz and one that used nine electrodes for
200–2600 Hz and the last electrode for frequencies
2600–10,000 Hz. They found that assigning more electrodes
to lower frequencies helped vowel recognition and sentence
recognition, but hurt consonant recognition. Also, a recent
study by Başkent and Shannon �2007� showed that there is a
greater degradation of speech understanding for low-
frequency spectral shifts than high-frequency spectral shifts.
Therefore our manipulation of varying only the upper-
frequency boundary and upper-stimulation boundary is a
practically useful manipulation because it attempts to pre-
serve the spectral information for the low-frequency elec-
trodes.

II. EXPERIMENT 1

A. Methods

1. Stimuli

The Oldenburg Sentence Test �OLSA� �Wagener et al.,
1999a, b, c� was used to test speech intelligibility of words

under different mapping conditions. The OLSA Test consists
of five-word, nonsense sentences. Each sentence is con-
structed of a name, a verb, a number, an adjective, and an
object in that order. Ten different German words comprise a
set for each word category. Each word has equal intelligibil-
ity. The noise used to mask the sentences has a spectrum that
is similar to the spectrum of the speech. The sentences were
recorded at a sampling rate of 44.1 kHz.

2. Signal processing

For the electrical stimuli, the sentences were processed
using the Continuous Interleaved Sampling �CIS� strategy
�Wilson et al., 1991�. First, pre-emphasis was applied to the
signal using a first-order, high-pass Butterworth filter with a
corner frequency at 1200 Hz. Next, the signal was filtered
into frequency bands by using fourth-order Butterworth fil-
ters. The speech information up to the upper-frequency
boundary �determined by M� was mapped to the number of
channels �N�. The number M is the frequency-boundary in-
dex that represents the upper-frequency boundary �fupper� de-
termined by logarithmic spacing of the bands; hence this
number enumerates the spectral content of the stimuli. Figure
1 shows how the speech spectrum is subdivided and enumer-
ated by M. Different experimental conditions were created in
which the upper-frequency boundary of the speech stimuli
was set at either 8500 Hz �M =12�, 4868 Hz �M =10�,
2788 Hz �M =8�, or 1597 Hz �M =6�. The lower-frequency
cutoff was always 300 Hz. For each filter configuration, the
stimuli were band-pass filtered into either N=6, 8, 10, or 12
contiguous logarithmically-spaced analysis bands, thus cre-
ating 16 different filter sets. In conditions that utilized 6, 8,
or 10 analysis bands, the filters were respectively mapped to
the 6, 8, or 10 most apical electrodes of the CI listeners’
implanted arrays. Conditions utilizing 12 analysis bands
mapped the filters to the full 12-electrode array. Therefore
matched �unwarped� frequency-to-place maps that vary only
the stimulation range were tested. Also, unmatched �warped�
maps were tested. See Fig. 1 for an illustration of the types
of frequency-to-place mappings. Table I shows the center
frequency, bandwidth, and shift for each channel for each
combination of M and N used in this experiment. The
baseline condition, M =12 and N=12, is labeled M12N12 and
corresponds to the normal clinical settings of the CI. The
other conditions are labeled similarly. Besides the 16 differ-
ent filter sets, there were two additional conditions, the M4N4

case �fupper=915 Hz� and an extended frequency range case
to be called M14N12. The extended frequency range had
fupper=16,000 Hz. An illustrative matrix of all the testing
conditions can be seen in Fig. 2.1

After the signals were filtered into N analysis bands, the
Hilbert envelope of each of the bands was calculated and
then was compressed by a logarithmic map law. Compres-
sion factors, individual electrode threshold levels, and most
comfortable levels were set to match the CI listeners’ every-
day clinical settings. The sentences were presented at a com-
fortable level, which was chosen by each CI listener.2

Like the electrical stimuli, the sentences for the acoustic
stimuli for the NH listeners were pre-emphasized. The same
procedure was used to select corner frequencies for matched
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and unmatched frequency-to-place conditions. The signal
was filtered into N bands by fourth-order Butterworth filters
and the Hilbert envelope of the bands was calculated. Each
speech envelope was multiplied by a narrowband white
noise. The noises had a bandwidth and center frequency cor-
responding to the assumed logarithmic spacing of channels
�see Table I, M12N12�. The N speech-envelope-modulated
noise bands were then summed over the bands into an acous-
tic stimulus. The sampling rate of the vocoded sentences was
44.1 kHz. The acoustic stimuli were normalized to have ap-
proximately the same energy. Sentences were presented at
approximately 75 dB �A� SPL.3 Because the noise vocoder
introduced random noise to the stimuli, the level of the
stimuli was not precisely controlled. The level varied by as
much as �0.5 dB on a given sentence.

3. Procedure

The task of the listener was to verbally repeat the five
words of the OLSA sentences in blocks where the upper-
frequency boundary index, M, and number of channels, N,
were fixed. No feedback was provided and listeners were
encouraged to guess if they were not sure about the correct
words, although they were cautioned not to provide the same
response for each guess. An experimenter, in the same room
as the listener, recorded the number of correct words. At the
beginning of each block, ten sentences were presented in
quiet so that listeners could adapt to stimulus characteristics
that changed from the stimulus processing �e.g., different

frequency information or differently warped spectral con-
tent�. After the initial ten sentences, listeners showed no or
insignificant learning over the block. The effects of learning
from feedback training over several blocks are explored in
experiment 2. Within each block, sentences were presented at
four SNRs in random order. The sentences were presented in
quiet and at SNR=+10, +5, and 0 dB. Twenty repetitions
were presented for each SNR. Thus, including the ten sen-
tence adaptation period, 90 sentences were presented in each
block. The subjects had their own randomly generated sen-
tences, meaning that sentences were different from trial to
trial and listener to listener. The percent correct �Pc� was
calculated from the number of correct words in each five-
word sentence from the last 80 sentences. A single block
took approximately 15–20 min to complete.

Listeners were procedurally trained without feedback on
the M12N12 condition until stable performance was achieved
and the procedural training period was finished �4–14
blocks�. After the M12N12 condition was completed, listeners
were presented the other 17 conditions in random order. The
randomization of condition order also helped minimize any
learning effects for the experiment.

4. Listeners and equipment

Seven CI listeners were tested in this experiment and all
were native German speakers. The etiologies of the CI lis-
teners are shown in Table II. All were unilaterally implanted,
except CI13, who was bilaterally implanted. All seven

FIG. 1. Different frequency-to-
tonotopic place mappings used in
this experiment. Panel �a� shows the
baseline condition M12N12, where fre-
quencies 300–8500 Hz of the speech
signal are mapped to 12 channels, es-
sentially the same as the normal clini-
cal mapping. Panel �b� shows the
M6N6 condition, a matched condition
where the spectral content is low-pass
filtered, but unwarped from the normal
clinical mapping. Panel �c� shows a
compression of full spectral content to
a limited set of 6 channels. Panel �d�
shows an expansion of limited spectral
content to a full set of 12 channels.
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listeners used Med-El 12-electrode implants: four CI listen-
ers used the C40+ implant and three CI listeners used the
Pulsar implant. In everyday listening, the C40+ users wear
the Tempo+processor with the CIS+strategy and the Pulsar

users wear the OPUS processor with the FSP strategy. In the
experiments, all the listeners were presented with the CIS
strategy implemented on a laboratory computer. More details
on the Med-EL C40+ can be found in Zierhofer et al. �1997�.

TABLE I. Center frequency, bandwidth, and octave shift for each band for each combination of M and N.

M N Channel 1 2 3 4 5 6 7 8 9 10 11 12

12 12 Center �Hz� 348 460 608 804 1062 1403 1854 2449 3236 4276 5651 7467
BW �Hz� 96 128 168 223 294 388 513 678 896 1184 1565 2067

Shift �8ve� ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯

10 12 Center �Hz� 339 428 540 681 859 1084 1367 1724 2175 2743 3460 4364
BW �Hz� 78 99 125 158 198 251 315 399 503 634 799 1009

Shift �8ve� 0.04 0.11 0.17 0.24 0.31 0.37 0.44 0.51 0.57 0.64 0.71 0.77
8 12 Center �Hz� 331 398 480 578 696 838 1008 1214 1462 1760 2120 2552

BW �Hz� 61 74 89 107 129 155 186 225 271 326 393 472
Shift �8ve� 0.07 0.21 0.34 0.48 0.61 0.74 0.88 1.01 1.15 1.28 1.41 1.55

6 12 Center �Hz� 323 371 426 490 563 647 744 856 983 1130 1300 1494
BW �Hz� 45 51 60 68 78 90 104 119 136 158 181 207

Shift �8ve� 0.11 0.31 0.51 0.71 0.92 1.12 1.32 1.52 1.72 1.92 2.12 2.32
12 10 Center �Hz� 360 503 702 981 1370 1914 2674 3736 5220 7292

BW �Hz� 119 167 232 325 454 634 886 1238 1729 2416
Shift �8ve� −0.05 −0.13 −0.21 −0.29 −0.37 −0.45 −0.53 −0.61 −0.69 −0.77

10 10 Center �Hz� 348 460 608 804 1062 1403 1854 2449 3236 4276
BW �Hz� 96 128 168 223 294 388 513 678 896 1184

Shift �8ve� ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯

8 10 Center �Hz� 338 422 528 659 824 1029 1286 1607 2008 2510
BW �Hz� 75 94 117 146 183 228 285 357 446 557

Shift �8ve� 0.04 0.12 0.20 0.29 0.37 0.45 0.53 0.61 0.69 0.77
6 10 Center �Hz� 328 387 457 541 639 755 893 1055 1247 1474

BW �Hz� 55 64 76 91 106 126 149 176 208 246
Shift �8ve� 0.09 0.25 0.41 0.57 0.73 0.89 1.05 1.21 1.38 1.54

12 8 Center �Hz� 378 574 872 1324 2012 3055 4640 7048
BW �Hz� 156 236 359 546 829 1258 1912 2904

Shift �8ve� −0.12 −0.32 −0.52 −0.72 −0.92 −1.12 −1.32 −1.53
10 8 Center �Hz� 363 514 728 1031 1461 2069 2931 4152

BW �Hz� 125 177 251 356 503 714 1010 1432
Shift �8ve� −0.06 −0.16 −0.26 −0.36 −0.46 −0.56 −0.66 −0.76

8 8 Center �Hz� 348 460 608 804 1062 1403 1854 2449
BW �Hz� 96 128 168 223 294 388 513 678

Shift �8ve� ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯

6 8 Center �Hz� 335 413 509 627 773 952 1174 1447
BW �Hz� 70 86 106 130 161 198 245 301

Shift �8ve� 0.05 0.16 0.26 0.36 0.46 0.56 0.66 0.76
12 6 Center �Hz� 412 720 1256 2193 3828 6684

BW �Hz� 224 391 682 1191 2080 3632
Shift �8ve� −0.24 −0.65 −1.05 −1.45 −1.85 −2.25

10 6 Center �Hz� 389 619 985 1566 2492 3964
BW �Hz� 177 283 449 714 1137 1808

Shift �8ve� −0.16 −0.43 −0.70 −0.96 −1.23 −1.50
8 6 Center �Hz� 368 533 773 1121 1625 2356

BW �Hz� 135 196 284 411 597 865
Shift �8ve� −0.08 −0.21 −0.35 −0.48 −0.61 −0.75

6 6 Center �Hz� 348 460 608 804 1062 1403
BW �Hz� 96 128 168 223 294 388

Shift �8ve� ¯ ¯ ¯ ¯ ¯ ¯

4 4 Center �Hz� 348 460 608 804
BW �Hz� 96 128 168 223

Shift �8ve� ¯ ¯ ¯ ¯

14 12 Center �Hz� 359 500 697 970 1351 1882 2622 3652 5086 7084 9867 13744
BW �Hz� 118 164 229 318 444 618 861 1199 1670 2326 3240 4513

Shift �8ve� −0.04 −0.12 −0.20 −0.27 −0.35 −0.42 −0.50 −0.58 −0.65 −0.73 −0.80 −0.88
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The stimuli were presented via a Research Interface
Box, developed at the University of Innsbruck, Austria. For
the one bilateral CI user, CI13, the stimuli were presented to
the better ear, which was the left. One listener, CI15, had
only the 11 most-apical electrodes activated in her clinical
setting. In her case, all the conditions with M =12 or N=12
were replaced by M =11 or N=11 respectively, but her data
is analyzed and plotted as it were the M =12 or N=12 con-
dition.

Six NH listeners were tested in this experiment. All the
listeners were native German speakers except two of the NH
listeners. These two listeners were fluent in German and
showed no difference in performance compared to the native
German speakers. Two NH listeners �NH2, a native German
speaker, and NH10, a native English speaker� were the au-
thors of the paper. They had extensive training with the
OLSA material for several different processing conditions
before data were taken. All six NH listeners had normal hear-
ing according to standard audiometric tests. Since none of
the NH listeners had an asymmetric hearing loss, the right
ear was used for all of them. They were presented sentences
over headphones �Sennheiser HDA200�, after amplification
from a headphone amplifier �TDT HB6� and passing a pro-
grammable attenuator �TDT PA4�. The subjects were seated
in a double-walled sound booth.

B. Matched conditions

1. Results

Figure 3 shows the mean Pc scores of the CI and NH
listeners for the matched conditions. For these conditions,
the upper boundary of the matched stimulation range was
varied by changing the number of channels �electrodes for
CIs and analysis bands for NHs�. The horizontal axis shows
the number of matched channels, where N=M, and is re-
ferred to as N�. The additional horizontal axis at the top
shows the corresponding upper-frequency boundary. Note
that our definition of “changing the number of channels”
does not change the inter-channel distance as the phrase is
usually applied in other studies �e.g. Shannon et al., 1995�.
The CI listeners were split into two groups: a high-

FIG. 2. An illustrative matrix of conditions tested in experiment 1. In total
there are 18 different conditions tested, which vary the upper-frequency
boundary index �M� or the number of channels �N�.

TABLE II. Bibliographic data of the CI listeners.

Subject Etiology
Age
�yr�

Duration of deafness
�yr�

Implant use
�yr�

Hearing aid use
�yr� Implant type

Insertion depth
�mm�

Cl13 Progressive 58 1 8 0.5 C40+ ?
Cl14 Progressive 67 11 6 15 C40+ 30.0
Cl15 Unknown 73 30 6 30 C40+ 30.0
Cl16 Progressive 54 8 1 30 Pulsar 21.0
Cl17 Morbus Meniere 59 1 1.5 14 Pulsar 32.0
Cl18 Progressive 49 11 2 33 Pulsar 30.0
Cl19 Progressive 62 14 5 22 C40+ 33.0

FIG. 3. �Color online� Percent correct scores as a function of matched
channels N� �N=M� for five high-performance CI listeners �upper-left
panel�, six NH listeners �upper-right panel�, and two low-performance CI
listeners �bottom panels�. The upper panels have errors bars that are two
standard deviations in length.
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performance group and a low-performance group. The high-
performance CI group �upper-left panel� consists of five CI
listeners and each had Pc�90% for M12N12 in quiet, com-
parable to the NH listeners �upper-right panel�. The low-
performance CI group �lower two panels� consists of listen-
ers CI17 and CI19 and had Pc�75% for M12N12 in quiet.
The error bars are two standard deviations in overall length.

The performance improved with increasing N� for both
the CI and NH listeners for every SNR. The effects of the
factors N� and SNR were analyzed by a two-way repeated-
measures analysis of variance �RM ANOVA�, performed
separately for the group of CI listeners �n=7� and the group
of NH listeners �n=6�. For all analyses based on ANOVA
described in this paper, the Pc scores were transformed using
the rationalized arcsine transform proposed by Studebaker
�1985� to not violate the homogeneity of variance assump-
tion required for an ANOVA.

For the CI listeners, the main effects were highly signifi-
cant for N� �F�4,114�=74.4; p�0.0001� and SNR
�F�3,114�=98.8; p�0.0001�, but there was no interaction
between the two factors �F�12,114�=0.57; p=0.86�. For the
NH listeners, the main effects were also highly significant
for N� �F�4,95�=129.9; p�0.0001� and SNR �F�3,95�
=214.6; p�0.0001�. In contrast to the CI listeners, there was
a highly significant interaction between the two factors
�F�12,95�=4.94; p�0.0001�, reflecting the smaller im-
provement with increasing N� at the higher SNR, which may
indicate a ceiling effect.

Helmert contrasts �Chambers and Hastie, 1993� were
calculated to determine the level of the factor N� above
which no further improvement in performance occurs. Helm-
ert contrasts test the difference of the performance between a
given N� and the average performance of all the higher N�.
For example, the percent correct for N�=6 �Pc�N6��� can be
compared to the average percent correct for N�=8, 10, and

12 �P̄c�N�6� ��. This method has the advantage of a greater
statistical power when compared to adjacent N� compari-
sons. The contrasts were calculated separately for each SNR.

For all seven CI listeners, increasing N� resulted in a
significant improvement of performance up to N�=8 in quiet

and at the +5-dB SNR �Pc�N6�� vs P̄c�N�6� �: largest p

=0.0001; Pc�N8�� vs P̄c�N�8� �: smallest p=0.061�. At the +10-
and 0-dB SNRs, performance improved up to N�=10

�Pc�N8�� vs P̄c�N�8� �: largest p=0.013; Pc�N10� � vs Pc�N12� �:
smallest p=0.44�. Said differently, the upper-frequency
boundary can be reduced without a significant decrease in
performance from 12 to 8 or 10 channels, depending on the
SNR. For the five high-performance CI listeners at the three
larger SNRs, reducing N� from 12 to 8 resulted in an average
decrease in Pc of 4.9%. For the two low-performance CI
listeners, the performance either dropped exceptionally
quickly �CI17� or slowly �CI19� when the number of chan-
nels decreased below ten.

For the NH listeners, increasing N� resulted in a signifi-
cant improvement of performance up to N�=8 in quiet

�Pc�N6�� vs P̄c�N�6� �: largest p=0.004; Pc�N8�� vs P̄c�N�8� �:

smallest p=0.89� and up to N�=10 for all conditions with

noise �Pc�N8�� vs P̄c�N�8� �: largest p=0.011; Pc�N10� � vs
Pc�N12� �: smallest p=0.63�.

2. Discussion

Speech understanding of CI listeners was found to im-
prove significantly when the number of matched channels
increased up to eight to ten, which corresponds to an upper
boundary of the stimulation range of about 2.8 to 4.9 kHz. A
different way of interpreting this result is that speech under-
standing did not decrease substantially when the number of
matched channels was reduced to the eight to ten apical-most
channels depending on the SNR. All CI listeners showed
decreasing performance with decreasing SNR, but the effect
of the stimulation range was similar at each SNR. The NH
listeners, listening to vocoded speech, showed improvements
in performance up to eight channels in quiet and up to ten
channels for the conditions with noise. Considering the simi-
lar improvements in Pc above N� equal eight for the CI and
NH listeners, the “critical” upper boundary of the stimulation
range above which the performance saturates was quite simi-
lar for the two groups. This comparison is of course based on
the assumption that the NH results at higher SNRs were not
affected by the ceiling.

Most studies on the effect of the number of channels on
speech understanding with CIs involve varying the number
of electrodes over a fixed stimulation range. Thus, the CI
listeners’ results for the matched condition can be compared
only with NH results. The NH listeners’ performance as a
function of N� is roughly in line with predictions of the
speech intelligibility index �SII� model �ANSI standard,
1997�, using frequency importance functions for either aver-
age speech or CID-22 words. We avoided, however, a quan-
titative comparison with the SII model since an appropriate
frequency-importance function seems to be unavailable for
the OLSA sentences. Furthermore, the comparison may be
complicated by the fact that the SII is based on normal rather
than vocoded speech, even though Faulkner et al. �2003�
have argued that the relative �but not the absolute� values of
the SII weights as a function of frequency should not depend
on the degree of frequency selectivity. Interestingly, the SII
model predictions are not higher than the performance ob-
tained for vocoded speech. This may be surprising, consid-
ering that vocoder processing represents spectral smearing, a
manipulation well known to hinder speech understanding
�Boothroyd et al., 1996; ter Keurs et al., 1992, 1993; Baer
and Moore, 1993, 1994�. However, differences in the overall
intelligibility of the sentence materials should be taken into
account. For unprocessed speech at the 0-dB SNR, NH lis-
teners score near 100% in case of the OLSA test �Wagener
et al., 1999c� and around 90% in case of the CID-22 test
�Studebaker and Sherbecoe, 1991�. Thus, the higher intelli-
gibility of the OLSA material may have compensated for
potentially detrimental effects of channel vocoder process-
ing. In summary, the effect of varying the upper boundary of
the matched stimulation range on speech understanding was
found to be quite comparable between our CI listeners and
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our NH listeners listening to an acoustic CI simulation,
which is in rough agreement to the SII.

C. Unmatched conditions

1. Results

Figure 4 compares conditions vertically in our matrix of
conditions seen in Fig. 2. It shows �Pc, the change in Pc

from the matched conditions, as a function of number of
channels in each panel. Therefore, the matched condition,
which is indicated by the dotted vertical line in each panel,
has exactly zero �Pc and no error bars. The data are plotted
as a difference to better identify relative trends and to com-
bine the high-performance and low-performance CI listeners.
Note that on this plot the points to the left of the dotted line
represent conditions with less channels for a fixed upper-

frequency boundary, hence a compressed frequency-to-place
map. Points to the right of the dotted line represent condi-
tions with increased frequency resolution, namely with more
channels, hence an expanded map. Arcsine-transformed Pc

values �not �Pc, the points plotted in Fig. 4� were analyzed
with a three-way RM ANOVA �factors N, M, and SNR� in-
cluding Tukey’s post-hoc tests. In Fig. 4, open symbols show
no significant difference from the matched condition with the
post-hoc tests; closed symbols show a significant difference
at the 0.05 level.

Figure 4 shows that the matched condition was often the
best, although there were several conditions that were not
significantly different from the matched condition. Signifi-
cant decreases from the matched condition occurred only for
conditions that were more than plus or minus two channels

FIG. 4. �Color online� Percent correct
scores relative to the matched condi-
tions �shown by the vertical dotted
line� vs the number of channels �N�
for a fixed upper-frequency boundary
and spectral content �M�. Open sym-
bols show no significant difference
from the matched case. Closed sym-
bols show a significant difference from
the matched case �p�0.05�. The
matched case was often the best case.
Significant decreases were seen for
changes of more than two channels
from the matched cases.
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relative to the matched condition. Furthermore, conditions
where M =12 and 10 had many more significant decreases
than M =8 and 6.

For M =12, there was no significant interaction between
N and SNR for the CI listeners in a two-way RM ANOVA
�F�9,96�=0.56; p=0.83�. However, there was a significant
interaction for the NH listeners �F�9,80�=3.59; p=0.001�.
Similarly, for M =10, there was no significant interaction be-
tween N and SNR for the CI listeners �F�9,96�=0.29; p
=0.98� but there was for the NH listeners �F�9,80�=4.53;
p�0.0001�. It could not be determined whether this interac-
tion for the NH listeners was a ceiling effect or a true asymp-
tote. For M =8, both CI �F�9,96�=0.16; p=1� and NH �
F�9,80�=1.49; p=0.17� listeners showed no significant in-
teraction between N and SNR. Similarly, for M =6, there was

no significant interaction between N and SNR for CI
�F�9,96�=0.43; p=0.92� and NH listeners �F�9,80�=0.47;
p=0.83�.

Figure 5 shows �Pc as a function of M, comparing con-
ditions horizontally on our matrix of conditions seen in Fig.
2. Note that on this plot the points to the left of the dotted
line represent conditions with a decreased frequency range
compared to the matched condition �spectral expansion� and
points to the right of the dotted line represent conditions with
an increased frequency range �spectral compression�.

Again, significant decreases from the matched condition
occurred only for conditions that were more than plus or
minus two M relative to the matched condition. This corre-
sponds to a frequency shift of 0.77 octaves, plus or minus,
for the most basal electrode used in presenting the speech

FIG. 5. �Color online� Percent correct
scores relative to the matched condi-
tion �shown by the vertical dotted line�
vs the amount of spectral content �M�
for a fixed channel number �N�. Open
symbols show no significant differ-
ence from the matched case. Closed
symbols show a significant difference
from the matched case. The matched
case was often the best case. Signifi-
cant decreases were seen for changes
of more than two frequency boundary
indices �M� from the matched cases.

2302 J. Acoust. Soc. Am., Vol. 123, No. 4, April 2008 Goupell et al.: Spectral mapping in cochlear implant speech



information. There was a significant interaction between M
and SNR for N=12 for the NH listeners �F�9,80�=3.71; p
=0.001� but not for the CI listeners �F�9,96�=0.56; p
=0.83�. No other values of N showed a significant interac-
tion.

To directly compare the baseline condition M12N12 to
conditions that have M �12 and N�12 electrodes, and are
unmatched �N�M�, differences between the baseline condi-
tion and all 18 conditions can be seen in Table III. The dif-
ference between M12N12 and all other conditions was aver-
aged over all four SNRs. Negative values show an average
decrease from the baseline condition. The p values were de-
termined by Tukey’s post-hoc comparisons. For both CI and
NH listeners, conditions M10N12, M12N10, M10N10, and
M8N10 were not different from M12N12. An additional con-
dition, M14N12, was not different for the NH listeners only
and will be discussed in Sec. II D. To summarize Table III,
even though several of these conditions showed no signifi-
cant decrease from the nearest matched condition �e.g.,
M10N8 is not significantly different than M10N10 and M8N8

for all SNRs�, most of them showed a decrease from the
baseline M12N12 condition.

Lastly, we observed the interaction of N and M for fixed
SNRs. There were highly significant effects for each SNR for
the single factors N and M, and also the interactions between
N and M �largest p=0.001�.

2. Discussion

There was considerable agreement in the relative trends
of the unmatched conditions between the three groups of
listeners �high-performance CIs, low-performance CIs, and
NHs�. The CI listeners showed most of the trends that were
seen for the NH listeners. However, there was one notable
difference between the NH and CI listeners for fixed M

=10 or 12 or fixed N=10 or 12. For these conditions, at the
larger SNRs, the NH listeners had relatively larger values of
�Pc than the CI listeners. Either NH listeners were not hin-
dered as much as CI listeners for large spectral shifts and
high SNRs, which can be seen in the top two panels of Figs.
4 and 5, or this difference was due to an effect of the ceiling
of Pc.

Our results for both the CI and NH groups showed that
varying the number of channels �N� by two caused no sig-
nificant decrease in speech understanding performance com-
pared to the nearest matched condition for a fixed upper-
frequency boundary or fixed spectral content. This also held
true for applying a gradually increasing spectral shift for a
fixed number of channels, either by spectral compression or
expansion. However, this was only possible while the upper-
frequency boundary was shifted by no more than 0.77 oc-
taves. Note that it was not possible to combine this result
with the results from the matched conditions. For example,
changing M10N10, a condition that showed no difference in
the matched analysis to M12N12, to M10N8 caused significant
decreases in performance compared to M12N12. Therefore,
there were only three conditions that were not different from
the baseline for the unmatched conditions, M12N10, M10N12,
and M8N10.

The auditory system seemed to be able to fully accom-
modate small frequency shifts when the task is to understand
speech. This result is similar to other experiments on
frequency-warped speech material. For example, Başkent
and Shannon �2003, 2004� used expansions and compres-
sions where the frequency information at the center electrode
was fixed and had a range of shifts from 0.25 octaves to 1
octave for the most apical and basal electrodes. Only the
smallest shifts of 0.25 octaves did not significantly decrease
sentence recognition scores. Therefore it seems that subjects

TABLE III. Percent correct differences between the baseline M12N12 condition and the other conditions aver-
aged over all four SNRs. The p values were found from Tukey’s post-hoc tests from a three-way RM ANOVA.
Values not different from the baseline �p�0.05� are marked in bold.

Condition

CI NH

Difference �%� p Difference �%� p

M12N12 ¯ ¯ ¯ ¯

M10N12 1.89 1 0.50 1
M8N12 −17.25 �0.0001 −9.04 �0.0001
M6N12 −44.68 �0.0001 −30.21 �0.0001
M12N10 −8.86 0.152 −4.54 0.052
M10N10 −1.75 1 0.29 1
M8N10 −9.29 0.126 −4.17 0.299
M6N10 −30.61 �0.0001 −25.04 �0.0001
M12N8 −28.71 �0.0001 −11.75 �0.0001
M10N8 −15.00 �0.0001 −5.29 0.034
M8N8 −11.04 0.016 −6.67 0.004
M6N8 −21.39 �0.0001 −13.21 �0.0001
M12N6 −41.79 �0.0001 −22.00 �0.0001
M10N6 −40.54 �0.0001 −17.87 �0.0001
M8N6 −22.00 �0.0001 −11.67 �0.0001
M6N6 −24.89 �0.0001 −14.96 �0.0001
M4N4 −38.25 �0.0001 −28.50 �0.0001

M14N12 −16.00 �0.0001 0.21 1
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can tolerate our spectral warping with higher octave shifts of
0.77 octaves because only the high-frequency information
was shifted by such a large amount.

Note that there were exceptions for individuals to our
spectral warping results. Compared to the matched case,
some CI listeners showed significant decreases4 when a 0.77
octave shift was applied to the spectral information, either by
changing the number of electrodes or amount of spectral
content via the upper-frequency boundary. However, there
were also cases of significantly increased speech understand-
ing for deviations from the matched condition. Numerous
significant increases were seen for CI18 when the frequency
resolution was increased �N�M� with an expanded
frequency-to-place mapping. In fact, CI18’s best speech un-
derstanding occurred for M10N12, not the matched M12N12

condition. On average across the entire population of listen-
ers, M10N12 appeared to be a slightly better map than M12N12

as shown by the small but insignificant gains seen in Table
III.

It was shown that there was a significant interaction be-
tween N and M for fixed SNRs. This is contrary to the results
of Fu and Shannon �1999a� that showed no interaction be-
tween frequency resolution and frequency allocation. It ap-
pears that a constant tonotopic shift along the basilar mem-
brane �in mm� is a different manipulation from the spectral
warping that we performed. Therefore, unlike Fu and Shan-
non’s, our spectral manipulation appears not to have orthogo-
nal bases.

Figures 4 and 5 show asymmetric decreases in perfor-
mance when the spectral range or the number of channels
was changed. Decreasing the spectral range or number of
channels was more detrimental to understanding speech than
increasing the spectral range or number of channels, as
shown in the number and magnitude of significant decreases
from the matched conditions. Said another way, removing
information reduced scores more than adding information
despite having similar octave shifts. For example, in Fig. 5,
the top panels show that decreasing the upper-frequency
boundary and removing spectral content from M =12 to 6
when N=12 decreases Pc by up to 50%, whereas the bottom

panels show that adding spectral content from M =6 to 12
when N=6 decreases Pc by only 25% or less. This is a prom-
ising result for the extended frequency range condition,
which adds spectral content to include frequencies above
8.5 kHz.

D. Extended frequency range

An additional condition, referred to as the extended fre-
quency range condition �M14N12�, was included in this ex-
periment. This condition maps the frequencies ranging from
f lower=300 Hz1 to fupper=16,000 Hz to the full range of
available channels. See Table I for corner frequencies and
octave shifts for this condition. It was tested to examine the
effects of the inclusion of higher frequencies that contain no
important speech cues but are known to be important for
sound source localization in the vertical planes for NH lis-
teners. It was hypothesized that listeners would have no deg-
radation in performance due to spectral warping because the
most basal electrode was shifted by only −0.88 octaves,
close to −0.77 octave shift found to be acceptable from the
previous section. The next largest warping tested in this ex-
periment was −1.55 octaves and was found to cause signifi-
cant decreases in speech understanding.

The results comparing M14N12 to M12N12 can be seen in
Table IV. Significance values were determined from a one-
way RM ANOVA for each SNR. For the CI listeners, the
performance for M14N12 decreased significantly compared to
M12N12 in quiet �mean decrease of 11.3%� and for the
+10-dB SNR �mean decrease of 15.7%�. There were de-
creases of 15.0% and 20.4% for the +5- and 0-dB SNR con-
ditions, respectively, but they were not significant. The rea-
son that these decreases were not significant was the large
variance of the average performance for the group of CI
listeners in the noisier conditions, which can be seen in the
standard deviations in Table IV. For the NH listeners, the
performance for M14N12 was not significantly different from
M12N12 for all four SNRs.

The difference between the CI and NH listeners could be
due to the ceiling effect that may be affecting the NH listen-

TABLE IV. Comparison of the performance in percent correct between the baseline condition �M12N12� and the
extended frequency range condition �M14N12� for all four SNRs. The p values were found by one-way RM
ANOVAs.

CI
SNR �dB�

M12N12 M14N12

Difference pAverage Stand. Dev. Average Stand. Dev.

Quiet 90.57 8.79 79.29 13.50 −11.29 0.002
+10 87.86 9.19 72.14 15.14 −15.71 0.004
+5 76.86 15.94 61.86 22.14 −15.00 0.064
0 56.86 16.22 36.43 26.44 −20.43 0.054

NH
SNR �dB�

M12N12 M14N12

Difference pAverage Stand. Dev. Average Stand. Dev.

Quiet 98.50 1.76 98.67 1.03 0.17 0.72
+10 98.00 1.55 97.83 1.17 −0.17 0.41
+5 96.67 3.01 95.17 4.45 −1.50 0.43
0 85.33 4.08 88.33 3.98 3.00 0.19
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ers, which has been hinted at in the data of the matched and
unmatched sections. However, the CI listeners did not show
this possible ceiling effect. Therefore, if the speech material
were more difficult, the NH listeners might have also shown
significant decreases for the extended frequency range con-
dition compared to the baseline. Another reason for this dis-
crepancy between the groups of listeners could be that CI
listeners are less resistant to spectral warping than NH lis-
teners as seen in Figs. 4 and 5. All the p values in Table IV
were on the verge of significance, implying that a spectral
shift of −0.88 octaves was just enough to cause a significant
difference. It may be the case that a slightly smaller shift
closer to −0.77 octaves would not cause a substantial de-
crease in this experiment. Thus it may be possible to obtain a
condition without a significant decrease in performance if
frequencies up to 14.5 kHz, which corresponds to a −0.74
octave shift for the most basal electrode, were used.

III. EXPERIMENT 2

As mentioned in the Introduction, the importance of
training with different frequency-to-place maps is well
known �Rosen et al., 1999; Fu et al., 2002; Fu et al., 2005�.
For example, Başkent and Shannon �2006� showed no im-
provement in speech understanding when maps were altered
to reassign information around dead regions in NH simula-
tions. However, in a subsequent study, Smith and Faulkner
�2006� showed significant learning with extended training,
reducing the problem of holes in hearing and coming to the
opposite conclusion as Başkent and Shannon. Furthermore,
the results of experiment 1 could have been confounded by
the possibility that subjects require more perceptual learning
to obtain an asymptote in performance for conditions involv-
ing spectral shift than for conditions involving no shift. For
example, the matched condition M6N6 involves no spectral
warping from the clinical setting, whereas the unmatched
conditions M6N12 and M12N6 involve large shifts of spectral
information for the most basal electrodes. This experiment
studied the time course of perceptual learning with three se-
lected conditions from experiment 1, one without spectral
warping and two with warping. While previous studies have
shown a stronger learning effect for shifted-speech stimuli
compared to unshifted stimuli, these results may not be ap-
plicable to the unmatched conditions of experiment 1. A ma-
jor difference is that these studies applied a constant shift
across the signal spectrum, whereas we apply a shift that
gradually increases with frequency starting at approximately
zero shift at the lower frequency end. Thus, there is less shift
in the lower spectral region, which is considered to be most
important for speech perception. The main goal of the
present experiment is to estimate to what extent the relative
differences between the results obtained for the unmatched
and the matched conditions may change if the subjects are
provided with feedback training over several sessions.

A. Methods

Three of the normal-hearing listeners �NH2, NH5, and
NH10� that participated in experiment 1 performed this ex-
periment. Three mapping conditions were tested, namely

M6N6, M6N12, and M12N6—conditions representative of the
matched, expanded, and compressed conditions, respectively
�see Table I�. The condition without spectral warping was
included to separate the adaptation to vocoded speech in gen-
eral from the adaptation to the spectral warping. While all
three conditions may involve vocoded-speech adaptation,
only the unmatched conditions involve spectral-warping ad-
aptation.

We trained and tested two different conditions in a
single test. We felt this was justified by Dorman and Dahl-
strom �2004� who showed listeners probably using two
speech maps simultaneously and Hofman et al. �1998� who
showed that at least two localization maps could be mutually
utilized by subjects. First, the M6N6 condition was tested
with the M6N12 condition. Each subject completed a total of
eight experimental sessions. After data were taken for these
two conditions, the M6N6 condition was tested with the
M12N6 condition. Within one session, feedback training and
subsequent testing was performed for both signal conditions.
The order of matched and unmatched blocks was randomly
chosen for each session. Each block consisted of ten sen-
tences in quiet for the initial listener adaptation, followed by
80 sentences �the four SNRs used in experiment 1 presented
in random order�. The sentences were different from trial to
trial, but, in contrast to experiment 1, they were not different
from listener to listener. The reason for this was to determine
if certain words affect the results of the sentence tests. In the
feedback training runs, each sentence was displayed on a
computer screen, followed by a gap of 500 ms with subse-
quent acoustic presentation of the sentence. The subjects ini-
tiated each successive trial by pressing a button. All other
aspects of the experiment were the same as in experiment 1.

B. Results

Figure 6 shows the results of experiment 2 averaged
over the three listeners. Each plot depicts Pc as a function of
session number. The baseline session, labeled as 0, repre-
sents the acute data from these three listeners taken in ex-
periment 1. Only eight sessions for the matched M6N6 con-
dition �taken from the first test group of M6N6 and M6N12�
are shown because learning had saturated after the first eight
sessions, which is supported below. Qualitatively, it seems
that there was a training effect and more learning seems pos-
sible for M6N12 �left panel�, the learning seems to have satu-
rated for M6N6 �middle panel�, and that there was no learn-
ing for M12N6 �right panel�. To determine the significance of

FIG. 6. �Color online� Results from experiment 2 showing percent correct
vs session number averaged over three NH listeners. Session 0 contains the
baseline data from experiment 1. Sessions 1–8 are from experiment 2.
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the learning effect, we compared the acute measurements
from experiment 1 and the average of the last three measure-
ments in a two-way RM ANOVA �factors SNR and session
�four��. Two conditions showed significant learning: M6N6

�p�0.0001� and M6N12 �p�0.0001�. However, the M12N6

condition did not show significant learning �p=0.098�. This
agrees with the interaction analysis in a three-way RM
ANOVA �factors SNR, session �all nine�, and condition�. The
interaction between conditions M6N6 and M6N12, the condi-
tions with learning, and session number, was insignificant
�p=0.069�. However, the interaction between conditions
M6N6 and M12N6 and session number was significant �p
=0.011�. The M6N6 condition was tested twice, eight ses-
sions with M6N12 and eight sessions with M12N6. The last
three sessions of each were compared and the difference be-
tween them was insignificant �p=0.51�. Therefore, learning
had truly saturated for M6N6 after the first eight sessions.

For the two conditions with learning, the session number
where significant learning occurs was determined by Helmert
contrasts. For the matched condition, significant learning was
seen up to the second session �session 1 vs later: p=0.002,
session 2 vs later: p=0.36�. For the expanded condition, sig-
nificant learning was seen up to the third session �session 2
vs later: p=0.007, session 3 vs later: p=0.17�.

Comparisons between matched and unmatched condi-
tions are most important for this study. First, comparisons
between the matched M6N6 condition and the unmatched
conditions were done. For the acute measurements, there was
a significant decrease between the matched condition and
each of the compressed and expanded conditions �see, Figs.
4 and 5 or Table III�. For the three measurements at the end
of the training, there continued to be a significant decrease
between the matched and expanded conditions �p�0.0001�
and between the matched and compressed conditions �p
�0.0001�. This is to be expected between M6N6 and M12N6

because the compressed condition showed no significant
learning. However, it is noteworthy that the M6N12 condi-
tion, although having showed learning, did not improve
enough to remove the difference from the M6N6 condition.

Second, comparisons between the baseline condition,
M12N12, and the three conditions tested in experiment 2 were
done. Note that all listeners were trained on M12N12 until
stable performance was achieved. For the three NH listeners
used in this experiment, there was always a significant dif-
ference between M12N12 and the tested conditions in the
acute testing. After the training, all three conditions still
showed significant decreases from M12N12 �p�0.0001 for
all three comparisons�.

As a final note, one difference between experiments 2
and 1 is that experiment 2 used the same sentences for all
three listeners. It was found that listeners’ Pc values were not
significantly correlated over the session number. Therefore,
certain words or configurations of words in the OLSA sen-
tences did not significantly affect the outcome of the test.

C. Discussion

After two or three training sessions with feedback, the
listeners obtained scores that were only marginally lower �on
average across the listeners� than those after eight training

sessions with feedback. Qualitatively, the improvement for
the M6N6 condition appears to have saturated. The M12N6

condition showed no significant improvement. However, the
M6N12 condition may still have been improving. We cannot
say whether there would be further improvement over
months of training as suggested by Fu et al. �2002�. Never-
theless, we can say that feedback training seems to be very
helpful before testing different frequency-to-place mappings
�matched and unmatched�, even if it is only a couple of ses-
sions. The data of Fu et al. �2002� showed that the biggest
gains were within the first few days of training, similar to our
data. A major difference between these two studies is that the
CI listeners in Fu et al. used a shifted-spectral map all day
long, whereas our NH listeners heard warped sentences for
an hour a day. Rosen et al. �1999� and Fu et al. �2005� also
showed the largest improvements within the first few testing
sessions for spectrally-shifted material.

There was no evidence that listeners learn differently
between the matched M6N6 condition and the unmatched
M6N12 condition. This is contrary to the studies of Rosen
et al. �1999� and Fu et al. �2005� who found that there was
less learning for the matched condition than for the un-
matched condition. A major difference between those studies
and our study is the type of shift. We held the lower-
frequency boundary constant for each listener, which in-
volves less shift at lower frequencies that are more important
for speech understanding. Interestingly, the compressed con-
dition, M12N6, was resistant to learning for our listeners. The
reason for the difference between the compressed and ex-
panded conditions might be that there is improved resolution
of the formants for the expanded condition, which can be
adapted to even if the tonotopic place of formant presenta-
tion has been altered. However, reducing the resolution of
the formants cannot be adapted to when the speech is repre-
sented in six channels. Also note that in Table I the octave
shifts for the lowest channels are slightly larger for the com-
pressed condition, M12N6, which may have also contributed
to the difference in learning.

Even though there was a difference in learning between
the compressed condition and the matched and expanded
conditions, both of the latter conditions were still signifi-
cantly lower than the baseline condition. Hence, the results
from experiment 2 give insight to adaptation of speech un-
derstanding under different matched, expanded, and com-
pressed frequency-to-place maps. Nonetheless, we need to be
cautious about these results. First, only three NH listeners
were used, no CI listeners. Next, eight sessions was possibly
not a sufficient training period for the expanded M6N12 con-
dition; longer testing periods should be attempted in the fu-
ture. Last, the unmatched conditions chosen for this experi-
ment had the most extreme spectral warpings of those tested
in experiment 1. It may be that milder warpings could show
changes in the relative differences to the baseline condition,
especially conditions with sufficient formant resolution.
However, since our goal is to find conditions that are not
different from the baseline, this would actually be a positive
finding for our study on spectral warping and using different
frequency-to-place mappings to implement new CI strate-
gies.
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IV. GENERAL DISCUSSION

A. Effects of spectral warpings

The purpose of this study was to test a wide range of
spectral mappings and find the effect of varying the upper
boundary of the frequency and stimulation range and spectral
warpings on speech understanding for CI users, with the
hope of gaining insight into the possibility of implementing
new processing strategies for CIs. Specifically, we were try-
ing to determine if there is extra speech information cur-
rently presented to CI users. The type of spectral warping
that we implemented was unique because it kept the lower
boundary of the frequency and stimulation range fixed, and
introduced an increasing amount of shift towards higher
channels. This allowed for testing of both matched
frequency-to-place conditions, where speech material was
only low-pass filtered, and unmatched conditions.

For the matched conditions, where the spectral content
was matched to the place of presentation, it was found that
speech understanding in CI listeners saturates at eight to ten
electrodes, which does not present frequency information
above 2.8 to 4.9 kHz, respectively. There was no significant
difference between the twelve and eight or ten channel con-
ditions, depending on the SNR. Care should be taken ex-
trapolating these results to different speech material or dif-
ferent maskers like single- or multi-talker interference. As
always, because of the highly individualistic nature of CI
users, care should also be taken to derive general conclusions
about the entire population.

Combining our results with those obtained by Garnham
et al. �2002� and by Başkent and Shannon �2005�, who used
the same type of electrode array and thus the same spacing of
electrodes, reveals an interesting observation. Increasing the
number of matched channels beyond eight does not improve
speech understanding substantially, irrespective if the chan-
nels are distributed across a constant stimulation range �Gar-
nham et al. 2002�, if the lower-frequency boundary of the
matched stimulation range is varied �Başkent and Shannon,
2005�, or if the higher-frequency boundary of the matched
stimulation range is varied �present study�. In the study by
Garnham et al., this limit appears to be related to the restric-
tion of the number of independent channels as a result of
channel interactions �e.g., Shannon, 1983�. However, for the
Başkent and Shannon study and our experiment, the satura-
tion at eight to ten channels can be understood by a different
mechanism. The channel interactions are held constant in
both studies. The limit on the number of channels observed
in these studies can be explained by the frequency range
important for speech perception. This corresponds to ap-
proximately 300–5000 Hz, below and above which the SII
shows minimal importance of the speech information for NH
listeners. In fact, this also explains why there was no differ-
ence between the CI and NH listeners for the saturation of
speech understanding in quiet and in noise. NH listeners can
benefit more than CI listeners from a larger number of chan-
nels if they are distributed within the frequency range impor-
tant to speech perception, particularly at low SNRs �e.g.,
Dorman et al., 1998�.

It was found that it is possible to shift the spectral map-
ping slightly without decreasing speech understanding. For
the 12-electrode Med-El implant, it is possible to change the
amount of frequency information by 0.77 octaves for the
most basal electrode and have no decrease in speech under-
standing. This can be done either by varying the upper-
frequency boundary and spectral content for a fixed number
of electrodes or by changing the number of channels by two
for a fixed amount of spectral content. As was mentioned
before, only eight to ten channels with frequency content
matched to tonotopic place �as assumed by the typical clini-
cal settings� are necessary for no significant decrease in
speech understanding. However, it is not possible to then
apply a shift of 0.77 octaves to eight matched channels with-
out causing significant decreases from the matched twelve
channel condition. In summary, the conditions where speech
understanding is not significantly different from the M12N12

case are: M10N12, M12N10, M10N10, and M8N10.
A second experiment was performed to test the adapta-

tion of listeners to matched, expanded, and compressed
frequency-to-place maps using feedback training. It was
found that listeners’ speech understanding improved for the
matched and expanded maps, but not for the compressed
map. The reason for this may be that the compressed map
had insufficient spectral resolution for adequate formant rec-
ognition. The expanded map could be adapted to apparently
because of the formants could be resolved. This explanation
may also be supported by the small but insignificant overall
gains seen in Table III for the M10N12 condition that also has
improved resolution compared to the baseline condition.
Similarly, McKay and Henshall �2002� found that after two
weeks experience, CI listeners could fully adapt to a
“mildly” expanded map, where nine electrodes were as-
signed to frequencies below 2600 Hz, compared to the nor-
mal five electrodes.

A recent study by Başkent and Shannon �2007� studied
the effect of combining spectral shift and frequency expan-
sion and compression using noise-vocoded speech with acute
measurements. They found a compensatory effect for shifted
and compressed maps, hence a relative gain in speech under-
standing, which may seem contradictory to the poor perfor-
mance of the compressed condition in experiment 2. The
difference between these two studies is that a shift and com-
pression is not the same as a spectral warping where the
lower-frequency boundary is fixed. Our lower-frequency
boundary always contained frequencies as low as 300 Hz.
The stimuli in Başkent and Shannon’s study had frequency
content as low as 184 Hz for a compressed map, 513 Hz for
a matched map, and 1170 for an expanded map. If the low-
frequency content was kept fixed and training occurred, then
we believe that a compensatory effect may be seen for the
expanded maps also.

B. In the context of sound localization

While there are great advances in the area of speech
understanding with CIs, there are other areas that are still
severely lacking. For example, an area that needs attention is
sound localization. For localization in the vertical plane
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�front-back and up-down�, spectral peaks and notches are
needed. These spectral cues are normally introduced by re-
flections from the pinna, head, and shoulders. The findings of
this study are a preliminary step in realizing a CI spatializa-
tion strategy, focusing mainly on the possibility of including
detectable spectral cues for vertical plane localization. Intro-
ducing these cues may have a detrimental effect on speech
understanding, especially for the CI listeners with their re-
stricted number of channels. A primary goal in developing a
CI spatialization strategy is to have no or very little loss of
speech understanding, the main purpose for implantation of a
prosthetic hearing device. Any localization strategy that hin-
ders a CI’s major reason for existence is not particularly
useful. Besides improving the localization abilities of CI us-
ers, such a spatialization strategy may someday help speech
understanding in noisy situations, an extremely difficult situ-
ation for CI users.

The fact that full adaptation to compressed frequency-
to-place maps may not be possible is an important fact to
consider when designing a CI spatialization strategy. The
most important spectral cues used for vertical plane localiza-
tion occur between 4 and 16 kHz �Hebrank and Wright,
1974; Langendijk and Bronkhorst, 2002�. Current processing
strategies that use spectral information up to 8.5 or 10 kHz
�depending on processor type� would already be able to
implement peaks and notches in the lower half of the impor-
tant spectral region. However, it was seen that CI listeners
had significantly lower speech understanding scores, when
acutely measured, when the upper-frequency boundary was
increased to 16 kHz. A strict interpretation of this result com-
bined with the results from the learning experiment suggests
that the mapping of spectral peaks and notches from a
straightforward frequency compression may not be the solu-
tion to gain access to the localization cues above 10 kHz
while preserving adequate speech understanding. This of
course is assuming that the lack of learning result for the
severely compressed maps applies to the slightly compressed
maps, which is probably not the case. Unfortunately, this
study did not determine how much spectral compression re-
tains sufficient spectral resolution of the formants to yield
sufficient long-term learning of a compressed map. Whether
or not a mildly compressed map can be used, a likely solu-
tion to implement a CI localization strategy would be to
match frequency-to-place up to about eight channels and
then apply a novel mapping of higher frequency regions to
the remaining channels, depending on the importance of
spectral features in these regions. Afterwards, results from
this study can be combined with data on the sensitivity of CI
listeners to spectral peaks and notches to determine if spec-
tral sound localization cues can be used by CI listeners. Be-
cause it is possible for listeners to adapt to new spectral
localization cues �Hofman et al., 1998�, we believe the audi-
tory system has enough plasticity to make use of a CI local-
ization strategy.
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Incorporation of phonetic constraints in acoustic-to-articulatory
inversion
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This study investigates the use of constraints upon articulatory parameters in the context of
acoustic-to-articulatory inversion. These speaker independent constraints, referred to as phonetic
constraints, were derived from standard phonetic knowledge for French vowels and express
authorized domains for one or several articulatory parameters. They were experimented on in an
existing inversion framework that utilizes Maeda’s articulatory model and a hypercubic
articulatory-acoustic table. Phonetic constraints give rise to a phonetic score rendering the phonetic
consistency of vocal tract shapes recovered by inversion. Inversion has been applied to vowels
articulated by a speaker whose corresponding x-ray images are also available. Constraints were
evaluated by measuring the distance between vocal tract shapes recovered through inversion to real
vocal tract shapes obtained from x-ray images, by investigating the spreading of inverse solutions
in terms of place of articulation and constriction degree, and finally by studying the articulatory
variability. Results show that these constraints capture interdependencies and synergies between
speech articulators and favor vocal tract shapes close to those realized by the human speaker. In
addition, this study also provides how acoustic-to-articulatory inversion can be used to explore
acoustical and compensatory articulatory properties of an articulatory model.
© 2008 Acoustical Society of America. �DOI: 10.1121/1.2885747�

PACS number�s�: 43.70.Bk, 43.70.Aj, 43.72.Ct �DOS� Pages: 2310–2323

I. INTRODUCTION

Acoustic-to-articulatory inversion remains an open chal-
lenge in speech analysis. Although there is a wide range of
potential applications, there is as of yet no clear answer to
whether or not inversion is possible for all the sounds of
speech.1 However, there do exist numerical simulations that
cover both articulatory and acoustical phenomena involved
in speech production and which enable the synthesis of
acoustical signals close to natural speech. These tools, espe-
cially those generating a speech spectrum, are often used to
perform inversion. Indeed, most of the existing approaches
to acoustic-to-articulatory inversion are analysis-by-
synthesis methods.

The key difficulty is that an infinity of vocal tract shapes
can produce any given spectrum. In order to reduce the num-
ber of inverse solutions, methods of acoustic-to-articulatory
inversion incorporate explicit or implicit constraints.

Sorokin,2 for instance, presents seven possible kinds of
constraints: limitations in the contractive force of muscles
involved in speech production; anatomy of the vocal tract or
equivalently, ranges of articulatory parameters; interdepen-
dencies between muscles, i.e., interdependent variations of
the articulatory parameters; interdependency between trans-
versal and midsagittal dimensions of the vocal tract; aerody-
namic constraints with respect to the kinds of sound pro-
duced; level of the acoustical deviation tolerated between
analyzed and resynthesized sounds according to style and

rate of speech; and last, a constraint concerning the complex-
ity of planning and programming of the articulatory control.

Some of these constraints, those upon articulatory pa-
rameters and, to a certain extent, those upon the transversal
dimension estimated from the midsagittal profile of the vocal
tract, can be incorporated directly in the analyzing model, in
the form of an articulatory model. They can rely only on pure
geometrical primitives, like those of Coker3 and
Mermelstein.4 However, despite their flexibility and their
ability to copy the natural vocal tract, their control param-
eters do not capture the natural deformation modes of human
vocal tracts.

Therefore, models derived through a factor analysis pro-
cedure of x-ray images of a human tract �Maeda5,6 or
Gabioud7�, or more recently from MRI images,8 are currently
preferred. Building articulatory models from a single speaker
could be a strong limitation due to the difficulty of acquiring
data for several speakers. However, deformation modes seem
to be sufficiently speaker independent to ensure a satisfac-
tory generality to these articulatory models. Indeed, the work
of Nix et al.,9 who studied tongue deformation modes for
vowels for six speakers �five English speakers and one Ice-
landic speaker�, showed that two cross linguistic factors were
sufficient to cover approximately 90% of the articulatory
variance, and more important, that they are language inde-
pendent.

On the other hand, a prior size adjustment �the overall
vocal tract length or both mouth and pharynx lengths� should
be performed to adapt these articulatory models to a new
speaker.10 The adapted articulatory model imposes geometri-
cal constraints which enable the dimension of the solution
space to be reduced, down to often less than ten articulatory
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parameters in the model. Even though the benefit of using an
articulatory model is obvious, it should be kept in mind that
the corresponding constraints may be biased by the geo-
metrical mismatch between the speaker chosen for building
the articulatory model and the speaker who uttered speech to
be inverted.

Other constraints proposed by Sorokin dealing with con-
tractive forces, interdependencies between articulatory pa-
rameters, or the complexity of the articulatory parameters are
far too complex to be exploited because there are almost no
data available. Indeed, they would require medical investiga-
tion technologies that do not exist yet, or that cannot be used
easily, e.g., electromyography.

For this reason we investigate the incorporation of con-
straints upon articulatory parameters derived from standard
phonetic knowledge. Their main advantage is to capture
speaker independent constraints and a general human exper-
tise about the use of a vocal tract, which both do not exist in
an articulatory/acoustical simulation of speech production.
This is not the first time the use of phonological or phonetic
data is proposed as a constraint for inversion. Boë et al.11

already discussed the use of constraints on the constriction
location with respect to vowels. They thus generated 60 000
vocal tract shapes together with their spectra through Mae-
da’s model and the associated acoustical simulation. These
shapes were sorted according to the first three formants
which enabled the distribution of location and area of the
constrictions observed for French vowels to be studied.
Strictly speaking, Boë et al. did not propose constraints, but
describe the constriction characteristics observed for French
vowels. Most inversion methods implementing phonetical or
phonological constraints �such as those presented by Dusan12

or Okadome13� heavily rely on articulatory data specific to
the inverted speaker. Our approach uses purely generic con-
straints with no prior knowledge over the specific articula-
tion of phonemes by the inverted speaker.

Beside phonetic constraints, our inversion framework14

also exploits constraints about the dynamics of articulatory
parameters. These constraints favor articulatory trajectories
which minimize the articulatory effects. Their use is quite
general in the domain of acoustic-to-articulatory inversion.
Despite their positive effect, i.e., the emergence of smooth
articulatory trajectories, they may give rise to very phoneti-
cally unrealistic trajectories. This means that regions in the
articulatory domain, which are unlikely to be visited by a
human speaker, are exploited by error during inversion.

To precisely measure the impact of the phonetic con-
straints separately, we are only considering the inversion of
speech frames independent of the utterance they belong to.
Constraints about dynamics are thus not exploited. Further-
more, perturbations due to the adaptation of the articulatory
model to the speaker were eliminated through inverting the
speaker that was used to build the articulatory model.

In order to obtain a precise assessment of the role of
constraints, the acoustical properties of the articulatory
model used in this study, i.e., that of Maeda, will be studied
through the place and degree of constriction of vowels.

Section II briefly presents the acoustic-to-articulatory
method we previously developed. Then Sec. III presents the

phonetic constraints and their implementation. As it is impor-
tant to get a good knowledge of the acoustical behavior of
the articulatory model, Sec. IV studies places of articulation
and constriction areas of the vocal tract shapes recovered by
inversion for French vowels. Then Sec. V describes the deri-
vation of compensatory effects from inversion results for five
vowels.

II. PRESENTATION OF THE ACOUSTIC-TO-
ARTICULATORY INVERSION FRAMEWORK

A. The articulatory model

Our inversion method14 relies on Maeda’s articulatory
model,6 which describes the vocal tract shape in the form of
a weighted sum of seven linear components. Each weight,
i.e., each articulatory parameter, is expressed in standard de-
viation with respect to the corresponding articulatory mea-
sures. Each articulatory parameter �see Fig. 1� varies be-
tween −3 and +3 to cover most of the possible vocal tract
shapes. One component gives the lower jaw position �Jw�,
three describe the tongue �Tp the tongue position, Ts the
tongue shape and Tt the tongue apex�, two the lips �Lh the
lip opening and Lp the lip protrusion�, and the last compo-
nent Lx correspond to the larynx height. Any vocal tract
shape is thus represented in the form of a seven-tuple of
articulatory parameters. The linear components were ex-
tracted from articulator contours drawn by hand on x-ray
images through either a factor analysis method or direct mea-
surement. Since this model was derived from one female
speaker’s �PB� x-ray images it needs to be adapted to ac-
count for a new speaker. A default adaptation consisting in
multiplying mouth and pharynx length by a 1.1 factor ap-
proximates a default male speaker. Combined with an acous-
tical simulation,15 this model can be used to generate artifi-
cial speech signals for vowels. The main strength of Maeda’s
model is to capture the natural deformation modes of the
vocal tract shapes through the linear components. However,
by construction, i.e., the factor analysis applied to x-ray data,
this model cannot capture synergies between components.

Since our objective is to get a precise evaluation of the
accuracy of the phonetic constraints, and of the articulatory
and acoustical behavior of Maeda’s model we chose to invert

P7

P1P6

P5

P2

P3

P4

FIG. 1. Parameters of Maeda’s articulatory model: P1 �jaw position, vertical
movement�, P2 �tongue dorsum position that can move roughly horizontally
from the front to the back of the mouth cavity�, P3 �tongue dorsum shape,
i.e., rounded or unrounded�, P4 �apex position; this parameter only deforms
the apex part of the tongue by moving it up or down�, P5 �lip height�, P6 �lip
protrusion�, and P7 �larynx height�.
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vowels of the same female speaker �PB� whose x-ray images
were used to create the articulatory model by Maeda. Note
that, except in this particular case, no articulatory data of the
speaker to be inverted are necessary. The choice of the same
speaker was originally intended to eliminate problems re-
lated to speaker adaptation, and thus to quantify the effi-
ciency of the phonetic constraints themselves. As the acous-
tic signal was recorded during shooting of the ten short
sentences used to build the articulatory model, these data are
very interesting to assess the relevance of the inversion
method. Maeda provided the set of articulatory parameters
determined for each x-ray frame, along with the audio re-
cording. The acoustic image for each vocal tract shape can
be easily computed from these parameters using the articu-
latory synthesizer and compared to the audio recording. The
Appendix describes how the acoustic accuracy of Maeda’s
model has been improved.

B. Inversion

The articulatory-to-acoustic mapping is represented by
an articulatory look-up table, or codebook, which associates
vectors of articulatory parameters, i.e., seven-tuples in the
case of Maeda’s model—corresponding to the seven param-
eters of the model—with their corresponding three-tuples of
the first three formants frequencies �F1, F2, and F3�. This
codebook thus represents the synthesis facet of the inversion.
It is used to recover all the possible seven-tuples of articula-
tory parameters corresponding to the formant frequencies ex-
tracted from a vowel signal at each time frame. One crucial
issue is the acoustical and articulatory resolution of such a
codebook. The strength of our codebook lies in its quasiuni-
form acoustic resolution. This property originates in the con-
struction method of the codebook, which evaluates the lin-
earity of the articulatory-to-acoustic mapping at each step.
Unlike other methods used to represent the articulatory-to-
acoustic mapping, this construction method ensures that no
articulatory region compatible with a given three-tuple of
formants will be omitted �unless a very strong nonlinearity in
the mapping was missed during the exploration used during
codebook construction�.

Together with specific search algorithms, this codebook
enables the recovery of all seven-tuples �with respect to a
prior acoustical/articulatory resolution� of articulatory pa-
rameters which can generate a given three-tuple of formants.

More details of the inversion method can be found in
Ref. 14.

III. INCORPORATION OF PHONETIC CONSTRAINTS
FOR VOWELS

Phonetic constraints are derived from standard phonetic
knowledge16 about the articulation of French vowels. This
knowledge, and thus the expression of phonetic constraints,
is about tongue dorsum position, mouth opening, and lip
protrusion. Each constraint is on one vowel, and conse-
quently its relevancy depends on the vowel considered, or in
a more general way, on an acoustic region in the formant
space. Since the aim of our study is to derive constraints with
very little speaker-specific data, the chosen regions are quite

large. These constraints return numerical values, decreasing
from one, when the constraint is perfectly satisfied, to zero.

It should be noted that phonetic constraints are not in-
tended to guide inversion toward very precise vowel tem-
plates a speaker would use to “jump” from one template to
another but to delimit a phonetically relevant subdomain of
the articulatory domain. The union of the articulatory regions
corresponding to a level of satisfaction of one is thus an
approximation of the phonetically relevant articulatory do-
main.

Table I summarizes the phonetic description for the ten
non-nasal French vowels derived from phonetic
knowledge.16,17 This description designed within the context
of labial coarticulation modeling18 has already been used in
our preliminary work about phonetic constraints.19 D stands
for “tongue dorsum position,” O for “mouth opening,” and P
for “lip protrusion.” The coding is straightforward: The
higher the number, the higher the value associated with the
given constraint. For example, a constraint O1 means that the
mouth has a small opening and a value of O4 means a very
big opening. These data are average values of the way native
French speakers articulate vowels, and thus may be different
from the way a particular speaker articulates French sounds.
Note that for the main place of articulation of vowels, corre-
sponding to D in the case of vowels, the range of possible
values is a subdomain of the values acceptable for conso-
nants. The full domain of articulation places ranges from 1
for /p,b,m/ to 9 for /r, [/ in French: 1 for labial, 2 for dental,
3 for alveo-dental, 4 for alveolar, 5 for post-alveolar, 6 for
palatal, 7 for post-palatal, 8 for velar, 9 for uvular places of
articulation. This scale samples the vocal tract roughly
linearly.

A. Translation of phonetic constraints in the
articulatory model

In most articulatory models, translating simple phonetic
features into parameters of the model can be quite complex.
In our case, we use Maeda’s model, in which the parameters
are easily interpretable from a phonetic point of view. Con-
sequently, expressing the phonetic constraints in terms of
Maeda’s articulatory parameters is straightforward: Lip pro-
trusion and tongue dorsum position are already parameters of

TABLE I. Phonetic description of non-nasal French vowels. D stands for
“tongue dorsum position,” O for “mouth opening,” and P for “lip protru-
sion.” See Potard and Laprie �Ref. 19� for more details.

Vowel Tongue dorsum Mouth opening Lip protrusion

i D6 O1 P1
e D6 O2 P1
� D6 O3 P1
a D7 O4 P1
y D6 O1 P4
ø D6 O2 P3
œ D6 O3 P2
u D8 O1 P4
o D8 O2 P3
Å D8 O3 P2
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the model, and the mouth opening is a linear combination of
two parameters �jaw position, and intrinsic lip opening�.

Actually, the mouth opening constraint also uses the
tongue position in order to take into account compensatory
effects described by Maeda:6 He observed that for non-
rounded vowels �/i/, /a/, /e/�, the tongue position and the jaw
opening had similar effects on the acoustic image, and there-
fore were mutually compensating. He also observed that this
compensatory effect was indeed used by his test subjects.
Furthermore, it appeared that the direction of compensation
did not depend on the vowel pronounced: There was a linear
correlation

Tp + �Jw = Constant,

where Tp is the tongue position, Jw the jaw position, and �
a linearity coefficient that is the same for both /a/ and /i/. The
other vowels were not studied because there were not enough
occurrences of them in the x-ray database. Maeda observed
this compensation in both his subjects �but the coefficients of
correlation were of course different�. The � coefficient we
use in this study was the one Maeda found experimentally on
x-ray data for his speaker PB �the same as in our study�,
which was approximately equal to 0.66. This compensatory
effect allowed Maeda to explain most of the articulatory
variability for /a/ and /i/.

The mouth opening is thus given by

O = min�Tp + �Jw,Lh�

where Lh is the lip aperture.
Tongue dorsum position is simply given by

D = Tp

and tongue protrusion by

P = Lp.

Maeda’s articulatory parameters can vary between −3
and +3 units. The actual constraint values corresponding to
each target were adjusted using a visual representation of the
articulatory model in order to obtain correct canonical
shapes. Table II presents the target values for each constraint.

B. Acoustic space partitioning

For a given acoustic vector, the set of phonetic con-
straints to apply has to be determined. This consists in at-
taching the acoustic vector to a phoneme. That could be done
manually, but in order to obtain a fully automatic process, we
need to define, for each phoneme, an acoustic domain where
the corresponding phonetic constraints are considered to be
valid.

Since we are currently using the first three formant fre-
quencies as input for acoustic-to-articulatory inversion, the
acoustic domains are regions in a three-dimensional space.
We tested different models for the partitioning of the acoustic
space: �a� Voronoi diagram around the vowels and �b�
Voronoi diagram weighted by the standard deviation of each
formant frequencies �cf. Fig. 2�. Voronoi diagrams can be
seen as a nearest-neighbor partitioning: A particular vector of
the acoustic space is attached to the point which is the closest
with regards to a certain metric. In the first case �a�, the
metric is simply the Euclidean distance. In the second case
�b�, the distance takes into account the standard deviations
on formant frequencies for each phoneme. The second gives
slightly better results in phoneme discrimination and is there-
fore the only one displayed here. Generic vowels centers and
standard deviations depend on the speaker’s gender and are
specific to the French language; they were obtained from
Lonchamp.20 More information on Voronoi diagrams can be
found in, e.g., Aurenhammer.21

TABLE II. Actual target values for each phonetic constraint. The first col-
umn contains the respective values of D6, D7, D8, the second one O1, O2,
O3, O4, and finally the third one P1, P2, P3, P4.

Tongue dorsum Mouth opening Lip protrusion

−1.5 −2.0 −1.0
0.0 −1.0 −0.5
1.5 0.0 0.5

0.5 1.5

FIG. 2. Partition of the acoustic space using a weighted Voronoi diagram of the vowels center, projected in the F1/F2 space. The weights are the standard
deviations of each formant frequency.
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C. Phonetic scoring

Now that we have partitioned the acoustic space, we still
have to explain how a phonetic score can be associated to
each inverse solution. Basically, a given acoustic vector is
attached to an “ideal articulatory domain,” as defined by the
constraints in Table I, corresponding to the region of the
acoustic space it belongs to. Then each inverse solution V
corresponding to this three-tuple can be given a “phonetic
score” according to the distance of the articulatory vector to
the “ideal domain.” A simple way to do that would be by
computing the norm of the vector defined by V and its or-
thogonal projection onto the domain. Actually, we compute a
score relative to each type of constraint: tongue dorsum,
mouth opening, and lip protrusion.

The computation of the score depends on two values: the
target value of the considered constraint ��v , t�, where v is
the vowel and t is the type of constraint, and a margin
��v , t�, which defines a validity interval I�v , t�= ���v , t�
−��v , t� ;��v , t�+��v , t��. If the value of the constraint for V
is within I�v , t�, then it gets a perfect score of 1 for that type
of constraint. Otherwise, it gets a positive score less than 1
which exponentially decreases according to the distance to
I�v , t�. The value of I�v , t� depends on the vowel and the type
of constraint considered, and is tuned to take into account the
phonetic importance of a particular constraint for the pho-
neme considered. This tuning process can be done, for the
two “visual” phonetic constraints �i.e. mouth opening and lip
protrusion�, using statistical analysis on visual data from ten
French speaker, similar to Robert et al.18 For the last con-
straint �tongue dorsum position�, the only possibility is by
studying a corpus of x-ray or MRI images. In our case,
��v , t� varies between 0.1 and 0.6 depending on the vowel
and the type of constraint considered. The overall phonetic
score is simply a linear combination of the three types of
constraints, normalized to get scores within the interval �0;
1� �1 being the best score�, all constraints getting equal
weights.

D. Constraint specificity

Each constraint applies for a specific vowel, or equiva-
lently to a specific region in the formant space, which thus
has to be found beforehand. Even if these regions do not
need to be known very precisely there is a risk of mismatch-
ing constraints, i.e., applying a constraint dedicated to a
given vowel to invert acoustic parameters corresponding to a
very different vowel from an articulatory point of view.

Imagine that we attempt to invert acoustical occurrences
of the vowel /i/ and to apply constraints corresponding to /a/.
Consider the distribution of the places of articulation and the
satisfaction level of the inverse solutions for the formants of
/a/ �Fig. 4�b��. The front place of articulation, near 13 cm,
intersects the region corresponding to inverse solutions of /i/
�Fig. 6�b��. However, as can be seen from Fig. 4�b�, this
articulatory region gets very poor satisfaction levels �i.e.,
rendered by light gray levels�. The fact that all the inverse
solutions would get a very poor satisfaction level enables the
mismatch of constraints to be easily diagnosed.

Based on this observation we evaluated a strategy for
triggering constraints which does not require the prior vowel
identification. Indeed, if the articulatory domains and con-
straints are correctly defined, the relevant constraint, i.e., the
one to use, is the one which yields the highest average pho-
netic score over all inverted VT shapes from one three-tuple
of formants. We thus carried out an experiment consisting in
inverting three-tuples of formants covering the vocalic space
of our subject. Figure 3 represents the set of constraints �i.e.,
the vowel� which returns the highest number of articulatory
vectors with a perfect score as a function of the input for-
mants. The first three formants have been used but results are
presented in the F1–F2 plane for sake of clarity. It appears
there is a strong coherence between the set of constraints
giving the highest number of perfect vectors and the acous-
tical region considered, in particular the general topology of
the vocalic triangle is conserved, though some minor dis-
crepancies can be observed. Comparing Fig. 3 to Fig. 2
shows that the regions that maximize the number of perfect
articulatory vectors tend to have a higher F2 frequency for
open vowels compared to the acoustic domains of the corre-
sponding phonemes in the generic acoustical map �Fig. 2�.
Additionally, the area for the /y/ appears to be too wide, and
appears too small for the /ø/.

However, since we are interested in the impact of each
constraint independently we kept the phoneme identification
layer to control the application of phonetic constraints in the
experiments presented in the following.

IV. RECOVERY OF THE PLACE OF ARTICULATION
OF FRENCH VOWELS

A. Inversion experiments

Boë et al.11 used Maeda’s articulatory model to study the
place of articulation for French vowels. However, their work
still did not provide a complete set of solutions, since instead
of using an inversion method, they used a limited number of
random articulatory configurations. Indeed, it should be
noted that the 60 000 articulatory configurations used by Boë
et al. correspond approximately to the choice of only four
values for each of the articulatory parameters. The codebook
used in our study was obtained using an improved version of
Ouni’s hypercube codebook construction method, and con-
tained approximately 60 000 hypercubes, each describing a

FIG. 3. Constraint used as a function of the input formants represented in
the F1–F2 plane.
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first-order approximation of the local articulatory-to-acoustic
relation, allowing for codebook inversion with an acoustic
precision of 1 bark. During the construction process, about
30 million articulatory vectors were sampled, compared to
300 000 for Boë.

Besides the classical way of describing the vocal tract by
specifying the position of articulators, it is possible to calcu-
late representative geometrical measures. In fact, Stevens
and House22 and Fant23 pointed out that the most important
characteristics of vowels from an acoustic phonetic point of
view are the position of the main constriction between the
tongue and the vocal tract wall and the degree of constriction
�cross-sectional area� at that position.

Inversion experiments were conducted using cineradio-
graphic data from a French female speaker, PB. Vowels pre-
sented in this paper come from continuous speech, more pre-
cisely small sentences recorded together with
cineradiographic data. The corresponding acoustic signal re-
corded at the same time as the x-ray acquisition was of poor
quality, but still useable. Formants were extracted from a
spectrum computed by the “true envelope” algorithm,24

which is an iterative cepstral smoothing procedure that takes
into account only spectral peaks, i.e., mainly harmonics. All
the vowels have been listened to, to ensure that the vowels
are perceptually correct. Formants F2 and F3 of /u/ were
particularly difficult to extract because the energy of this
vowel is weak which means this vowel was dominated by
the noise of the x-ray machine. The occurrence retained cor-
responds to a stronger /u/ and a slightly less intense noise.

For each vowel, the possible vocal tract shapes were
recovered by applying the inversion procedure to its formant
frequencies. To check the accuracy of the inversion results,
we resynthesized spectra, evaluated formants, and compared
them against formants measured in original vowels. We
pruned all inversion results that had acoustic images too dis-
tant from the target frequencies: We imposed an acoustical
precision of 30 Hz to F1, 50 Hz to F2, and 75 Hz to F3.
Table III presents the five inverted vowels with their first
three formant frequencies, the number of inverse solutions,
and the average error of the acoustic images of resynthesized
solutions �before pruning�.

In this vowel study, we present the results according to
two parameters: cross-sectional area of the main constriction
�Ac, cm2�, also called degree of constriction, and the position
of the main constriction in the vocal tract �Xc, cm�, also
called place of articulation, counted from the larynx. These
parameters are obtained by retrieving the vocal tract section
where the cross-sectional area is minimal. We do not con-

sider the constriction formed at the lower part of the pharynx
�close to the larynx at 2 cm from the glottis� or the constric-
tion formed at the lips. As mentioned earlier, the constriction
considered is the lingual one: formed by the tongue and outer
vocal tract wall �mostly motionless�.

For each vowel, the results are presented in two different
forms: constriction area according to the position of the main
constriction �Figs. 4�b�, 5�b�, 6�b�, 7�b�, and 8�b��, and mid-
sagittal slices of characteristic vocal tract shapes recovered
�Figs. 4�a�, 5�a�, 6�a�, 7�a�, and 8�a��. The position of the
main constriction varies between 0 cm �glottis� and 16 cm
�lips�. In order to keep constriction areas consistent with the
production of vowels, we eliminated shapes which present a
constriction area of less than 0.2 cm2. We did not eliminate
any other solutions from diagrams of Figs. 4�b�, 5�b�, 6�b�,
7�b�, and 8�b�. However, in order to save space, they are
presented with the values of the phonetic constraints �ren-
dered by gray levels� defined in Sec. III. In addition, two or
three characteristic vocal tract slices of PB from the book of
Bothorel et al.25 are given for each of these places of articu-
lation in order to get an idea of the vocal tract shape �Figs.
4�c�, 5�c�, 6�c�, 7�c�, and 8�c��.

Finally, the average geometric distance of inverse solu-
tions to the actual vocal tract shape that produced the sound
was computed, in function of the phonetic score of the
shapes. The results of this experiment are presented for /a/
and /i/ in Figs. 9�a� and 9�b�. The geometrical distance was
measured by projecting the vocal tract shapes on Maeda’s
grid, and by computing the square difference with the pro-
jection of the reference VT shape. In other words, if we
denote as P0,j the coordinates of the projections of the refer-
ence VT shape on Maeda’s grid, and Pi,j the coordinates of
the projections of a given VT shape on the grid, we compute
a geometric distance using

d�0,i� =�� j=1
N �Pi,j − P0,j�2

N
,

in which N is the total number of points on Maeda’s grid.
Figures 9�a� and 9�b� are obtained by plotting this average
error for all VT shapes with a phonetic score within a very
small window �0.001� from a given value.

B. Analysis of results

The first observation is about the number of vocal tract
shapes recovered. The inversion procedure, and especially
the exploration of the null space �see Ref. 14�, roughly
samples the articulatory space in a uniform fashion. This

TABLE III. A set of French vowels from speaker PB and their phonetic context, first three formants �Hz�,
number of inverse solutions synthesized, and average error �Hz� between formants measured and those obtained
by inversion.

Vowels Context F1 F2 F3 No. �F1 �F2 �F3

a tabac 749 1701 2785 103 578 19.1 25.0 24.4
e tes habits 458 2341 3070 208 502 10.7 27.8 35.8
i roussies 349 2305 3345 52 799 15.8 19.4 54.1
u bougies 367 1050 2495 5 147 22.6 49.8 10.7
y du guet 341 1956 2523 21 748 11.1 60.3 27.4
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means that the number of solutions is tightly connected to
the extent of the articulatory region corresponding to vowels.
If there was no mismatch between the analyzing model and
the human vocal tract, these figures would directly represent
the degree of precision required to articulate a vowel. In our
case, despite the favorable situation, i.e., the analyzing model
was derived from images of the speaker being inverted, and
the attention we paid to the adaptation of the analyzing
model, there is some model mismatch. However, formants
values in Table III clearly show that the articulation of vow-
els /i, y, u/ and especially /u/ requires more articulatory pre-
cision than /e/ and /a/. The small number of solutions for /u/
is probably due to the difficulty of the model to mimic the

natural articulation. This problem is not specific to Maeda’s
model since /u/ is always more difficult to mimic than other
vowels with the available articulatory synthesizers �like
ASY26 or TractSyn27 for instance�. Another explanation
could be related to the construction of the articulatory model
itself. Indeed, the number of solutions for /a/ is approxi-
mately half that of /e/ although one would rather expect a
larger number of solutions for /a/ because of its well-known
articulatory variability. It is likely that the factor analysis6

applied to vocal tract shape contours penalizes vowels lo-
cated at the extremities of the articulatory domains /a, i, u/
and to a lesser extent /y/ because they are farther from the
average vocal tract shape.

Score = 0.2 Constric = 2.3 Area = 0.2 Score = 0.3 Constric = 4.7 Area = 0.2 Score = 0.1 Constric = 7.8 Area = 0.5

Score = 1.0 Constric = 3.1 Area = 0.9 Score = 1.0 Constric = 4.7 Area = 1.4 Score = 1.0 Constric = 8.0 Area = 1.2

(a)

(b) (c)

FIG. 4. �a� Midsagittal slices of the vocal tract for /a/. For each slice the phonetic score, the maximum constriction place �Constric� with respect to the glottis,
and the area in square centimeters is given. �b� Inversion results for vowel /a/ represented in a constriction position/constriction area plan. The position of the
maximum constriction is in centimeters with respect to the glottis, the constriction area is in square centimeters. The shade of a point indicates its phonetic
score �darker is better�. �c� X-ray midsagittal slices for /a/: /aba/ �solid line�, /mab/ �dashed line�, /vwal/ �dotted line�.

2316 J. Acoust. Soc. Am., Vol. 123, No. 4, April 2008 Potard et al.: Phonetic constraints for inversion



Examining Figs. 4�b�, 5�b�, 6�b�, 7�b�, and 8�b�, we ob-
serve some key properties of the places of articulation. First,
the discretization of the vocal tract, and consequently of the
area function, gives rise to discrete points of articulation
�which often correspond to the roughly vertical lines in Figs.
4�b�, 5�b�, 6�b�, 7�b�, and 8�b��. However, despite this local
spreading, places of articulation are organized in a small
number of compact regions, always less than three. In some
cases, these regions merge together as the area of the con-
striction increases. This is particularly visible in the case
of /e/.

Second, the computation of the articulation place given
by the point where the area function is minimal depends on
both the motionless vocal tract wall and the tongue. Some
places of articulation which seems different, especially for
/a/, actually correspond to very similar vocal tract shapes.
The three distinct areas of articulation of /a/ all correspond to
the pharyngeal part of the vocal tract as exhibited by the
midsagittal slices.

Third, the results are in good agreement with the data of
Wood28 for both the places of articulation and the constric-
tion area. The constriction area of /e/ is on average greater

Score = 0.2 Constric = 8.7 Area = 0.3 Score = 0.3 Constric = 12.9 Area = 0.4 Score = 0.4 Constric = 10.0 Area = 0.9

Score = 1.0 Constric = 10.6 Area = 0.8 Score = 1.0 Constric = 12.7 Area = 0.7 Score = 1.0 Constric = 8.9 Area = 0.5

(a)

(b) (c)

FIG. 5. �a� Midsagittal slices of the vocal tract for /e/. For each slice the phonetic score, the maximum constriction place �Constric� with respect to the glottis,
and the area in square centimeters is given. �b� Inversion results for vowel /e/ represented in a constriction position/constriction area plan. The position of the
maximum constriction is in centimeters with respect to the glottis, the constriction area is in square centimeters. The shade of a point indicates its phonetic
score �darker is better�. �c� X-ray midsagittal slices for /e/: /dyge/ �solid line�, /debu/ �dashed line�, /tebo/ �dotted line�.

J. Acoust. Soc. Am., Vol. 123, No. 4, April 2008 Potard et al.: Phonetic constraints for inversion 2317



than that of /i/ as shown by the vocal tract configurations
presented by Wood. Wood’s data also confirm that the place
of articulation of /a/ can be spread over a large part of the
pharynx.

Fourth, phonetically relevant and unrealistic vocal tract
shapes share common places of articulation. This comes
from the fact that the acoustical properties of vowels put very
strong constraints onto the places of articulation. Conse-
quently, unrealistic vocal tract shapes cannot be eliminated
from the knowledge of their places of articulation.

Examining Figs. 4�a�, 5�a�, 6�a�, 7�a�, and 8�a�, i.e., ex-
amples of vocal tract shapes recovered with inversion, and
comparing them to the original x-ray midsagittal slices �Figs.
4�c�, 5�c�, 6�c�, 7�c�, and 8�c�� obtained by Bothorel et al.25

provides a finer analysis of the vocal tract shapes.
The places of articulation correspond with phonetic

knowledge and the results provided by two-tube vocal tract
models of vowels proposed by Fant.23 Despite this good
agreement with the two-tube approximation, it turns out that
there exists a large articulatory variability allowed by the
articulatory model, as shown by the midsagittal slices of

Figs. 4�a�, 5�a�, 6�a�, 7�a�, and 8�a�. Only some of this vari-
ability corresponds to realistic vocal tract shapes. For each of
the vowels studied, the first midsagittal slices shown are the
least realistic according to the phonetic constraints presented
earlier. One example of good and bad slices is given for three
places of articulation of /a/ �i.e., roughly 3, 4.7, and 8 cm
from the glottis�. It has been shown that the least realistic
slices correspond to extreme positions of the articulators.
The upper left slice of Fig. 4�a�, for instance, presents a wide
lip opening together with a small jaw opening, and a very
low position of the tongue which gives a strong constriction
close to the glottis. Clearly, this vocal tract shape cannot be
realized by a human speaker, or at least it is very unlikely.

In the case of /e/, the three least realistic vocal tract
shapes, Fig. 5�a� �upper row�, present a fairly high protru-
sion. Besides, the first two examples present a high lip open-
ing together with the tongue in a high position, which seems
difficult to realize for a human speaker.

Similarly, the worst vocal tract shapes of /i/ and /u/ both
correspond to very unlikely configurations. For /y/, the worst

Score = 0.4 Constric = 12.3 Area = 0.2 Score = 1.0 Constric = 10.4 Area = 0.2 Score = 1.0 Constric = 11.9 Area = 0.3

(a)

(b) (c)

FIG. 6. �a� Midsagittal slices of the vocal tract for /i/. For each slice the phonetic score, the maximum constriction place �Constric� with respect to the glottis,
and the area in square centimeters is given. �b� Inversion results for vowel /i/ represented in a constriction position/constriction area plan. The position of the
maximum constriction is in centimeters with respect to the glottis, the constriction area is in square centimeters. The shade of a point indicates its phonetic

score �darker is better�. �c� X-ray midsagittal slices for /i/: /abi/ �solid line�, /lwipÄ̃/ �dotted line�.
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configurations correspond to a very small protrusion and lip
opening together with a low position of the apex and a com-
pact shape of the tongue.

Two places of articulation exist for /u/. The second one
�represented by the third midsagittal slice of Fig. 7�a�� is
located in the lower part of the pharynx. However, Fig. 10,
which gives the area function, shows that the entire pharynx
actually corresponds to a narrow tube. As it can be noted the
number of vocal tract shapes giving this place of articulation
is substantially smaller than for the first place of articulation.
This means that this kind of vocal tract shape cannot be
reached as easily as the first one from an articulatory point of
view.

Vocal tract shapes recovered correspond very well with
original x-ray midsagittal slices. This is all the more impor-
tant since the acoustical simulation is unable to copy original
formant data with a high precision as mentioned before. De-
spite this acoustical mismatch the inversion procedure was
able to capture speaker specificities as shown by the inver-
sion of the vowel /i/. As shown in Figs. 6�a� and 6�c�, the
second vocal tract shape recovered for /i/ has a lip opening

value substantially larger than expected. However, it turns
out that this female speaker sometimes realizes /i/ with a
fairly large lip opening �as shown by the dotted contour in
Fig. 6�c��, compared to other speakers of the study of Both-
orel et al. �not displayed here�. Therefore, even if the second
midsagittal slice presents a slightly larger value of lip open-
ing than that observed in the x-ray contour, it is consistent
with the articulation of the subject PB.

Finally, we observe in Figs. 9�a� and 9�b� that, generally
speaking, the average geometric error between inverse solu-
tions and the real vocal tract shape decreases as the phonetic
score increases. The effect is particularly clear for /i/, as the
average geometrical error goes from 0.7 down to 0.2 cm.
The effect is, however, weaker for /a/: The average distance
goes from 0.47 cm for a score of 0, to 0.32 cm for scores
close to 1. The same tendency is observed for all inverted
vowels, with the strongest contrasts being observed for vow-
els with localized places of articulation, such as /i/, and the
weakest for vowels with very wide places of articulation,
such as /a/. The residual distance is thus all the greater since
the place of articulation is spread over a large interval of

Score = 0.4 Constric = 10.0 Area = 0.5 Score = 0.9 Constric = 9.1 Area = 0.8 Score = 1.0 Constric = 2.7 Area = 0.5

(a)

(b) (c)

FIG. 7. �a� Midsagittal slices of the vocal tract for /u/. For each slice the phonetic score, the maximum constriction place �Constric� with respect to the glottis,
and the area in square centimeters is given. �b� Inversion results for vowel /u/ represented in a constriction position/constriction area plan. The position of the
maximum constriction is in centimeters with respect to the glottis, the constriction area is in square centimeters. The shade of a point indicates its phonetic
score �darker is better�. �c� X-ray midsagittal slices for /u/: /iku/ �solid line�, /�u/ �dashed line�, /rusi/ �dotted line�.
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vocal tract as /a/. This distance corresponds to a good pho-
netic realism and directly depends on the severity of phonetic
constraints.

These experiments show that the phonetic constraints
proposed penalize unrealistic vocal tract shapes. They also
help clarify the respective roles of the articulatory model and
phonetic constraints with respect to the process of inversion.
The articulatory model essentially provides constraints about
the geometrical location of the constriction in the vocal tract.
On the other hand, the phonetic constraints focus on the in-
terdependencies between articulators.

V. DERIVATION OF COMPENSATORY ARTICULATORY
EFFECTS THROUGH INVERSION

The above-presented experiments about the place of ar-
ticulation of five vowels for a female speaker proved that
there exist only a limited number of articulation places.
However, the number of inverse solutions is large and infor-
mation provided by these experiments only concern one
point of the vocal tract shape. It is thus interesting to provide
an additional point of view by investigating the shape vari-
ability, in other words the compensatory articulatory effects,
for each of the vowels studied.

Score = 0.3 Constric = 10.5 Area = 0.4 Score = 0.5 Constric = 11.5 Area = 0.6 Score = 0.8 Constric = 13.0 Area = 0.5

Score = 0.9 Constric = 13.8 Area = 0.5 Score = 1.0 Constric = 12.5 Area = 0.5 Score = 1.0 Constric = 10.4 Area = 0.6

(a)

(b) (c)

FIG. 8. �a� Midsagittal slices of the vocal tract for /y/. For each slice the phonetic score, the maximum constriction place �Constric� with respect to the glottis,
and the area in square centimeters is given. �b� Inversion results for vowel /y/ represented in a constriction position/constriction area plan. The position of the
maximum constriction is in centimeters with respect to the glottis, the constriction area is in square centimeters. The shade of a point indicates its phonetic
score �darker is better�. �c� X-ray midsagittal slices for /y/: /igy/ �solid line�, /yn/ �dashed line�.
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For that purpose, principal component analysis �PCA�
was applied to all the shapes recovered for a given vowel and
presenting a sufficient phonetic score. Compared to the no-
tion of “articulatory fiber” introduced by Atal et al.29 this
approach gives a global overview of all the shapes corre-
sponding to a vowel. The eigenvectors provided by PCA
describe the spreading of vocal tract shapes, and conse-
quently vocal tract deformations that keep formants un-
changed. We tested two levels of constraint satisfaction: 0.2
and 0.9. The first score �0.2� allows very unrealistic shapes to
be eliminated and the second �0.9� only allows shapes in full
agreement with phonetic constraints to be kept.

We found out that eigenvectors are quite close for both
scores �although eigenvalues differ�. This is probably due to
the fact that good and poor vocal tract shapes according to
the phonetic measure share the same places of articulation.

The results are given in Fig. 11 for the first level of
satisfaction �phonetic score greater than 0.2�. For clarity’s
sake, only the first two components are presented. Table IV
gives the amount of variance explained by the first two
eigenvectors. As can be seen in Table IV, a greater phonetic
constraint generally increases the contribution of the first two
coefficients, sometimes dramatically �for example, the first
coefficient of /a/�.

It clearly appears that the first deformations keeping for-
mants unchanged for the vowels studied explain the spread-
ing of places of articulation as shown in Figs. 4–8 �bottom
left�.

The first deformation of /a/ corresponds to narrowing the
pharynx region and thus to changing the place of articulation
among one of the three constriction regions, or from one of
these regions to another. It should be noted that this defor-
mation is somewhat surprising because one would rather ex-
pect the compensatory effect of simultaneous tongue and jaw
movements �lowering the jaw while moving the tongue back
preserves the acoustics�. Actually, this first deformation oc-
curs in a very small acoustical region �less than 25 Hz on
each formant� compared to the allowable acoustical region
for /a/, and it corresponds more to a deformation that keeps
the overall geometrical shape of the vocal tract unchanged
rather than to a true articulatory compensatory effect. The
second deformation of /a/ plays only a marginal role consid-
ering the small amount of variance it explains �0.06 for the
shapes with a phonetic score above 0.9�, and is essentially a
movement of the tongue tip.

Unlike deformations of /a/ those of /e/ have comparable
weights. They correspond to a slight change of the constric-
tion location. The first one also exhibits deformations larger
at lips than at other regions of the vocal tract. Both of them
involve deformations in the larynx region which compensate
for deformations at lips. It should be noted that the involve-
ment of the larynx also occurs for /i/, /y/, and /u/.

Deformation modes of /i/ show that the degree of free-
dom on lip aperture and protrusion is larger �related to the
allowable domain for each articulatory parameter� than that
of other articulators.

The first deformation of /u/ corresponds to the change of
the constriction location from the palatal region to the phar-
ynx region. The small number of inverse solutions in the
pharynx region explains that this first deformation actually
focuses more on the palato-velar region than between the
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FIG. 9. Average rms distance �in centimeters� from the real VT shape in function of the phonetic score for inversion solutions of /a/ and /i/.

FIG. 10. Area function for /u/ with a pharyngeal constriction.
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palato-velar and pharynx regions. The second mode of defor-
mation clearly shows a wide variability on the degree of
constriction.

Finally, the two modes of deformation of /y/ show that
the location of the constriction remains quasiconstant; the
first allowable deformation is mainly on the aperture while
the second is on the volume of the front and back cavities
without changing either the overall shape or ratio between
the two cavities.

VI. CONCLUDING REMARKS

It turns out that the results obtained for a speaker, when
x-ray images and speech signal were simultaneously avail-

able, are in very good agreement with x-ray contours even if
this kind of evaluation can be carried out in very few cases,
i.e., for the few speakers for whom simultaneous x-ray and
acoustic data exist. However, the mismatch between the ana-
lyzing model and the vocal tract of the speaker involved in
the experiment prevents a very precise acoustical inversion
to be carried out. This suggests that incorporation of addi-
tional constraints, for instance upon the position of visible
articulators, should be accompanied by the reduction of the
acoustical precision imposed for inversion.

This work clearly shows the importance of phonetic
constraints and their relation with the articulatory model. The
articulatory model provides constraints in the form of defor-
mation modes allowed to represent a vocal tract shape. How-
ever, the articulatory model does not control the synergy be-
tween deformation modes since they are independent by
construction. This explains why very phonetically unrealistic
shapes can be recovered during inversion. Phonetic con-
straints capture the synergies between articulators linked to
physiological properties which cannot be observed directly
easily because it requires somewhat invading medical acqui-
sition techniques like electromyography, or which cannot be
modeled reliably due to the limited amount of articulatory
data available.

In the current work the constraints were designed for
each French vowel and used independently from each other.
However, it is imaginable, and this will be investigated in a
future work, to develop a complete phonetic model that
would integrate all the constraints in a single “phonetic
model.” Indeed, as shown in Sec. III D prior phoneme iden-
tification is not necessary to apply constraints and they can
be applied simultaneously because the most relevant con-
straints will provide the highest phonetic scores. This “pho-
netic model” thus would complement the articulatory model.
A key point is that this phonetic model would be very gen-
eral because it is derived from speaker independent knowl-
edge.

The phonetic constraints are designed to delimit phoneti-
cally relevant articulatory domains. One could object that the
domains are attached to French since we used French tem-
plates. However, any language providing vowel templates
corresponding to a good articulatory coverage can be used.
French offers a reasonably good articulatory coverage except
maybe for close central vowels which do not exist in French.
We also could have added vowel references of other lan-
guages. However, we think that the gain would be small.

Even though it is not the central object of this paper, it
clearly appears that acoustic-to-articulatory inversion offers a
very efficient means to investigate the acoustical and articu-
latory properties of an articulatory model. It is especially
interesting to determine which compensatory effects are
available. It should be noted that the compensatory effects
studied here only correspond to a precise three-tuple of for-
mant frequencies. This means that the compensatory effects
measured in this way are underevaluated compared to what
they are when considering the entire acoustic domain al-
lowed for a vowel. The corollary is that there is a large
amount of variability in the planning of articulatory gestures
by speakers.

TABLE IV. Variances of the first two components obtained through PCA,
applied to the vowel samples with phonetic scores greater than 0.2 and 0.9,
respectively.

Score
Vowel

�0.2 �0.9

Coef. 1 Coef. 2 Coef. 1 Coef. 2

a 0.33 0.25 0.84 0.06
e 0.30 0.23 0.42 0.30
i 0.39 0.24 0.53 0.19
u 0.67 0.17 0.59 0.25
y 0.41 0.27 0.57 0.23

/a/

/e/

/i/

/u/

/y/

FIG. 11. First two deformation modes keeping formant frequencies un-
changed for /a,e,i,u,y/. For each phoneme, the left figure is the first defor-
mation mode, the right figure is the second deformation mode. The bold
solid contour corresponds to the average vocal tract shape for the vowel
studied. The thin and dotted contours correspond, respectively, to +3 and −3
standard deviation units.
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APPENDIX: IMPROVING THE ACOUSTIC ACCURACY
OF MAEDA’S MODEL

Even though the overall formant trajectories resynthe-
sized from articulatory parameters provided by Maeda for
subject PB were quite similar to those extracted from speech
uttered by PB, we observed a non-negligible deviation be-
tween original and resynthesized formants. Actually, the geo-
metrical precision of the model depended on two scale fac-
tors that have been set arbitrarily because the calibration of
the x-ray machine was not known precisely. The first param-
eter is the conversion coefficient from a specific coordinate
system—used when digitalizing the x-ray films—to centime-
ters, and the other is a multiplication coefficient on the area
function obtained. The adjustment of these two factors was
not possible in 1979 when the model was constructed be-
cause it would have required too much computation time.
Therefore, we sampled ranges of reasonable values for these
two factors to find better values. It turned out that the ad-hoc
area increase set to 40% in the original model to increase the
acoustical agreement with original acoustical data can be re-
moved provided that the scaling factor is set to 196 �instead
of 187�. The overall frequency error thus decreases from
114 to 54 Hz for formants F1 and F2. The residual acousti-
cal errors probably originate in the calculation of the area
function from the midsagittal slice, which exploits �–� co-
efficients proposed by Heinz and Stevens,30 wherein the area
at section i Ai is derived from the midsagittal measurement di

through

Ai = �idi
�i.

The �i and �i coefficients depend on the vocal tract zone
considered. In our case, 1.8��i�2.6 and 1.2��i�1.5.

1J. Schroeter and M. M. Sondhi, “Techniques for estimating vocal-tract
shapes from the speech signal,” IEEE Trans. Speech Audio Process. 2,
133–150 �1994�.

2V. Sorokin, A. Leonov, and A. Trushkin, “Estimation of stability and
accuracy of inverse problem solution for the vocal tract,” Speech Com-
mun. 30, 55–74 �2000�.

3C. H. Coker, “A model of articulary dynamics and control,” Proc. IEEE
64, 452–460 �1976�.

4P. Mermelstein, “Articulatory model for the study of speech production,”
J. Acoust. Soc. Am. 53, 1070–1082 �1973�.

5S. Maeda, “Un modèle articulatoire de la langue avec des composantes
linéaires �an articulatory model of the tongue with linear components�,” in
Actes 10èmes Journées d’Etude sur la Parole �International Speech Com-
munication Association, Grenoble, France, 1979�, pp. 152–162.

6S. Maeda, “Compensatory articulation during speech: Evidence from the
analysis and synthesis of vocal-tract shapes using an articulatory model,”
in Speech Production and Speech Modelling, edited by W. J. Hardcastle

and A. Marschal �Kluwer Academic, Dordrecht, 1990�.
7B. Gabioud, “Articulatory models in speech synthesis,” in Fundamentals
of Speech Synthesis and Speech Recognition, edited by E. Keller �Wiley,
West Sussex, UK, 1994�, Chap. 10.

8O. Engwall, “Modelling of the vocal tract in three dimensions,” in Pro-
ceedings of EUROSPEECH, Budapest, 1999, pp. 113–116.

9D. Nix, G. Papcun, J. Hogden, and I. Zlokarnik, “An investigation of locus
equations as a source of relational invariance for stop place categoriza-
tion,” J. Acoust. Soc. Am. 90, 1309–1325 �1991�.

10A. Galván-Rodrigez, “Études dans le cadre de l’inversion acoustico-
articulatoire: Amélioration d’un modèle articulatoire, normalisation du lo-
cuteur et récupération du lieu de constriction des occlusives �Studies in the
context of acoustic-to-articulatory inversion: Improvement of an articula-
tory model, speaker normalization and determination of the constriction
places of plosives�,” Thèse de l’Institut National Polytechnique de
Grenoble, Grenoble, France, 1997.

11L.-J. Boë, P. Perrier, and G. Bailly, “The geometric vocal tract variables
controlled for vowel production: Proposals for constraining acoustic-to-
articulatory inversion,” J. Phonetics 20, 27–38 �1992�.

12S. Dusan, “Statistical estimation of articulatory trajectories from the
speech signal using dynamical and phonological constraints,” Ph.D. thesis,
Waterloo University, Electrical and Computer Engineering, Waterloo, On-
tario, Canada, 2000.

13T. Okadome, S. Suzuki, and M. Honda, “Recovery of articulatory move-
ments from acoustics with phonemic information,” in Proceedings of The
Fifth Seminar on Speech Production: Models and Data, Kloster Seeon,
Germany, 2000.

14S. Ouni and Y. Laprie, “Modeling the articulatory space using a hypercube
codebook for acoustic-to-articulatory inversion,” J. Acoust. Soc. Am. 118,
444–460 �2005�.

15S. Maeda, “A digital simulation of the vocal tract system,” Speech Com-
mun. 1, 199–229 �1982�.

16A. Marchal, Les sons et la parole (Sounds and Speech) �Guérin, Montréal,
1980�.

17P. Ladefoged, A Course in Phonetics, 5th ed. �Thomson/Wadsworth, Bos-
ton, MA, 2006�.

18V. Robert, B. Wrobel-Dautcourt, Y. Laprie, and A. Bonneau, “Strategies of
labial coarticulation,” in Interspeech, Lisboa, 2005.

19B. Potard and Y. Laprie, “Using phonetic constraints in acoustic-to-
aticulatory inversion,” in Interspeech, Lisboa, 2005, pp. 3217–3220.

20F. Lonchamp, “Les sons du Français—Analyse acoustique descriptive,”
Cours de Phonétique, Institut de Phonétique, Université de Nancy II,
Nancy, France, 1984.

21F. Aurenhammer and R. Klein, “Voronoi diagrams,” in Handbook of Com-
putational Geometry, edited by J. Sack and J. Urrutia �Elsevier, Amster-
dam, 1999�.

22K. N. Stevens and A. S. House, “Development of a quantitative descrip-
tion of vowel articulation,” J. Acoust. Soc. Am. 27, 484–493 �1955�.

23G. Fant, Acoustic Theory of Speech Production �Mouton & Co., The
Hague, 1960�.

24P. Halle, “Techniques cepstrales améliorées pour l’extraction d’enveloppe
spectrale et la détection du pitch �improved cepstral techniques for spectral
envelope extraction and pitch detection�,” in Actes du Séminaire Traite-
ment du Signal de Parole, Paris, 1983, pp. 83–93.

25A. Bothorel, P. Simon, F. Wioland, and J.-P. Zerling, Cinéradiographies
des voyelles et consonnes du Français (Cineradiographies of vowels and
consonants in French) �Travaux de l’institut de Phonétique de Strasbourg,
Strasbourg, France, 1986�.

26P. Rubin, T. Baer, and P. Mermelstein, “An articulatory synthesizer for
perceptual research,” J. Acoust. Soc. Am. 70, 321–328 �1981�.

27P. Birkholz and D. Jackèl, “A three-dimensional model of the vocal tract
for speech synthesis,” in 15th International Congress of Phonetic
Sciences—ICPhS’2003, Barcelona, Spain, 2003, pp. 2597–2600.

28S. Wood, “A radiographic analysis of constriction locations for vowels,” J.
Phonetics 7, 25–43 �1979�.

29B. S. Atal, J. J. Chang, M. V. Mathews, and J. W. Tukey, “Inversion of
articulatory-to-acoustic transformation in the vocal tract by a computer-
sorting technique,” J. Acoust. Soc. Am. 63, 1535–1555 �1978�.

30J. M. Heinz and K. N. Stevens, “On the relations between lateral cinera-
diographs, area functions and acoustic spectra of speech,” in Proceedings
of the Fifth International Congress on Acoustics, Stuttgart, Germany,
1965, p. A44.

J. Acoust. Soc. Am., Vol. 123, No. 4, April 2008 Potard et al.: Phonetic constraints for inversion 2323



Spatiotemporal classification of vocal fold dynamics by a
multimass model comprising time-dependent parameters

Tobias Wurzbacher,a� Michael Döllinger, and Raphael Schwarz
Department of Phoniatrics and Pediatric Audiology, University Hospital Erlangen, Medical School,
Erlangen, Germany

Ulrich Hoppe
Department of Audiology, University Hospital Erlangen, Medical School, Erlangen, Germany

Ulrich Eysholdt and Jörg Lohscheller
Department of Phoniatrics and Pediatric Audiology, University Hospital Erlangen, Medical School,
Erlangen, Germany

�Received 19 April 2007; revised 20 December 2007; accepted 21 December 2007�

A model-based approach is proposed to objectively measure and classify vocal fold vibrations by
left–right asymmetries along the anterior–posterior direction, especially in the case of nonstationary
phonation. For this purpose, vocal fold dynamics are recorded in real time with a digital high-speed
camera during phonation of sustained vowels as well as pitch raises. The dynamics of a multimass
model with time-dependent parameters are matched to vocal fold vibrations extracted at dorsal,
medial, and ventral positions by an automatic optimization procedure. The block-based optimization
accounts for nonstationary vibrations and compares the vocal fold and model dynamics by wavelet
coefficients. The optimization is verified with synthetically generated data sets and is applied to 40
clinical high-speed recordings comprising normal and pathological voice subjects. The resulting
model parameters allow an intuitive visual assessment of vocal fold instabilities within an
asymmetry diagram and are applicable to an objective quantification of asymmetries.
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PACS number�s�: 43.70.Bk, 43.70.Gr, 43.70.Dn, 43.72.Ar �AL� Pages: 2324–2334

I. INTRODUCTION

The objective quantification of hoarseness plays a cen-
tral role in medical voice assessment. Hoarseness arises from
phonatory air loss and/or irregular vocal fold vibrations.1 The
former can be detected and measured by acoustical
analysis2–6 while the latter is investigated by laryngeal endo-
scopic techniques.7–10 Since acoustic signals provide only
symptomatic information about the laryngeal pathology,1 a
diagnosis by means of acoustic parameters alone is
ambiguous.11 Therefore, it is necessary to include vocal fold
vibration characteristics in the process of diagnosis.

Vocal fold instabilities occur especially in dysphonic
voices and are induced either by pathological changes of the
mechanical properties or by dysfunction of the neural
control.12 Among laryngoscopic methods stroboscopy is
technically restricted to observing steady state vibrations. In
contrast, high-speed �HS� recording systems allow for a cor-
rect interpretation of aperiodic, irregular, and nonstationary
vocal fold vibrations.1,7,13 Hence, HS imaging techniques are
adequate for real-time observations of healthy and pathologi-
cal vocal fold vibrations during voice production.

In clinical routine, HS recordings are typically per-
formed for sustained vowels of constant pitch and loudness.
However, such stationary phonation paradigms can only de-
tect the vibration irregularities that become apparent at the

specific pitch and intensity level.14 Other pitch and loudness
combinations remain untested and the extent of the voice
disorder may not be revealed. Nonstationary phonation para-
digms may overcome this drawback.15 They originate from
changing muscle activities and incorporate dynamical vibra-
tion transitions and thus scan a continuous phonation range
within a single HS examination. For example, a pitch and/or
a loudness increase are nonstationary paradigms for HS
recordings,15,16 which may complement or confirm the find-
ings attained in stationary phonation.14

The analysis of HS recordings provides the basis for
objective and quantitative measures of vocal fold
vibrations.1,17,18 For this purpose, the glottis is segmented
and the movements of the vocal fold edges are tracked over
time by image processing algorithms.19–21 Within the litera-
ture, methods are proposed that assess perturbations in the
glottal area wave form or different ratios between the open
and closed duration time of the glottis.22,23 Other approaches
extend the analysis by left–right �LR� asymmetry measures
of amplitude and phase shifts in the medial part of the vocal
folds.17,24 A further approach in quantifying vocal fold vibra-
tions is to automatically adapt the dynamics of a biomechani-
cal two-mass model �2MM� to the extracted vocal fold
vibrations.25,26 The adapted model parameters quantitatively
assess LR asymmetry of the underlying vocal fold vibrations.
Further refinements in the 2MM adaptation process enabled
a model-based classification in the case of unilateral vocal
fold paralysis.27 Recently, we extended the parameters of the
2MM approach to be time-variant in order to also simulatea�Electronic mail: twurz@web.de
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vocal fold vibrations of nonstationary phonation
paradigms.14 The dynamics of the time-dependent 2MM
were adapted to the observed nonstationary vocal fold vibra-
tions of normal and dysphonic voices. Based on the calcu-
lated time-variant model parameters both groups were sepa-
rated from each other. Further on, a 2MM with time-
dependent parameters and an additional coupling to a vocal
tract was fitted to a realistic oral airflow for an utterance.28

Asymmetries in vocal fold vibrations are not restricted
to LR asymmetries and may also be found in other vibration
modes.29 Especially longitudinal asymmetries along a vocal
fold side, which literature denotes anterior–posterior �AP�
modes, are observable in HS recordings.1,30 The vibration
behavior at the dorsal, medial, and ventral vocal fold regions
contributes information for characterizing the vibration pat-
tern. For a model-based analysis of longitudinal vibration
asymmetries the 2MM is not suited, since the complete vocal
fold length is represented by only a single mass and thus
does not allow for an independent oscillation in AP direction.
Within the literature a finite-element model of the vocal folds
was used to study and simulate AP biphonation.31 Wong
et al.32 proposed a lumped-element model �hereafter called
the WO91 model� that is a hybrid of the 2MM33–36 and the
longitudinal string model proposed by Titze.37 In the WO91
model the 2MM is divided in the AP direction and thus en-
ables the simulation of longitudinal vibration asymmetries.

Based on the WO91 model, we proposed a multimass
model with constant parameters for quantifying stationary
vocal fold vibrations of the dorsal, medial, and ventral
regions.38 Here, this approach is extended and generalized to
a time-dependent multimass model �TMM�. The TMM dy-
namics are synchronously fitted to healthy and pathological
vocal fold vibrations extracted at dorsal, medial, and ventral
positions by optimizing the time-dependent model param-
eters. The parameters serve as an objective measure for
quantitatively assessing LR as well as AP asymmetries of
vocal fold vibrations. The optimization procedure is initially
verified with synthetically generated vocal fold vibrations
and then applied to 40 HS recordings. The results show that
a separation of normal and pathological vocal fold vibrations
can be made by the optimized TMM parameters.

II. METHODS

A. Clinical data

Real-time recordings of vocal fold vibrations were per-
formed with a digital HS camera �HS ENDOCAM 5560,

256�256 pixels spatial and fs=4000 Hz temporal reso-
lution, grayscale� that was coupled to a rigid endoscope �90°
optic, 9 mm diameter�. A more detailed overview on the gen-
eral recording situation is found within Refs. 1, 7, and 27.
Two different phonation paradigms on the vowel /a/ were
used for the HS recordings:

�1� SSP—sustained stationary phonation: phonation at a
comfortable, constant pitch and intensity.

�2� MPR—monotonous pitch raise: phonation from a low
pitch to an arbitrary higher one.

In this study, 40 subjects participated in the HS exami-
nation. The subject group consisted of four groups as given
in Table I. There were 20 subjects for each phonation para-
digm, in which ten normal voice subjects were opposed to
ten pathological voices. The age between the normal and
dysphonic voice groups was not matched. Although aging
effects may play a role in voice assessment, the effects of the
diagnosed disorders were dominant compared to aging.39

The vocal fold dynamics were extracted from the HS
recordings by tracking the movements of specific vocal fold
edge points in the segmented video.21 The analyzed parts of
the HS sections were chosen to contain no voicing onsets
and to provide a view onto the glottal plane not hidden by
the supraglottal laryngeal anatomy. Figure 1�a� shows the nth
frame of a segmented HS recording. The glottal axis is the
connection line between the anterior ac=ac�x ,y� and poste-
rior pc commissures, which defines the glottal length. In the
following, variables in bold letters represent two-
dimensional vectors in the xy plane. The points g j�n�, for j
=1, . . . ,3, are located at 25%, 50%, and 75% of the glottal
length and represent the dorsal, medial, and ventral third of
the vocal folds. Six vocal fold edge points pi were computed
by the intersection of the segmented contour and three tra-
jectory lines �Fig. 1�, which pass through g j and are perpen-
dicular to the glottal axis. In terms of these points, the vocal
fold trajectories are defined as

ci�n� ª � · �pi�n� − g j�n��2 �1�

with i=1, . . . ,3 for the right and i=4, . . . ,6 for the left vocal
fold and j�mod�i ,−3�+3. The factor �, defined as �= +1
for the left-hand side and �=−1 for the right-hand side, is
used in order to get different signs for the left and the right
deflections. Here, � · �2 denotes the Euclidean norm. The tra-
jectories ci�n� were scaled from pixel to metrical units by
assuming a 1 cm length of the vibrating portion of the vocal
folds within the images, being in the same order of magni-
tude as values given previously in the literature.25,34–43 Scal-
ing with another vocal fold length as reference scale yields
increased or decreased deflections of the trajectories. Exist-
ing asymmetries are evenly scaled. Hence, scaling without
knowing the correct factor does not restrict asymmetry de-
tection. Figure 1�b� depicts trajectory sections of 30 ms,
which correspond to N=120 frames, for a normal voice. The
curves ci�n� are regular over time, and no LR asymmetries
emerge. However, there are differences between the dorsal
and medial-ventral vibration behavior: Glottal closure occurs
for the trajectories in the medial and ventral region as indi-

TABLE I. Subject overview for the endoscopic HS recordings.

Subject Voice diagnosis Gender Age Paradigm

1–10 Normal Three male
Seven female

19.9�1.5 SSP

11–20 Dysphonic
�Six organic,

four functional�

Two male
Eight female

43.8�13.7 SSP

21–30 Normal Four male
Six female

19.1�1.6 MPR

21–30 Dysphonic
�Seven organic,
three functional�

Two male
Eight female

44.8�14.4 MPR
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cated by the contact of opposing trajectories, whereas the
dorsal trajectories show a closure insufficiency.

B. Time-dependent multimass model: TMM

A model-based approach is proposed for the analysis
and interpretation of the extracted trajectories ci�n�. The sug-
gested TMM is an adjusted and extended version of the
WO91 model.32 Figures 2�a� and 2�b� provide a top and fron-
tal sketch of the TMM with time-dependent parameters. It is
a two-dimensional model allowing oscillations in the lateral
and longitudinal direction and no vertical movements appear.
The mass elements are denoted as mi,s�t�, with i=1, . . . ,3 for

the right and i=4, . . . ,6 for the left-hand side. The lower and
upper masses are identified by s=1 and s=2, respectively.
Different forces act on the mass element mi,s�t�, which are
described in detail for constant TMM parameters:38

�1� The driving force Fi,s
D is determined by the subglottal

pressure PL�t�, the ratio between the upper and lower
area formed by the mass elements mi,s�t�, and the Ber-
noulli flow.

�2� The vertical coupling force Fi,s
V results from the connec-

tion of the lower and upper masses by a spring ki
V�t�.

Due to the restriction of having no vertical movements,
Fi,s

D is split up in components projected into the lateral
and longitudinal direction.

�3� The anchor force Fi,s
A acts due to the anchor springs ki,s

A �t�
and dampers ri,s

A �t�.
�4� The force Fi,s

L describes the longitudinal coupling of the
TMM elements by stiffnesses ki,s

L �t� and dampers ri,s
L �t�.

At the ventral end, the left and right model sides are
fixed together at an anchor that represents the anterior
commissure �Fig. 1�. In contrast, each side of the dorsal
endings is coupled to its own fixed position associated
with the nonvibrating region of the vocal folds at the
transition to the arytenoid cartilages.

�5� During collision additional spring elements ki,s
C �t� result

in a restoring force Fi,s
C in the direction to the anchor.

The deflections of the masses are denoted as xi,s�t� and the
associated rest positions as xi,s

R �t�, which are also time depen-
dent due to possible changes of abduction–adduction of the
vocal folds during nonstationary phonation paradigms.14,28

Different glottal shapes can be reproduced by variation of
xi,s

R �t�, i.e., typical configurations seen in HS recordings, as
for example parallel, “v”-like or oval shapes. The time de-
rivatives ẋi,s�t� and ẍi,s�t� indicate velocity and acceleration
of the mass mi,s�t�. Since mi,s�t� is time dependent, the more
general form of Newton’s second law with a term for ṁi,s�t�
must be used in the equation of motion:14,44

FIG. 2. Sketch of the TMM in �a� endoscopic/top view and �b� frontal view.
The lower and upper masses are colored in dark and light gray. The spring
elements are drawn in while damping elements are not shown to keep clarity
of the drawing.

FIG. 1. �a� A single frame of an endoscopic HS recording of the larynx. The vocal fold edges are segmented and the glottal axis connects the anterior ac and
posterior pc commissures. The points pi and g j mark vocal fold edges and positions on the glottal axis in the dorsal, medial, and ventral regions of the vocal
folds. �b� Corresponding trajectories ci�n� of the points pi.

2326 J. Acoust. Soc. Am., Vol. 123, No. 4, April 2008 Wurzbacher et al.: Spatiotemporal classification of vocal fold vibrations



mi,sẍi,s = − ṁi,sẋi,s + Fi,s
A + Fi,s

V + Fi,s
L + Fi,s

C + Fi,s
D . �2�

Equation �2� is numerically integrated to obtain the deflec-
tions xi,s�t� with a fourth-order Runge-Kutta and a step size
of 0.25 ms. In order to compare the TMM dynamics with the
trajectories obtained from the HS recordings, model trajecto-
ries ci

M�n� are calculated as the minimal lateral distance of
the upper/lower mass pair toward the glottal axis. Hence,
only the current inner vocal fold mass contributes to the
model trajectories ci

M�n�. The trajectories of the TMM and
associated parameters are denoted by superscript M. The
main differences of the TMM to the WO91 model are:

�1� WO91 has constant model parameters and therefore does
not allow the simulation of vocal fold vibrations of non-
stationary phonation paradigms.

�2� Besides the movements in the lateral direction, the mass
elements mi,s�t� in the TMM are also allowed to move in
the longitudinal direction, which experimental studies
have shown to exist even though they are small com-
pared to the lateral displacements.45,46

�3� The TMM uses a more generalized form of collision
detection. Instead of defining the event of collision as
crossing the glottal axis, collision is detected as a mass
contacts one of the opposite mass–spring elements. This
is especially important in the case of LR asymmetries in
pathological voices.

C. Automatic parameter optimization

The TMM has a large number of degrees of freedom due
to the independent masses, springs, and dampers. In order to
reduce the dimensionality �63 parameters� some of the TMM
parameters are coupled by introducing a set of optimization
parameters. The TMM parameters are initialized to start op-
timization in an oscillation region that is close to the ob-
served characteristics.25

1. Initialization and optimization of parameters

Initially, the TMM parameter values are based on the
constant standard parameters of Ishizaka et al.33 However,
these masses and stiffnesses of one model side are addition-
ally allocated equally among the three oscillating 2MM ele-
ments. Further, the initial rest positions xi,1

R of the lower
model plane are estimated from the extracted trajectories
ci�n� as

xi,1
R =

1

2N
�
n=1

N

ci�n� . �3�

Here, the mean is reduced by a factor of 2, to prevent an
overestimation of xi,1

R according to collision between the left
and the right vocal fold side. The initial rest positions of the
upper plane are shifted by 10−3 cm toward the glottal axis to
start with a convergent glottal profile.40

The time dependency of the TMM parameters are ex-
pressed in terms of the standard parameters33 �labeled with a
tilde� by introducing the following Q factors:

ki,s
� �t� = k̃i,s

� Qi�t�, � � �A,V,L,C	 ,

mi,s�t� = m̃i,s/Qi�t� ,

PL�t� = P̃LQp�t�, xi,s
R �t� = xi,s

R · Qr�t� , �4�

for the elements i=1, . . . ,6. With t=n�Ts, where n
=1, . . . ,N denotes the number of frames, a set

S�n� ª �Q1�n�, . . . , Q6�n�, Qp�n�, Qr�n�	 , �5�

of eight time-dependent optimization parameters is used to
adjust the TMM dynamics and gives a concise description of
vocal fold vibrations.

The initialization of Qi is based on the mass–spring os-
cillator equation25 and the oscillation frequency f i of the tra-
jectories ci�n� within the first four periods:

Qi = 2�f i
m̃i,s

k̃i,s

. �6�

The initial factor Qp, which mainly effects the oscillation
amplitude, is determined by varying Qp from 0.5 to 4. The
value that results in the smallest amplitude difference be-
tween ci�n� and ci

M�n� within the first four periods is the
initial Qp. The optimization parameter Qr is set to one, since
the rest positions are already initialized according to Eq. �3�.

2. Objective function

The objective function � measures the error between
ci�n� and the adapted trajectories ci

M�n�. For a compact signal
representation, a discrete wavelet transform �DWT� using
Coifman wavelets of order two is applied to each
trajectory.47,48 Wavelet analysis decomposes a given signal,
e.g., the trajectories ci�n�, into a set of coefficients: the ap-
proximation coefficients aZ,i��� containing the low-frequency
signal components and the corresponding detail coefficients
dl,i��� �l=1, . . . ,Z� representing the high-frequency compo-
nents. The maximum decomposition level Z= �ld�N /11�� is
given by the upper bound of the base-2 logarithm of the ratio
signal length N to the number of wavelet filter coefficients.
The DWT is applied to the trajectories ci�n� and ci

M�n�.
After decomposition the coefficients are thresholded to

obtain only the dominant components which form the trajec-
tories and to achieve a smoothing. The coefficient values that
contribute more than 5% to the energy Ei of all coefficients

Ei ª �
�

aZ,i���2 + �
l

�
�

dl,i���2 �7�

are kept, while the others are set to zero. With

�ai ª �
�

�aZ,i��� − aZ,i
M ����2,

�di ª �
l

�
�

�dl,i��� − dl,i
M����2, �8�

the objective function is defined as

� ª

�i�ai + �di

�iEi
. �9�

The smaller the value of � the better is the match between
the trajectories ci�n� and ci

M�n�.
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3. Optimization

The aim is to minimize � by variation of the optimiza-
tion parameters in S�n� �Eq. �4��, so that ci

M�n� is best fitted
to ci�n�. The time dependency of the model requires in prin-
cipal an optimization of each sample for all of the eight
optimization factors in the set S�n�, which is computationally
highly expensive. However, the complexity can be reduced
since the change in vocal fold vibrations and the correspond-
ing time constants for muscle contraction ��30 ms� and me-
chanical delays ��20 ms�49,50 are continuous functions and
are slow relative to the numerical integration step size.
Hence, not every time sample in the set S�n� needs to be
optimized.14

The trajectories ci�n� are divided into b=1, . . . ,B blocks,
each with four oscillation periods. The number of samples in
the block trajectories ci�n�b ranges from n=1, . . . ,Nb. The
blocks overlap by 50% in order to assure smoothness and
continuity of the optimization parameters. The model dy-
namics ci

M�n�b are adapted to ci�n�b of the first block and
then subsequently to the following blocks by minimizing the
objective function �b with Powell’s direction set method51

for each block. Powell’s optimization algorithm starts from
an initial point with the unit vectors as the search direction. It
finds the minimum of �b along the given directions, moves
to the minimum found, and takes the moving direction as
new search direction.52 The following listing passes through
the individual steps of the minimization process:

Step �1� DWT of ci�n�b.
Step �2� Initialize the first and last sample of the optimi-

zation parameters S�n�b associated with the current block b:
S�1�b=S�Nb�b=S�Nb−1 /2�b−1. Due to the 50% overlap the
samples are depicted at Nb−1 /2.

Step �3� Do a line minimization with Powell’s method
for all eight optimization factors in S�Nb�b.

�a� Construct the time samples between n=2, . . . ,Nb−1 by
linear interpolation: S�n�b=S�1�b+ �S�Nb�b−S�1�b	 /Nb

−1�n−1�.
�b� Scale the TMM parameters according to Eq. �4� with

S�n�b and computation of the new model trajectories
ci

M�n�b.
�c� DWT of ci

M�n�b.
�d� Compute �b.
�e� Evaluate termination condition: If local minimum is suf-

ficient �2� ��best−�b�	0.01���best�+ ��b��,52 go to Step �1�
for b=b+1, i.e., process the next block. Here, �best de-
notes the best objective function value found so far. Oth-
erwise, continue Step�3� with updated search directions.

4. Validation

The reliability and the capability of the optimization in
finding correct parameters are evaluated for two test situa-
tions.

First, the TMM optimization is applied to synthetically
generated data: 40 parameter sets S��n� are taken as pre-
defined values and the TMM trajectories synthesized from
them are used as data from which the TMM parameters are
to be estimated. The optimized parameters S�n� are com-
pared to the predefined parameters S��n� by the relative error


rel�n� =
�S��n� − S�n��

S��n�
. �10�

A second test verifies that the time-dependent param-
eters derived from HS recordings are independent of the
starting frame of the analysis. Valid parameters are charac-
terized by similar time courses within identical time sections
of the HS recording. To evaluate this, the TMM is adapted
four times �cases A, B, C, and D� to nonstationary trajecto-
ries of a MPR with a duration time of 384 ms. For each
optimization the starting point is delayed by 100 ms �tA

=0 ms, tB=100 ms, tC=200 ms, tD=300 ms� and the result-
ing four parameter sets are graphically compared.

D. Classification criterion

A scalar measure of asymmetry in the TMM parameters
is introduced. The factors Qi�n� �i=1, . . . ,6� comprise infor-
mation about LR and AP asymmetry. The absolute value of
the distance to the symmetry line

dj
sym�n� ª 1 −

Qj+3�n�
Qj�n�

 �11�

for the three positions dorsal �j=1�, medial �j=2�, and ven-
tral �j=3� is averaged over time to define a LR symmetry
ratio

Rj =
1

N
�
n=1

N

dj
sym�n� . �12�

Hence, the combination of

R̄ =
1

3�
j=1

3

Rj , �13�

which measures the total average of LR asymmetry, and

�R =
1

2�
j=1

3

�Rj − R̄�2, �14�

which describes the variance of the LR asymmetry in the AP
direction, results in the rating

� ª R̄ + 
�R. �15�

Neither Qp�n� nor Qr�n� capture asymmetry information, and
thus they are omitted in the calculation of �. Vocal fold
vibrations can be classified according to the rating �: The
larger � the larger the asymmetries. A decision tree classifi-
cation on the data set using the random tree classification is
applied to automatically find a � boundary that separates
normal from dysphonic voices for the given subjects.53,54

III. RESULTS

First, the validation results of the TMM optimization are
presented. Second, examples of observed vocal fold dynam-
ics are given and the adapted TMM trajectories are com-
pared. Finally, the interpretation and classification of vocal
fold vibrations are demonstrated with the model-based asym-
metry measure �.
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A. Validation

The relative error 
rel of Eq. �10� for the 40 synthetic
data sets amounts to 6.6% �6.6%, 11.0% �10.5%, and
15.1% �12.4% for Qi�n�, Qr�n�, and Qp�n� an average. Fig-
ure 3 displays the probability Pr�
rel	�� that 
rel is lower or
equal a given boundary �. For a boundary of 
rel=20% the
optimization parameters Qi�n�, Qr�n�, and Qp�n� are calcu-
lated with a probability of 95.3%, 85.0%, and 71.4%. The
error between the synthetic and the adapted trajectories
amounts �=4.6 in the average.

Figure 4 illustrates the four optimized parameter sets
S�n� for different starting times �tA, tB, tC, and tD� of a MPR
phonation. The time courses of the optimization parameters
Qi�n�, Qp�n�, and Qr�n� are displayed. The six factors Qi�n�
are split into the dorsal �i= �1,4	�, medial �i= �2,5	�, and
ventral �i= �3,6	� positions to facilitate visual inspection.
During the time course the optimized parameters converge to
the same solution. Minor differences, if any, occur only at

the beginning for each case, since here the optimization has
to find a parameter combination that minimizes �b starting
from the roughly estimated initial values. Therefore, �b has
increased values for the first four-period block and decreases
in the following blocks. This is illustrated in Fig. 5, where
the convergence as a function of the block number is evalu-
ated for the 40 data sets.

B. Application to vocal fold vibrations

The subjects managed phonating the instructed para-
digm, either SSP or MPR, during the HS recordings. Espe-
cially, the dysphonic voice group performed the MPR just as
well as the normal voice group. They phonated in a comfort-
able way within their scope of ability in terms of frequency
stability/range, intensity level, and duration. Table II summa-
rizes duration and frequency range for the normal and patho-
logical voice group as well as for the paradigms SSP and
MPR.

Exemplarily, Fig. 6 displays the adaptation result ci
M�n�

�dashed� to ci�n� �solid� for four subjects—one from each of
the groups in Table I. Only a short time section of the trajec-
tories is depicted, since the match between the trajectories
would be graphically not distinguishable if the entire dura-
tion time was plotted. The objective function � amounts are
12.6, 3.6, 7.2, and 8.1 for the presented subjects s9, s16, s26,
and s38. Hence, it is in the same order of magnitude as � for
the adaptation to synthetic data. A closer look reveals that it
is also in the order of magnitude as the errors induced by the
limited HS camera resolution and the quantization errors dur-

FIG. 3. The probability of getting the predefined parameter set S��n� for a
given relative error 
rel acceptance level. The curve for Qi, on which the
rating � is based on, is calculated with the highest accuracy.

FIG. 4. Optimization verification with four different starting times
�tA, tB, tC, tD�. The optimized parameters for each case converge to the same
solution.

FIG. 5. Objective function �b as a function of the block number b averaged
over 40 synthetic data sets. The match of the first four-period block is less
accurate than for the following blocks.

TABLE II. Overview of duration and frequency range �highest–lowest� av-
eraged for the subject groups �SSP—sustained stationary phonation; MPR—
monotonous pitch raise�.

Paradigm Feature Normal Dysphonic

SSP Duration �ms� 283.5�82.0 96.1�20.0
Frequency range �Hz� 9.7�5.5 5.5�3.3

MPR Duration �ms� 376.7�116.6 321.3�112.2
Frequency range �Hz� 106.1�53.2 92.5�65.6
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ing image segmentation and tracking of the vocal fold
edges.14,21 In general, there is a match in amplitude, fre-
quency, and phase shift between the adapted and given tra-
jectories. In particular, the TMM dynamics fit the symmetric
oscillation pattern of subject s9. The TMM reproduces the
phase shifts between the left and right sides of subject s16 as
well as the dorsal closure insufficiency of subject s26. The
TMM dynamics are fitted to the phase shifts and the ampli-
tude asymmetries as well as the ventral closure insufficiency
of subject s38.

The adapted TMM dynamics lead to a set S�n� of opti-
mized model parameters. As seen in Eq. �12�, the parameters
Qi�n� of S�n� comprise information of LR and AP asymme-
tries of vocal fold vibrations. These asymmetries are exem-
plarily visualized in Fig. 7 for the subjects from Fig. 6 �s9,
s16, s26, and s38�. Within this plane LR symmetry is located
along the bisecting line. Perfect AP symmetry exists if the
curves for the dorsal, medial, and ventral regions are identi-
cal. The curves for subject s9 are typical for a normal voice
performing a SSP. They concentrate to a point near the bi-
secting line. In the case of a pathological voice subject �s16�
performing a SSP, the curves exhibit a LR asymmetry. There
is variation in the left-sided parameters ��2.5 to �3.5�,
whereas the right-sided parameters do not vary that much �
�2 to �2.25�. This subject s16 suffers from a right-sided
unilateral recurrent laryngeal nerve paralysis and the associ-
ated paths can be interpreted as follows: The paralyzed side
contributes only in a passive manner to the oscillation. This
is reflected by the small variations of the parameters. In con-
trast, the healthy side tries to actively compensate for the
insufficient oscillation and therefore larger variations of the
corresponding parameters occur. For a normal voice per-
forming a MPR �s26�, the curves are distributed along the

bisecting line. The curves of subject s38 �pathological voice,
MPR phonation� cover a wide range in the upper half of the
asymmetry plane. The different profiles of the dorsal, medial,
and ventral curves indicate additional AP asymmetries. Sub-
ject s38 has a left-sided unilateral recurrent laryngeal nerve
paralysis, which is opposite to subject s16. Accordingly, the
left-sided parameters vary less than the right-sided ones.

Besides the visual inspection of the curves in the asym-
metry plane, asymmetries can be measured by determining
the fraction of the curves that lie within a given distance to
the bisecting line. This distance dj

sym is evaluated in Eqs. �11�
and �12� and constitutes the abscissa in Fig. 8. The associated
ordinate is called symmetry fraction—100% of this measure

FIG. 6. Match of trajectories ci
M�n� �dashed lines� to ci�n� �solid lines� for a short section of phonation. Exemplarily, four different cases are depicted—one

from each group in Table I.

FIG. 7. Asymmetry diagram: LR asymmetry plane of the optimization pa-
rameters Qj+3�n� and Qj�n� for the subjects of Fig. 6. Each subject is repre-
sented by a path in the asymmetry plane for the dorsal, medial, and ventral
regions. The bisecting line �dashed gray� denotes perfect LR symmetry. AP
asymmetries are identified among a subject’s three paths. ��� marks the
beginning and �� the ending of each curve.

2330 J. Acoust. Soc. Am., Vol. 123, No. 4, April 2008 Wurzbacher et al.: Spatiotemporal classification of vocal fold vibrations



means that the curves entirely lie within the specified dis-
tance region. Figure 8 displays the symmetry fraction for the
dorsal, medial, and ventral parts averaged over the groups of
normal �solid lines� and pathological voices �dashed lines�
for each phonation paradigm. For the normal voices the gra-
dient of the symmetry fraction is approximately two times
higher than for the pathological voices. Hence, in the case of
normal voices the symmetry fraction amounts 90.6% �4.2%
�mean and standard deviation for the dorsal, medial, and ven-
tral curves� at a distance of 0.2 and is only 36.8% �20.3%
in the case of pathological voices for the SSP paradigm at
this distance. The corresponding values of the MPR para-
digm are 90.1% �3.7% and 37.4% �9.4%. In the average
SSP paradigm, a symmetry fraction of more than 80% im-
plies a distance of 0.17 for the normal voice group and 0.46
for the dysphonic voice group. The distances for the MPR
paradigm are 0.17 and 0.4, respectively. For the investigated
subjects, the curves for pathological voices are farther away
from the symmetry line by a factor of �2.5 and scatter more
within the asymmetry diagram than the curves of normal
voices.

C. Classification

Figure 9 depicts the rating � for the normal and patho-
logical voice subjects for the SSP and MPR phonations. The

two � summands R̄ and 
�R are identified by light and dark

gray color. The contribution of LR asymmetry R̄ outweighs
the contribution of the AP asymmetry measure 
�R. All the
� values for pathological voices are greater than those for
normal voices for each phonation paradigm. As revealed by a
Wilcoxon rank sum test �nonparametric, non-normal distrib-
uted population�, the healthy and the pathological subjects
represented by the � values differ highly significant �p
�0.001�. Thus, the rating � provides a way to separate the
vocal fold vibrations into normal and pathological groups. A
tree-based classification yields boundaries of �=0.25 and
�=0.22 for the SSP and MPR phonations. All normal voice

subjects are less than these boundaries and a correct group-
ing for the given subjects is achieved.

IV. DISCUSSION

Laryngoscopic HS recording techniques provide the ba-
sis for real-time recordings of even nonstationary and aperi-
odic vocal fold vibrations. Appropriate analysis and interpre-
tation methods are needed for the objective and quantitative
evaluation of the recorded vocal fold dynamics. Within this
work a model-based approach is proposed for classifying
normal and pathological vocal fold vibrations by means of
LR and AP asymmetry measures.

The TMM dynamics are synchronously fitted to the vo-
cal fold dynamics at dorsal, medial, and ventral positions.
The time dependency of the model parameters also enables
an adaptation to nonstationary vibrations. Compared to prior
work,14 the error between the vocal fold and model trajecto-
ries is measured by a subset of wavelet coefficients, which
contain the dominant oscillation characteristics. In smooth-
ing the objective function, this stabilizes the optimization
and helps it converge in a reasonable number of iterations.
The model dynamics are controlled by the optimization pa-
rameters Qi�n�, Qp�n�, and Qr�n�. These parameters are used
as control parameters in two-mass model approaches as
well.28 The optimized model parameters describe the time-
varying characteristic of LR and AP asymmetries in a con-
densed form.

Clinical voice measurement is mostly directed toward
the evaluation of the ability to sustain vowels.55 Indeed, this
clinical paradigm evaluates the principal functionality. How-
ever, it neglects dynamical transitions found in fluent speech.
These can be systematically investigated by the MPR para-
digm. As seen in the asymmetry diagram �Fig. 7�, the MPR
paradigm checks the symmetry of vocal fold vibrations for a
wider phonation range in a single HS examination. Thus, it
may help in a more complete diagnosis of the extent of a
voice disorder.

The verification of the optimization algorithm demon-
strates that the calculated parameters are independent of the
starting time �Fig. 4�. The adaptation to synthetic data sets

FIG. 8. The graphs display the fraction of symmetry averaged for the nor-
mal �solid� and pathological �dashed� voices within a given distance dj

sym to
the bisecting line. ��� Dorsal, ��� medial, and ��� ventral.

FIG. 9. Rating value � for the 40 subjects. The two summands of � are

coded in light �R̄� and dark �
�� gray. The horizontal lines at �=0.25 for
SSP and �=0.22 for MPR are the determined boundaries of a decision tree
algorithm to separate normal from pathological vocal fold vibrations.
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with predefined parameters reveals that the optimization pa-
rameters are reproduced with different accuracies: Qi�n�,
from which the asymmetry rating � is derived, is calculated
with the highest accuracy. A lower accuracy is obtained for
the optimization factors Qr�n� and Qp�n�. Since these two
factors are not involved in calculating the rating �, their
relative inaccuracy does not negatively affect the reliability
of �. It is noted that an increased subglottal pressure can
induce chaotic and asymmetric vibration even for symmetric
vocal fold configurations as revealed in biomechanical model
simulations.36 However, chaotic vocal fold vibrations are
rare within laryngological examinations56 and thus, for a
start, we do not go into a detailed model-based classification
of chaotic vibrations.

The calculated asymmetry measures are derived from
the extracted vocal fold trajectories. The trajectories in turn
could be affected by the endoscopic recording situation. For
example, the endoscope could have an angle to the vocal fold
plane yielding asymmetries between the left and right side
deflections. Further, there could be vertical laryngeal move-
ments due to position changes of the cartilaginous
framework.57 Such vertical movements are accompanied by
a tilt of the vocal fold plane resulting in a different recording
resolution for the dorsal, medial, and ventral parts. Assuming
a tilt of 8° by a distance of 7 cm between the endoscope and
the vocal fold plane41,57 and a 1 cm vocal fold length yields
a difference of 1.3% between the dorsal and the ventral de-
flections for the used HS camera system. This is much
smaller than segmentation errors of image processing21 that
are of the order of 10% and thus negligible.

A direct physiological interpretation of the TMM param-
eters is not given because of our limited ability to assign
model elements to anatomical structures.40 A finite-element
method �FEM� model58,59 of vocal fold vibration may indeed
provide a more realistic representation concerning the physi-
ological completeness. With a FEM approach AP asymmetry
mechanisms31 as well as vertical dynamics, which exist in
vocal fold vibrations as shown in experimental studies,60,61

can be simulated in principle. However, the detailed and lay-
ered structure of FEM models involve a larger number of
mass nodes than the TMM and so would have prohibitively
increased computational costs for the dynamic optimization.
In contrast, this is possible for the TMM approach, although
the implementation still has to be optimized for clinical use
in order to reduce the adaptation time. It currently takes
30–45 min for typical MPR trajectories of 400 ms on a stan-
dard PC �Pentium IV, 3 GHz�. For the future, the TMM-
based classification method will be validated on a larger sub-
ject group. Especially, it will be investigated whether the
paths in the asymmetry diagram for different kinds of voice
disorders trace out different patterns and therefore lead to a
clustering of dysphonias. Further developments will extend
the TMM to additionally simulate the vertical vocal fold
movements,62,63 which can be extracted from endoscopic re-
cordings by laser triangulation.42 In addition, such laser cali-
bration methods can be used to calibrate the endoscopic HS
recordings for the purpose of extracting metrical scaled di-

mensions and dynamics of the vocal folds.41,43 In doing so,
the arbitrary scaling of the trajectories from pixel to metrical
units could be avoided.

In all, the optimized TMM parameters capture a com-
pact description of vocal fold vibration characteristics, and
thus facilitate the analysis and interpretation of vocal fold
dynamics and allow for a classification into normal and
pathological voice groups. The parameters estimate the de-
gree of laryngeal asymmetry and provide a quantitative mea-
sure of voice disorders that could serve as a diagnostic tool
for the planning and control of surgical and nonsurgical
voice therapies.

V. CONCLUSION

By means of a model-based approach high-speed re-
corded vocal fold vibrations are objectively and quantita-
tively assessed. Fitting the dynamics of a multimass model to
the vocal fold dynamics delivers optimized model param-
eters which measure left–right and anterior–posterior asym-
metries. The graphical representation of the time-dependent
parameters gives an intuitive view of the actual degree of
asymmetry. A rating value derived from the parameters pro-
vides a classification into normal and pathological vocal fold
vibrations.
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Nomenclature

aZ,i�n� � wavelet approximation coefficients
ac ,pc � anterior and posterior commmisure

b � block number
B � total number of blocks

ci�n� � vocal fold trajectory
dj

sym�n� � distance to symmetry line
dl,i � wavelet detail coefficients

rel � relative error
Ei � energy of wavelet coefficients
f i � vibration frequency
fs � sampling frequency

Fi,s
� � force � on mass mi,s

Fi,s
D � driving force on mass mi,s

g j � specific points on the glottal axis
� � objective function
i � TMM mass number

� � Anchor, vertical, longitudinal, or collision
case

j � index for specific points on the glottal axis
ki,s

A ,ki,s
C ,ki,s

V � TMM anchor, collision, and vertical spring
ki,s

L � TMM longitudinal spring between mass mi,s

and mi+1,s

l � wavelet decomposition level
mi,s � TMM mass element

˙
M

� TMM trajectories and corresponding
variables
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˙̃ � standard model parameters of the literature
n � discrete time index
� � wavelet index

N , �Nb� � total number of frames/samples �in block b�
pi � specific points on the vocal fold edges
PL � subglottal pressure

Qi ,Qp ,Qr � optimization factors for TMM elements
ri,s

A ,ri,s
L � TMM anchor and longitudinal damping

elements
Rj � left–right asymmetry ratios

R̄ � total average of left–right asymmetry
s � TMM plane number

�R � variance of left–right asymmetry in
anterior–posterior direction

S � set of optimization parameters
t � time

�t � sampling period
x ,y � image coordinates
xi,s � TMM position of mass mi,s

xi,s
R � TMM rest position of mass mi,s

� � �1 factor for the left and the right vocal
fold side

� � rating of asymmetry
Z � number of wavelet decomposition levels
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A three-dimensional articulatory model of the velum and
nasopharyngeal wall based on MRI and CT data
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An original three-dimensional �3D� linear articulatory model of the velum and nasopharyngeal wall
has been developed from magnetic resonance imaging �MRI� and computed tomography images of
a French subject sustaining a set of 46 articulations, covering his articulatory repertoire. The velum
and nasopharyngeal wall are represented by generic surface triangular meshes fitted to the 3D
contours extracted from MRI for each articulation. Two degrees of freedom were uncovered by
principal component analysis: first, VL accounts for 83% of the velum variance, corresponding to an
oblique vertical movement seemingly related to the levator veli palatini muscle; second, VS
explains another 6% of the velum variance, controlling a mostly horizontal movement possibly
related to the sphincter action of the superior pharyngeal constrictor. The nasopharyngeal wall is
also controlled by VL for 47% of its variance. Electromagnetic articulographic data recorded on the
velum fitted these parameters exactly, and may serve to recover dynamic velum 3D shapes. The
main oral and nasopharyngeal area functions controlled by the articulatory model, complemented by
the area functions derived from the complex geometry of each nasal passage extracted from coronal
MRIs, were fed to an acoustic model and gave promising results about the influence of velum
movements on the spectral characteristics of nasals. © 2008 Acoustical Society of America.
�DOI: 10.1121/1.2875111�

PACS number�s�: 43.70.Bk, 43.70.Jt, 43.70.Aj �CHS� Pages: 2335–2355

I. INTRODUCTION

According to Crystal �1997�, “nasality is a term used in
the phonetic classification of speech sounds on the basis of
manner of articulation: it refers to sounds produced while the
soft palate �or velum� is lowered to allow an audible escape
of air through the nose.” Understanding the production of
nasal sounds therefore requires a good knowledge of the
variable shape of the velopharyngeal port that connects the
rigid nasal tract to the vocal tract, and that is delimited by the
velum and the nasopharyngeal wall. A large number of stud-
ies have been devoted to the production of nasality �see, e.g.,
Ferguson, Hyman, and Ohala, 1975 or Huffman and Krakow,
1993�.

A first gross estimation of the nasal tract geometry was
proposed by House and Stevens �1956� from anatomical con-
siderations. The first systematic anatomical measures of the
nasal tract that we know of were performed by Bjuggren and
Fant �1964�, who traced cross-sectional contours from slices
cut from a plastic mold of the nasal passages of a cadaver.
The cross-sectional contours and nasal passage areas that
they proposed have served as a standard reference for many
decades, and have been used for acoustical simulations. The
first, and as far as we know the only, sets of transversal
images of the velopharyngeal port obtained by x-ray tomog-
raphy were recorded by Björk �1961� for ten subjects utter-
ing sustained articulations. Associating these images with
sagittal x-ray tomography images of the same subjects, he

found a linear relation between the nasal tract transverse cou-
pling area and the velum/pharyngeal wall sagittal distance in
the midsagittal plane for distances greater than 0.2 cm. The
magnetic resonance imaging �MRI� technique is still consid-
ered to be the only imaging technique that is safe for the
subject and that delivers comprehensive three-dimensional
�3D� data. It has thus been largely used for determining the
geometry of the vocal tract in speech �see, e.g., Baer, Gore,
Gracco, and Nye, 1991, Story, Titze, and Hoffman, 1996;
Engwall and Badin, 1999; Badin, Bailly, Revéret, Baciu,
Segebarth, and Savariaux, 2002� and has allowed new mea-
surements on live subjects and permitted researchers to ob-
tain more accurate area functions of the nasal tract. In 1992,
Matsumura and Sugiura �1992� published the first cross-
sectional profiles of nasal passages from MRI images. Area
functions derived from these measurements were thus pro-
posed by Matsumura, Niikawa, Shimizu, Hashimoto, and
Morita �1994� two years later. At the same time, Dang,
Honda, and Suzuki �1994� led a similar study which pro-
posed new area functions and compared their results with
those obtained by Bjuggren and Fant �1964�. They high-
lighted in particular the importance of mucosa in the nasal
passages. Demolin, Lecuit, Metens, Nazarian, and Soquet
�1998� subsequently performed a unique 3D study of velo-
pharyngeal port opening from MR images recorded on four
subjects pronouncing French nasal vowels and their oral
counterparts; more details on the cross-sectional contours
and areas of velopharyngeal port were then provided by
Demolin, Delvaux, Metens, and Soquet �2003�. Delvaux,
Metens and Soquet �2002� studied the position and shape of
the velum and the associated coordination of other articula-
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tors such as tongue movements used by French speaking
subjects in the production of French nasal vowels. Interest-
ingly, they noted a possible contact between the velum and
the tongue for low velar positions.

Physiologically, the velopharyngeal port is organized in
a complex way. A network of muscles linking the surround-
ing organs, i.e., the velum, the lateral and posterior pharyn-
geal walls and the tongue, controls the velopharyngeal port’s
opening/closing mechanism. The velum, the principal organ
involved in the mechanism, is known to be controlled mainly
by five muscles �see Fig. 1�. Its major muscle, the levator
veli palatini, stretches symmetrically from the medial region
of the velum to the right and left Eustachian tubes. The two
other muscles of the velum are the tensor veli palatini,
stretching laterally and symmetrically from the medial region
of the velum to the base of the cranium and passing through
a tendon acting as a pulley to ensure a lateral tensing of the
velum, and the uvulae muscle �not visible in Fig. 1�, located
entirely in the uvula—an appendix of the velum in the mid-
sagittal region �see, for example, Fig. 2 for various uvula
positions�, which is believed to have only a small impact on
the velopharyngeal mechanism in speech. In addition, the

velum is connected with its two neighboring organs: first
with the tongue, through the palatoglossus muscle, with ori-
gin in the medial lower part of the velum and linking the
lateral basis of the tongue along the borders of the oral cav-
ity, known as the anterior faucial pillars; second with the
pharyngeal walls, through the palatopharyngeus muscle,
with its main origin in the medial upper part of the velum
and linking the pharyngeal walls by forming the two poste-
rior faucial pillars on both sides of the oral cavity �see, for
example, Kent, 1997, for more detailed description of these
muscles�. The pharyngeal walls are principally active
through the superior, middle and inferior constrictor muscles
that surround the tract. The muscular structure of this region,
in particular the interspersion between muscles from the ve-
lum, the pharyngeal walls, and the tongue, leads to a
sphincter-like behavior �Amelot, Crevier-Buchman, and
Maeda, 2003�. Note that the contraction of the fibers of the
palatopharyngeus muscle with those of the pterygopharyn-
geal portion of the superior constrictor leads to a prominence
of the posterior wall called Passavant’s pad �Zemlin, 1968�,
which contributes also to the sphincter effect. This effect
may be speaker dependent, and at least four velopharyngeal
closure patterns, depending on the anatomy of the speaker,
have been reported �see, for example, Kent, 1997, and
Amelot et al., 2003, from fiberscopic data�. The active or
passive role played by each muscle involved in the closure
mechanism during speech has led to various interpretations
�see, for example Dickson and Dickson �1972�; Bell-Berti
�1976�; Kollia, Gracco, and Harris �1995� and Wrench,
1999�, although “the levator (veli)palatini muscle is widely
accepted as the muscle primarily responsible for closing the
velopharyngeal port by exerting an upward and backward
pull on the velum” �Bell-Berti, 1993�.

Due to the complex organization of the velopharyngeal
port, the relative difficulty collecting geometric information
in this region of the vocal tract, and consequently of measur-
ing velopharyngeal movements, only a few articulatory mod-
els deal with nasals. House and Stevens �1956� proposed a
basic model of nasal tract to oral tract coupling where the
coupling seems to be implemented simply through a linear
interpolation of the area function from the first velopharyn-
geal cross-sectional area to the first nasal tract area consid-
ered as fixed; they used this model for acoustical simulations

FIG. 1. Midsagittal view �a� and oblique anterior view �b� of vocal tract and schematic directions of action of the principal muscles involved in the velum and
velopharyngeal port movements �from Kent, 1997�; 1: Tensor veli palatini; 2: Levator veli palatini; 3: Palatoglossus; 4: Palatopharyngeus; 5: Pharyngeal
superior constrictor.
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FIG. 2. �Color online� Midsagittal contours of the vocal tract for oral and
nasal stop consonants /ta/ and /na/ �top� and for oral and nasal vowels /Å/ and

Å̃ �bottom�. The thicker lines represent the velum contours.
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and perceptual studies of nasality. Fant �1960� investigated
the influence of nasal area coupling in terms of acoustics by
modeling the area function of the velopharyngeal port by a
single tube. Maeda �1982� and Fant �1985� used a model
similar to that of House and Stevens �1956�, augmented with
sinus cavities, in order to assess the contribution of these
sinuses to the overall acoustic characteristics of nasals. Mer-
melstein �1973� proposed a crude geometric midsagittal
model of velum shape and assumed the velar opening area to
be proportional to the square of the distance between the
current uvula position and the position attained when the
velopharyngeal port is closed. This model has been used in
particular by Teixeira, Vaz, Moutinho, and Coimbra �2001�
for perceptual tests of synthesized Portuguese nasals �Teix-
eira, Moutinho, and Coimbra, 2003�.

The development of more realistic models of speech
production—and particularly of nasals—calls for more de-
tailed 3D articulatory models of the velopharyngeal port and
of the nasal cavities. Indeed, the accurate area functions of
the complex nasal passages and velopharyngeal port that are
needed to feed acoustical models, and thus to generate
speech, cannot be obtained with simple models: for some
nasal articulations, e.g., the French back nasal vowels, as
highlighted by Demolin et al. �2003�, the uvula can be in
contact with both the back of the tongue and the pharyngeal
wall in the midsagittal region �see Fig. 2�, leading to a mid-
sagittal occlusion, though the channels on each side of this
occlusion remain open. Such articulations thus require a 3D
description. More or less successful ad hoc transformations
from midsagittal shape to area function have been proposed
for the oral tract �see, e.g., Sundberg, Johansson, Wilbr, and
Ytterbergh, 1987; Beautemps, Badin, and Bailly, 2001�; but
the only model proposed for the velopharyngeal port �Mer-
melstein, 1973� cannot deal with a midsagittal occlusion. It
thus appears that a 3D model in which appropriate informa-
tion is provided about the transverse structure of the vocal
and nasal tracts is clearly needed.

This present study is intended to result in a nasal tract
that complements the 3D linear articulatory models previ-
ously built in our laboratory �Beautemps et al., 2001; Badin
et al., 2002� in the framework of the development of talking
heads �Badin, Bailly, Elisei, and Odisio, 2003�. Specifically,
we attempted to reconstruct 3D nasal cavities, velum and
nasopharyngeal wall shapes from MRI images from one sub-
ject uttering a corpus of sustained French articulations, and
to develop a corresponding 3D linear articulatory model.
This organ-based approach, as opposed to the tract approach
that cannot take into account the complex geometry of the
various speech articulators, aims in particular to explore the
articulatory degrees of freedom of the articulators, following
the approach of Badin et al. �2002� to modeling of the
tongue and lips, based on the same French subject and the
same corpus.

The following sections present the various articulatory
data acquired on the subject, their analysis in terms of un-
correlated linear articulatory degrees of freedom, and the as-
sociated linear articulatory models. A preliminary acoustical
evaluation of this articulatory model is also presented. This

study constitutes an extension of the 3D articulatory model-
ing of nasals initiated in Serrurier and Badin �2005a� and
Serrurier and Badin �2005b�.

II. ARTICULATORY DATA

A. Subject and speech material

Designing a corpus and recording appropriate data obvi-
ously constitutes the first important stage of a data-based
approach to articulatory modeling. As the principle underly-
ing linear modeling is that any articulation should be decom-
posable into a weighted sum of basic shapes, that constitutes
a minimal basis for the space of articulations, the corpus
should constitute a representative sampling for this space.
One way to achieve this is to include in the corpus all articu-
lations that the subject can produce in his language. The
corpus thus consisted of: the 10 French oral vowels �a � e i y

u o ø Å œ�, the four French nasal vowels �Ä̃ �̃ œ̃ Å̃�, the
artificially sustained consonants �p t k f s b m n r l� produced
in three symmetric contexts �a i u�, and, finally, a “rest”
position and a “prephonatory” position. These last two are
produced without sound, lips open, nasal tract connected to
the oral tract, jaw open, in a neutral position for the rest
articulation and in a position ready to phonate for the pre-
phonatory articulation. Altogether, there are 46 target articu-
lations. This limited corpus proved to be sufficient for devel-
oping midsagittal articulatory models with nearly the same
accuracy as corpora 40 times larger �Beautemps et al., 2001�.
This corpus will be referred to as the main corpus.

As the present study constitutes the first attempt to
elaborate a 3D articulatory model from MRI data, only one
subject was considered: we chose the male French speaker
already involved in the development of a midsagittal articu-
latory model based on a cineradio-film �Beautemps et al.,
2001�, and of 3D models of tongue, lips, and face based on
MRI and video data �Badin et al., 2002�. He was about
1.65 m tall and 43 years old at the time of recording the main
corpus.

B. Data

As highlighted in the introduction, one of the most effi-
cient and accessible methods of collecting 3D sets of vocal
tract shapes, and considered to be safe for the subjects, is
magnetic resonance imaging. Following Badin et al. �2002�,
the present study is based on 3D sets of MR images collected
for each articulation of the main corpus, i.e., 46 stacks of
sagittal images, from which 3D shapes of the soft organs are
extracted. However, due to the difficulty of distinguishing air
from bones in MRI, a set of computed tomography �CT�
scans of the subject at rest was also recorded to serve as a
reference and to help interpret the MR images.

Other data were also collected on the same subject for
specific purposes. The geometry of the nasal passages being
very complex and air passages sometimes very narrow, a set
of coronal images considered to be perpendicular to the di-
rection of the nasal tract has been recorded in order to opti-
mize air/tissue detection. In order to complement the MRI
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static shapes with dynamic data, electromagnetic midsagittal
articulatory �EMA� data have also been recorded.

1. Sagittal MRI

Stacks of sagittal MR images were recorded using the 1
Tesla MRI scanner Philips GyroScan T10-NT available at
the Grenoble University Hospital. The subject was instructed
to sustain the articulation throughout the whole acquisition
time, approximately 35 s for each of the 46 articulations. The
consonants were produced in three different symmetrical vo-
cal contexts �VCV�, V belonging to �a i u�. A set of 25
sagittal images with a size of 25�25 cm, a thickness of
0.36 cm, and an inter-slice center to center distance of
0.4 cm was obtained for each articulation. The image reso-
lution is 0.0977 cm /pixel, approximated to 0.1 cm /pixel in
the rest of the article, the images size being 256�256 pixels.
From these images it was possible to make the distinction
between soft tissues and air, and to discriminate the soft tis-
sues, but not to clearly distinguish the bones. They have thus
been used to collect the 3D shapes of soft organs, but the CT
scans were required to identify the bony structures. Note that
the subject was in a supine position, which may alter some-
how the natural shape of articulators �cf. Tiede, Masaki, and
Vatikiotis-Bateson, 2000, and Kitamura, Takemoto, Honda,
Shimada, Fujimoto, Syakudo, Masaki, Kuroda, Oku-uchi,
and Senda, 2005�. Examples of midsagittal images for the
vowels �i� and �a� are shown in Figs. 3�a� and 3�b�.

2. CT images

A stack of 149 axial images with a size of 512�512
pixels, a resolution of 0.05 cm /pixel, and an inter-slice space
of 0.13 cm, spanning from the neck to the top of the head,
was recorded by means of a Philips Mx8000 scanner for the
subject at rest �see one example image in Fig. 4�a��. These

images allow us to distinguish bones, soft tissues and air, but
do not allow for the identification of different soft tissues.
They have been used to locate bony structures and to deter-
mine accurately their shapes for reference �see Sec. II C 2�.

3. Coronal MRI

A stack of 32 coronal images with a size of 256�256
pixels, a resolution of 0.1 cm /pixel, and an inter-slice space
of 0.4 cm, spanning from the atlas bone to the tip of the
nose, was recorded for the subject at rest �see Fig. 5�a�� to
optimize detection of the nasal cavities.

4. EMA

Dynamic data were collected through an electromag-
netic midsagittal articulograph �Rossato, Badin, and
Bouaouni, 2003�. One of the coils of the articulograph was
attached to the velum about halfway between the hard palate-
velum junction and the tip of the uvula, so as to provide a
robust estimation of velum movements �see Fig. 13�a��. The
corpus consisted of all the combinations of nonsense words
�VCV�, V being one of the 14 French oral or nasal vowels
and C one of the 16 French consonants �b d g p t k v z c f s
b m n r l�.

C. Preprocessing of images

1. Re-slicing of the original image stacks

Due to the complexity of the contours of the various
organs, the relatively low resolution of the images, and the
need for an accurate reconstruction of the organs, extraction
of the contours was performed manually, plane by plane.
This is a rather reliable process, except for regions where the
surface of the structure is tangent to the plane, and thus dif-
ficult to trace and not very accurate. For instance, while the

FIG. 3. Examples of MR images for �i� and �a� articulations �a and b� and �c� of a transverse image for �a� reconstructed along the thick white line in �b�.

FIG. 4. Example of original �a� and reconstructed �b and c� CT images.
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pharyngeal wall is easy to trace in the midsagittal plane, the
sidewalls of the pharynx are nearly tangent to the off-midline
sagittal planes. This is why we have supplemented the origi-
nal stacks of images used for the articulatory model with a
single orientation �axial for CT images and sagittal for MR
images� by extra sets of images reconstructed by intersection
of the initial stack with planes having a more useful orienta-
tion, i.e., being more perpendicular to the organ surface.

The CT images have thus been resliced/interpolated in
two stacks of 512 coronal images and 512 sagittal images,
leading altogether to three stacks of perpendicular CT images
with a high resolution of 0.05 cm /pixel in the three orienta-
tions �see Fig. 4�.

For the sagittal MR images, the initial sagittal stack was
resliced in images perpendicular to the vocal tract, consider-
ing that they will be used to extract organ shapes delimiting
the vocal tract �e.g., velum, tongue, etc.�. They were thus
re-sliced in 27 planes orthogonal to the midsagittal plane and
intersecting it along a semipolar grid, as illustrated in Fig.
3�b�. Each new image was given a resolution of
0.1 cm /pixel. Finally, we disposed of two redundant or-
thogonal stacks of MR images for each articulation.

In the same way, sagittal MR images have been re-sliced
in the nostril region along a polar grid, as shown on Fig. 5, in
order to follow the nearly 90° bend of the nasal passages
near the nostrils, and thus to maintain the images perpen-
dicular to the nasal tract and therefore optimally adapted to
border tract detection. Eight new images of arbitrary size
256�256 pixels, which have the same 0.1 cm /pixel reso-
lution as the original images, have thus been created.

The original coronal images, being already perpendicu-
lar to the tract between the cavum and the beginning of the
nostrils, were used as is.

2. Extraction of bony structures and alignment of the
image stacks on a common reference

Regarding the data processing, a contour drawn on a
specific image �such as the solid line on Fig. 9�a� which
represents the velum� can be expressed in three different
types of units: �1� two-dimensional �2D� coordinates in the
image plane of the contour in a continuous pixel unit �i.e.,
subpixel resolution�, referred to as 2D pixels; �2� 2D coordi-
nates in the image plane in cm, which can be transformed
into continuous pixel units �and vice versa� by using the
image pixel resolution parameter, referred to as 2D cm; and

�3� 3D coordinates in cm, which can be transformed into 2D
cm and vice versa using the knowledge of the image plane
3D location, referred to as 3D cm. The following process
refers to these various coordinates depending on the require-
ments.

As the subject’s head may have moved between the re-
cordings of the various articulations, it was necessary to
align the image stacks of each articulation on a common
reference framework, before attempting to determine the
shape of the soft structures.

Fixed bony structures such as the cranium, hard palate,
and various paranasal sinuses �maxillary, sphenoidal and
frontal sinuses� that can be seen—at least partially—on each
image, were used as landmarks. The set of 3D triangular
meshes of the surface outlines of these structures was made
from the stack of CT images where bones appear clearly, and
were then used as a common reference.

This process was implemented in the following way.
Manual segmentation of each organ outline was done plane
by plane, in one of the three CT stacks, or a combination of
them, depending on the shape and orientation of the organ, in
such a way as to maximize the accuracy of complex organs
�e.g., the maxillary sinuses were manually segmented in the
coronal stack while the sphenoid sinus was segmented in the
sagittal one�. The planar contours are edited as 2D splines
controlled by a limited number of points; for example, Figs.
9�a� and 9�b� illustrate �with a solid line� the contour of the
velum manually segmented from MR images of articulation
�la�. The whole set of 2D planar contours, whose coordinates
are originally in 2D pixels, were then expressed in 2D cm
and expanded into 3D cm to form a set of 3D planar contours
representing the specific organ �see Fig. 9�c� for the set of 3D
planar contours of the velum for the configuration �la��.
These 3D points have been then processed through a 3D
meshing software �Fabri, 2007� to form a 3D surface mesh
based on triangles �see further Fig. 10 for the velum and
pharyngeal wall�.

The alignment of each stack of images on the common
framework defined by the fixed bony structures is performed
in three steps. First, the rigid fixed bony structures �hard
palate, nasal passages, paranasal sinuses, etc.� are chosen as
an arbitrary common reference. An absolute 3D reference
coordinate system, attached to the skull of the subject, is
arbitrarily defined as follows: �1� the x axis is oriented from
anterior to posterior in the midsagittal plane and approxi-

FIG. 5. Original coronal MRI located between the atlas bone and the beginning of the nose �a�, and semipolar grid showing the location of the original and
reconstructed images �b�.
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mately in the occlusal plane, the y axis from left to right, and
the z axis from feet to head; �2� the lower edge of the upper
incisors in the midsagittal plane is considered as the origin of
the coordinate system. Second, the stacks of CT images are
manually aligned with this reference as a rigid body; thus,
the associated transformation gives the position of the three
stacks of CT images in the common reference coordinate
system. This transformation corresponds to the six degrees of
freedom of a rigid body and is thus defined by six param-
eters: three parameters for the 3D rotation and three param-
eters for the 3D translation; it will be referred to as a �3D�
rototranslation. Finally, as the subject may have slightly
changed position between two MRI stacks recordings, each
stack was aligned with the common reference by using the
appropriate 3D rototranslation. This rototranslation was de-
termined by aligning specific rigid structures �hard palate
and paranasal sinuses�, extracted from CT images, with each
stack of the MR images. This alignment is a semiautomatic
process: �1� anchor points of the rigid structures are manu-
ally marked with care on some of the MR images of the
stack, �2� the associated 3D rototranslation is determined by
a simple minimization of the added distance between these
3D points �originally 2D planar points expressed in 2D pix-
els, then expressed in 2D cm and finally expanded in 3D cm�
and the corresponding nearest points on the 3D rigid struc-
tures. A similar approach was proposed by Takemoto, Kita-
mura, Nishimoto, and Honda �2004�, the main difference be-
ing that their minimization error was the value of the volume
overlap between the reference to align and the target data.

The same alignment procedure was also applied to the
jaw for each articulation, in order to determine its relative
position in relation to the fixed rigid structures: by combin-
ing these relative 3D rototranslations and the absolute one
corresponding to the given stack, the positions of these two
structures are known in the common reference to each articu-
lation.

Note that this procedure provides the geometric transfor-
mation between the 3D reference coordinate system, in
which contours and meshes are expressed in 3D cm, and the
stacks of images, in which contours are expressed in 2D
pixels. This transformation can obviously be considered in
both direct and reverse directions, the two sets of coordinates
being thus equivalent. Note, however, that in order to maxi-
mize the accuracy of the contours detection, we decided to
draw contours �in 2D pixels� on original images whenever
they existed, and to use this geometric transformation to pro-
duce planar contours in 3D cm in the reference coordinate
system, rather than applying the transformation to an image
and drawing contours in 3D cm on this transformed image
that is necessarily more noisy.

D. Nasal passages: 3D geometry and area function

1. Contours extraction

The nasal passage contours were manually segmented
on the 24 coronal MR images and the eight resliced images
defined by the grid visible in Fig. 5�b�. The corresponding set
of contours for the nasal tract is illustrated in Fig. 6. Three
different regions can be considered in the nasal tract: �1� the

cavum, which is the cavity located above the velum and
behind the septum wall of the nasal passages �its cross-
sectional contours are visible on the slices numbered from
−1.2 to 0 cm in Fig. 6�, �2� the choanae, which form the
middle region of the nasal tract from the cavum to the nos-
trils �their cross-sectional contours are visible on the slices
numbered from 0.4 to 6.4 cm in Fig. 6�, and �3� the nostrils,
which are the outlet of the nasal tract �their cross-sectional
contours are visible on the slices numbered from 6.8 to
9.2 cm in Fig. 6�.

The complex shape of the nasal passages, particularly in
the middle region, combined with the relatively low reso-
lution of the images �0.1 cm/pixel� makes it difficult to trace
the nasal passage contours. In order to improve the accuracy
of detection, the contours of the nasal passages were ex-
tracted from the CT images in the same way along the same
grid, and were superimposed on the MR images. This pro-
vided a useful help for the determination of nasal passages,
as soft tissues/air boundaries are better defined in CT images.
We noticed, however, that the areas extracted from the CT
images were about twice as large as those extracted from the
MR images �cf. Fig. 7�. This may be ascribed to the fact that
nasal mucosa have low tissue densities and thus may not be
visible on CT images. Figure 7 illustrates the resulting cross-
sectional areas extracted from CT and MR images.

These results are in overall agreement with the observa-
tions made by Dang et al. �1994� and complement their study
of four subjects. Note that the volume of the cavum is highly
dependent on the position of the velum, which is very low in
our case �see Fig. 5�b��; a low velum position results in large
cross-sectional areas, as can be seen in Fig. 7 for slices lo-
cated on the back of the septum, i.e., having negative ab-
scissa. Note also the asymmetry between the left and right
passages and the irregularities between two consecutive sec-
tions. These characteristics are related to the rather intricate
shape of the nasal passages which are made up of many thin
and interlaced partitions �see Fig. 6 that illustrates the nasal
passage contours�. Each nasal passage constricts mildly at a
point located between the choanae and the nostrils. This con-
striction of about 1 cm2 is located around 7 cm from the
separation point of the nasal tract into choanae and 2.4 cm
from the nostrils’ outlet �at x=6.6 cm�. The size of this con-
striction has often been discussed in the literature: it varies
from 0.23 cm2 for House and Stevens �1956� to about 2 cm2

for Bjuggren and Fant �1964�; Feng and Castelli �1996� es-
timated it to range between 0.5 and 1 cm2 and fixed it at
0.6 cm2 for their acoustic simulations; based on measure-
ments from MR images, Dang et al. �1994� showed constric-
tions of about 1 cm2, and Matsumura et al. �1994� between
0.5 and 1 cm2. Ultimately, the significant difference between
areas extracted from CT and MR images emphasizes the im-
portance of mucosa in the nasal passages.

2. Area function determination

Oral and nasal tracts can be approximated in speech by a
succession along a horizontal line of cylindrical tubes whose
lengths and cross-sectional areas represent more or less
finely the real tract; the area function provides this cross-
sectional area as a function of the abscissa along the midline
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of the tract. An area function for the nasal passages has been
computed from the cross-sectional contours extracted along
the grid, assuming that the cavities are geometrically
sampled in each image plane. The elementary tubes making
up the area function are then assumed to be located between
two adjacent sections and are determined as follows.

Each section area is calculated from the contours in each
image plane: areas corresponding respectively to multiple
outer contours �i.e., for which tissues are outside and air
inside� are accumulated �see, e.g., the two contours defining
the left nasal passage on slice 3.6 cm in Fig. 6�, and con-
versely areas corresponding to inner contours �i.e., for which
tissues are inside and air outside� are subtracted �see, e.g., the
two contours defining the interior limitations of the tract on
slice 0 cm in Fig. 6�. The center of the tract in this section is
calculated as the average of the center of gravity of each
contour, weighted by the corresponding area, counted as
positive for outer contours and negative for inner contours.

A multiplicative correction factor is applied to the area
in order to compensate the bias introduced by the fact that
the vocal tract is usually not intersected by a plane that is
exactly orthogonal to its midline. This oblique section actu-
ally increases the section area by a factor which is the cosine
of the angle between the ideal plane that would be orthogo-
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FIG. 7. �Color online� Cross-sectional areas of the nasal tract extracted from
MR �top� and CT �bottom� images: cavum, left and right passages areas. The
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nal to the midline and the actual cutting plane. The correc-
tion factor is thus computed as the cosine of the angle be-
tween �1� the 3D vector normal to the actual cutting plane of
the tract and �2� the 3D vector normal to the ideal cutting
plane of the tract. The tract midline is approximated locally
by a circle passing through the center of gravity of the cross-
sectional contour actually computed and those of its two
neighboring sections, and thus the 3D vector normal to the
ideal cutting plane is the tangent to this circle in the section
considered.

The area of the tube is finally computed as the mean of
the corrected areas of the two adjacent sections.

The length of the tube is computed as the distance be-
tween the 3D coordinates of the centers of the tract in each of
the two sections.

3. Nasal passage area functions

The area functions of the nasal passages derived from
the MR contours are illustrated in Fig. 8. Each elementary
tube is represented by a line whose length is plotted on the x
axis and whose area is plotted on the y axis. We observe a
length of about 9.2 cm for the nasal passages, from the be-
ginning of the septum �at x=0 cm� to the final outlet from
the nostrils, and a constriction of about 0.6 cm long and
1 cm2 large at 1.7 cm from the outlet of the nostrils �at x
=6.9−7.5 cm�.

In comparison, the length of the nasal passages proposed
by House and Stevens �1956� is around 8.5 cm long and the
area decreases from 5.9 to 0.23 cm2 at the nostrils, which is
considered as the constriction. If the cross-sectional contours
proposed by Bjuggren and Fant �1964� seem similar to our
data extracted from the MR images and the length of
7–8 cm for nasal passages appears slightly smaller, their ar-
eas seem largely overestimated, from more than 7 cm2 in the
middle part to around 2 cm2 for the nostrils, which consti-
tutes the constriction. Dang et al. �1994� highlighted the im-
portance of the mucosa in the nasal passages by comparing
the nasal contours of the same subject in a normal condition
and in a condition where the nasal mucosa had been spread
with a vaso-constrictor substance, and concluded that Bjug-
gren and Fant overestimated the areas due to a retraction of
mucosa on the cadaver. This assumption is confirmed in this
study, where cross-sectional areas extracted from CT images
appear overestimated, likely due to the low density mucosa

not visible on these images. The areas reported by Mat-
sumura et al. �1994� appear significantly lower than those of
Bjuggren and Fant �1964� �less than 3 cm2 for the middle
and front part� and the constriction appears between 0.8 and
2.8 cm from the tip of the nose, depending on the subject.
Finally, as discussed above, our results correspond globally
with those reported by Dang et al. �1994�.

E. Determination of the soft structures

The shapes of the soft structures, i.e., the velum and the
nasopharyngeal wall, were determined for each articulation
in much the same way as the rigid structures, using both
original sagittal MR image stacks and associated sets of re-
constructed images. In addition, the 3D rigid structures
meshes, properly aligned with the MR image stacks as de-
scribed above, were then intersected by the planes corre-
sponding to the MR images, leading to 3D planar contours in
centimeters, easily expressed in 2D pixel planar contours,
and superimposed on the MR images in order to provide
some useful anchor points for the interpretation of the im-
ages and for the tracing of the soft structure contours �see
dashed lines in Figs. 9�a� and 9�b��. Figure 9 illustrates the
segmentation of the velum in both MRI stacks for the con-
sonant �la�. In addition to the bony structures, previously
manually segmented soft structures other than the velum are
also superimposed on the images to help the detection of the
velum, and to maintain coherence in tracing the various or-
gans �see the tongue contours previously segmented in dash-
dotted lines in Figs. 9�a� and 9�b��. The definition of the
outline of a soft organ is of prime importance for the 3D
shape extraction process. Air/tissue boundaries are obvious
borders and are generally easy to detect on MRI �see, e.g.,
Fig. 9�a� where the velum contour appears clearly�. As our
primary goal is modeling the vocal tract boundaries, the bor-
ders of organs that are never in contact with air are not very
important but may, however, play an important role in the
elastic deformation of the organ under consideration �as dis-
cussed later in this section�. Contour tracing in these regions
has thus been performed according to the principle of coher-
ence: the border choice aims to ensure coherence across con-
figurations, as well as anatomic likelihood. This difficulty
arises particularly for the superior part of the velum in lateral
regions on both sides of the velopharyngeal tract �see Fig.
9�b��. Indeed, the velum shape was designed as a closed
surface �except at the connection with the hard palate� and
consequently the planar contours must be closed as well. The
back and lateral pharyngeal wall outlines of the velopharyn-
geal port are on the contrary designed as a single open sur-
face from the uvula level to the beginning of the cavum.
Contours have therefore been traced in such a way as to stick
on the velum contours in lateral regions in order to ensure
closure of the tract. The set of all 2D planar contours traced
in this way, initially expressed in 2D pixels, then in 2D cm,
expanded into 3D cm and finally aligned with the common
reference by using the 3D rototranslation of the correspond-
ing images stack �see Sec. II C 2�, forms a 3D description of
the given soft organ �see, e.g., Fig. 9�c��.
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sented by a length on the x axis and an area on the y axis.
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As linear analysis methods such as principal component
analysis or multiple linear regressions require each observa-
tion to bear on the same number of variables, it was neces-
sary to ensure a common geometric representation of each
soft organ for all the articulations in the corpus. A unique
generic 3D surface mesh, made of triangles, was thus defined
for each organ. These generic meshes were then fitted by
elastic deformation to each of the 3D shapes of the corpus,
providing a 3D representation of each organ surface with the
same 3D vertices. The generic meshes were derived from the

set of 3D planar contours of the �Ä̃� articulation by means of
a 3D meshing software �Fabri, 2007�. This articulation pre-
sents the advantage of a minimal contact between the velum
and the surrounding structures, and thus is the most efficient
way to extract the full 3D surfaces. Furthermore, the generic
meshes �shown in Fig. 10� were slightly smoothed with the
help of the SmoothMesh software �Huber, 2007� in order to
reduce the noise introduced by the meshing procedure and
the discrepancies due to the general problem of sampling 3D
surfaces by a relatively small number of planar contours. The
fit to each 3D shape extracted was computed by means of the
matching software TestRigid developed at the TIMC labora-

tory in Grenoble �Couteau, Payan and Lavallée, 2000�, and
based on the elastic deformation of the generic meshes to the
target configuration �see example of such a target in Fig.
9�c��. In order to ensure convergence of the matching algo-
rithm, the deformation from generic source meshes to target
configurations was supervised. About ten intermediate tar-
gets were obtained by linear interpolation from the planar
contours which were achieved by intersections of the source
mesh with planes of the target contours to the target contours
themselves. The matching procedure was then applied in
stages by introducing these targets one after the other. This
method avoids unrealistic deformations that may occur when
fitting the source mesh to too disjoint a target. The deforma-
tions of the soft organs obtained in such a way are believed
to be close to the real deformations, i.e., the vertices of the
mesh can be considered as flesh points and their relative
positions coherent across configurations. This reconstruction
process finally provides a set of soft organ surfaces described
in terms of triangular meshes having the same number of
vertices for all the articulations of the corpus and expressed
in a common reference coordinate system. For all these ar-
ticulations, each of the 46 closed velum surfaces is com-

FIG. 9. �Color online� Example of manual segmentation �a and b�, and of 3D representation �c� of the velum for a �la� articulation. In a and b, the dashed lines
correspond to bony structures superimposed on the images while dash-dotted lines correspond to soft structures other than the velum edited. The solid line
corresponds to the manually edited velar contour.

FIG. 10. �Color online� Three-dimensional generic meshes of the velum �a and b� and of the back pharyngeal wall �c� reconstructed for the �Ä̃� articulation.
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posed of 5239 vertices and each of the 46 pharyngeal wall
surfaces from the uvula level to the beginning of the cavum
is composed of 2110 vertices. This matching process has
resulted in a root mean square �RMS� reconstruction error
between the fitted mesh and the target points over the 46
configurations of 0.06 cm for the velum and of 0.04 cm for
the pharyngeal wall.

These sets of 3D data form the basis of the articulatory
modeling of the subject speech organs, as will be described
in the next sections.

III. 3D LINEAR ARTICULATORY MODELS OF
VELOPHARYNGEAL PORT

A. Principles of articulatory modeling

As emphasized by Kelso, Saltzman, and Tuller �1986�,
the speech organs are made of a large number of neuromus-
cular components that offer a potentially large dimensional-
ity and which must be functionally coupled in order to pro-
duce relatively simple gestures. Thus, following the
approach used by Beautemps et al. �2001� and Badin et al.
�2002�, we consider that these simple gestures for a given
organ can be represented in terms of independent degrees of
freedom defined as the specific displacements and deforma-
tions of the organ which are linearly uncorrelated with the
other degrees of freedom of this organ over the considered
set of tasks. These degrees of freedom can be determined by
observing the correlations between the various parameters
that constitute the accurate geometrical description of the
articulators’ shapes and positions, and retaining only inde-
pendent parameters. These correlations stem from a series of
implicit or explicit constraints: physical continuity of the ar-
ticulators, biomechanical constraints, and the nature of the
task in relation to the control.

The movements of a speech organ can be modeled at
two levels: a physical level, which deals with the displace-
ments and deformations of the organ as biomechanical re-
sponses to muscle actions, and a functional level, which
deals with the geometrical representation of the displace-
ments and deformations of the organ. Linear articulatory
modeling aims to determine the functional degrees of free-
dom of the organs and their associated control parameters.
The correlations between the various movements observed
on the articulator over the set of considered tasks are ex-
ploited to reduce the number of degrees of freedom and to
determine the associated components. However, this ap-
proach is carefully used with the biomechanical likelihood
constraint: the components must correspond to plausible
movements in terms of biomechanics and must not result
from a pure control strategy of the subject.

The linearity of the model means that the shape of an
articulator for a given articulation is expressed as a linear
combination of the components of the model, weighted by
the set of control parameters corresponding to the articula-
tion. In other words, assuming that the shape of an articulator
is defined by the set of the coordinates of all its points means
that varying a single input value corresponding to a specific

component, while keeping all others constant, leads to a dis-
placement of each point of the articulator along a straight
line.

Before describing the articulatory model based on this
approach of the velopharyngeal port, i.e., of the velum and
nasopharyngeal walls, we define the selection of the data
used for the analysis and assess the contribution of head tilt
to the movement of these articulators.

B. Selection of data for analysis

As explained above, the planar contours of the organs
have also been traced in regions that do not bring informa-
tion about the 3D shape of the vocal tract. The main objec-
tive of this study is to model the boundaries of soft organs
that contribute to the 3D vocal tract shape: the organs’ con-
tours in these regions were thus considered irrelevant for the
model and not included in the analysis.

According to combined criteria of anatomic likelihood
and coherence across articulations, some regions of the ve-
lum considered as irrelevant for the model have, however,
been traced, as illustrated in Fig. 11 by dashed lines. In order
to simplify the choice of relevant regions, we applied a con-
servative approach and restricted the analysis to a region no
further than 1.5 cm on both sides from the midsagittal plane
�cf. Fig. 11�. As will be explained in Sec. III E, the model
was based on the analysis of this central part of the velum
composed of 2812 vertices. In addition, the external regions
will be shown to be very well correlated with the central
region, which is in the end not surprising, considering the
fact that the muscular fibers of the velum stretch continu-
ously from the center to the more external regions.

C. Head tilt influence

Considering that the subject’s head may have moved
during the recording session, the stacks of images have been

Velum

Back Pharyngeal Wall

Tongue

FIG. 11. �Color online� Cross-sectional contours of the velum, the pharyn-
geal wall and the tongue in the transverse plane shown on the MRI in the
upper left corner for an �i� articulation. Oral and nasal cross-sectional areas
are marked by a slightly dark color. The vertical dashed lines show the
lateral limits of the analysis region of the velum at 1.5 cm on both sides of
the midsagittal plane; the dashed contours of the velum beyond these verti-
cal lines are considered to be irrelevant for the study.
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aligned with a common reference system attached to the cra-
nium �see Sec. II C 2�. However, a change of head tilt, that
produces rotation of the head within a sagittal plane, as for
example when the chin and nose rotate down closer to the
chest, introduces a variation of the vocal tract shape sug-
gested by Kitamura et al. �2005� which is not taken into
consideration in this alignment. Such a head movement may
increase the variability of the data without being related to a
precise degree of freedom of the articulators and is therefore
considered to be a global articulatory degree of freedom of
the head that is not specifically related to speech production.
Therefore, it appears necessary, before modeling speech ar-
ticulators independently, to remove the variability related to
this degree of freedom from the data: the global component
associated with the tilt is computed on the whole vocal tract
and its contribution removed from each organ’s data. Ana-
tomically, a tilt change that affects the pitch of the head
corresponds to a rotation of the cranium structure in a sagit-
tal plane around the cervical vertebrae apex to which it is
attached through various ligaments. As the cranium structure
is aligned with a fixed coordinate system in the current study,
a change of head tilt creates a rotation of the spine in the
reference system and an associated deformation of the vocal
tract in the pharyngeal region and of the midsagittal trace of
the posterior longitudinal ligament. The most posterior line
in Fig. 9�a� illustrates the midsagittal trace of posterior lon-
gitudinal ligament, attached to cervical vertebrae. The defor-
mation of this latter trace—also obviously related to the cer-
vical vertebrae position—can thus be considered as a good
marker of the head tilt variation, though the posterior pha-
ryngeal wall would be a more convenient marker. Therefore,
the relationships between vocal tract posterior pharyngeal
wall and posterior longitudinal ligament have been investi-
gated using a set of midsagittal MRI recorded for three typi-
cal positions of the head �normal, forward and backward tilt�,
for the same subject on a subset of 38 phonemes of the main
corpus. The recording conditions were similar to those of the
sagittal MRI recordings presented in Sec. II B 1. The velum,

the posterior longitudinal ligament and the back pharyngeal
wall were manually segmented, from glottis to cavum, on the
images of this set, and aligned with the cranium in the mid-
sagittal plane. As could be expected, it was found that the
first Principal Component Analysis �PCA� component of the
pharyngeal wall coordinates is strongly correlated with the
first PCA component extracted from the posterior longitudi-
nal ligament, for a corpus including large tilt movements
�correlation of 0.99�, as well as for a corpus where there are
only small movements, corresponding to our data �correla-
tion of 0.83�. The first PCA pharyngeal wall component was
thus considered to be a good head tilt predictor, as illustrated
on Fig. 12�a�. Finally, we verified that the horizontal coordi-
nate of the back pharyngeal wall in the midsagittal plane at
the height of the uvula, the lower limit of our analysis data,
was correlated with this first pharyngeal wall component; it
was used as a tilt predictor, and referred to as Head Tilt �HT�
parameter.

The contribution of this parameter to the explanation of
the total variance of the data has been computed by means of
linear regression of the central part of the velum and of the
pharyngeal wall on this parameter. It was found that 17% of
the accumulated variance of the 2812�3 variables of the
velum and 31% of the 2110�3 variables accumulated vari-
ance of the pharyngeal wall were explained by the HT pa-
rameter. The effect of this parameter in the midsagittal plane
is demonstrated on Fig. 12�b�. The nasopharyngeal wall
movement appears to be coherent with a pure head tilt move-
ment: it moves along in a horizontal direction, maximally in
the lower region and remains fixed in the upper region. The
velum movement corresponds to a simultaneous motion
along horizontal and vertical axis which suggests a correla-
tion with the principal movement measured through the
EMA coil �cf. Fig. 13�a��. Indeed, since the shape of the
vocal and nasal tracts changes under an independent action
of the head tilt, the subject may introduce a compensatory
action to correct for the tilt influence and thus attain the
phonetic target. The fairly constant midsagittal distance be-

FIG. 12. �Color online� Influence of the head tilt on organ shapes. Superimposition of contours in the sagittal image plane closest to the midsagittal one for
the articulations of the 3D corpus corresponding to extreme tilts �i� and �ta� �a�. �b� Trace in the midsagittal plane for an �a� articulation of the 3D nomogram
of the velum and pharyngeal wall for the HT parameter between the two extreme tilts of the data, −1.5 and 2.5.
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tween the velum and the back pharyngeal wall suggests an
active compensation by the subject, logically related to the
principal movement of the velum.

The following models are built from 46 velum and pha-
ryngeal wall meshes for which the linear contribution of the
HT parameter has been removed from the raw data.

D. Articulatory degrees of freedom of a fleshpoint on
the velum

Before exploring the various articulatory degrees of
freedom of the velum and back pharyngeal wall 3D surfaces,
it is worth analyzing the articulatory degrees of freedom of
the EMA velum coil presented in Sec. II B 4. Figure 13 dis-
plays the whole midsagittal space covered by the coil for the
corpus of VCV sequences produced by the subject. This fig-
ure clearly reveals two main displacement directions: one
dominant direction along an oblique axis over a range of
about 1.6 cm, and a secondary direction along the horizontal
axis over a range of about 0.35 cm. This observation sug-
gests two articulatory degrees of freedom for a fleshpoint in
this region of the velum located halfway between hard palate
and uvula.

E. 3D linear articulatory model of the velum and of
the nasopharyngeal wall

In order to determine the number and nature of the ar-
ticulatory degrees of freedom of the velum, principal com-
ponent analysis �PCA� was applied to the 2812�3 vertex
coordinates that represent the surface of the central part of
the velum over the 46 articulations corrected for tilt varia-
tions. The first PCA parameter VL explains 83% of the ac-
cumulated variance of all the central velum points while the
associated RMS reconstruction error is 0.08 cm. This param-
eter can then be used to predict the entire velum surface
based on a linear regression of the whole set of velum points
on this parameter. In other words, the external regions of the
velum can be predicted from the central region by means of
this first PCA parameter with a very slight increase of global
RMS reconstruction error of less than 0.01 cm. The effect of

VL on the whole velum is illustrated on Figs. 14�a� and 14�b�
by the shape associated with the two extreme values of VL
found in the data and on two planes by the re-sliced contours
for a regular succession of VL values between these two
extremes �Fig. 14�c��. The main movement associated with
VL is a movement in an oblique direction similar to that
observed in the EMA data. Considering its orientation and its
prime importance for speech �Bell-Berti, 1993�, the levator
veli palatini muscle can be thought to be much involved in
this movement; this control parameter is thus referred to as
Velum Levator. Moreover, the deformation of the velum in
the midsagittal plane �Fig. 14�c� left� as it is raised from a
low flat position to a high horizontal position broken at a
right angle in its middle suggests a mechanism attached to
the middle of the velum and pulling at about 45° degrees, the
rest of the velum following this movement passively. This
deformation could be ascribed to the levator veli palatini
contraction.

The second velum PCA parameter, VS, explains 6% of
the total variance of the central points of the velum. The
accumulated variance explained by the two parameters VL
and VS attains 89% while the accumulated RMS reconstruc-
tion error lowers to 0.06 cm. This second parameter, whose
effects on the whole velum are displayed on Fig. 15, is re-
lated to a horizontal displacement coupled with a vertical
elongation of the velum, which complements the velopha-
ryngeal port closure by a front to back movement and may
significantly modify the velopharyngeal port constriction
�see Sec. IV B�.

The third PCA parameter explains less than 3% of the
full variance and corresponds to a slight movement in the
left-right direction that has no coherent explanation and can
be considered to be an inaccurate parameter. It was thus not
retained for the model.

It has been shown in the literature �Amelot et al., 2003�
that the velopharyngeal port closure is controlled by a com-
bination of velum pulling and superior constrictor sphincter
action. A strong correlation between pharyngeal wall and ve-
lum could thus be expected for our data. It was first shown
by linear regression applied to the 2110�3 variables of the

FIG. 13. �Color online� Midsagittal space covered by the velum EMA coil for the corpus of VCV sequences �a�; superimposition on these EMA data of the
X-Z coordinates of the pseudo-EMA vertex of the velum mesh: for the 46 configurations of the main corpus �b�, for a movement associated with VL �oblique
line on c� and to VS �horizontal line on c�.
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pharyngeal wall over the main corpus, that the VL parameter
explains 47% of the total pharyngeal wall variance and al-
lows a reconstruction with an RMS error of 0.07 cm. The
validity of the contribution of this parameter to the pharyn-
geal wall variance explanation was further confirmed by a
PCA applied to the pharyngeal wall: the first PCA parameter,
which explains 50% of the total pharyngeal wall variance, is
correlated with VL with a coefficient of 0.96. This confirms
the strong relation between velum and pharyngeal wall and
justifies a combined velum/pharyngeal wall model—i.e., a
velopharyngeal port model—controlled by the VL parameter.
The effect of VL on the pharyngeal wall can be seen in Fig.
14�c�. The associated deformation in the midsagittal plane
occurs in the upper region, along the main direction of velum
deformation, but in an antagonist way, i.e., in the backward
direction when the velum lowers and in the forward direction
when the velum pulls up, so as to complement the velopha-
ryngeal port closure. This movement corresponds to a varia-
tion of thickness of the Passavant’s Pad, related to the con-
traction of the palatopharyngeus muscle and of the
pterygopharyngeal portion of the superior pharyngeal con-

strictor, and participates in a global sphincter behavior of the
velopharyngeal port.

The parameter VS explains only 5% of the full variance
and the associated deformation of the pharyngeal wall does
not seem to correspond to a meaningful movement, as visible
in Fig. 15�c�. This parameter was thus not retained in the
pharyngeal wall model. Note that the global variance of pha-
ryngeal wall is about four times smaller than that of the
velum surface; this means that 5% of the variance of the
pharyngeal wall corresponds—in terms of movement—to
much less than 6% of the velum surface variance.

Finally, note that for a number of articulations, the ve-
lum, and especially the uvula, is in contact with the tongue
dorsum: the velum seems thus to undergo a mechanical de-
formation, pushed backward by the tongue more than if no

contact was established �see, for example, Fig. 2 for �Å̃��.
This is due to the fact that the tongue dorsum may be stron-
ger than the uvula. In order to assess the possible effects of
this contact, a model similar to the previous one was devel-

FIG. 14. �Color online� Posterior views of velum model 3D meshes �a and
b right� and corresponding midsagittal contours �a and b left� for two ex-
treme values of parameter VL �−2 in a and +1.4 in b�; regular nomograms
between these two values for the velum and the pharyngeal wall �c� dis-
played in the midsagittal plane �c left� and in the transverse plane �c right�
indicated by the transverse solid line on the left graph �in the same way as
in Fig. 11�.

FIG. 15. �Color online� Posterior views of velum model 3D meshes �a and
b right� and corresponding midsagittal contours �a and b left� for two ex-
treme values of parameter VS �−2 in a and +2.2 in b�; regular nomograms
between these two values for the velum and the pharyngeal wall �c� dis-
played in the midsagittal plane �c left� and in the transverse plane �c right�
indicated by the transverse solid line on the left graph �in the same way as
in Fig. 11�.
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oped from the 28 of the 46 configurations of the main corpus
that were free of velum/tongue contact. To complement this
contactless model, the region of the velum in contact with
the tongue was geometrically shifted in order to simulate the
tongue push. This type of modeling did not bring significant
improvement in terms of variance explanation and RMS er-
ror reconstruction and was thus not considered any further.

F. Consistency between MRI and EMA
measurements

In order to establish more precisely the relation between
the 3D velum model and the EMA velum coil coordinates,
which represent the displacement of a real flesh point of the
velum, the specific vertex of the velum mesh that could be
considered as the flesh point on which the coil is attached
was determined, according to the following method. �1� Each
of the 46 articulations of the MRI corpus were linked with
one or more occurrences of the same articulation in the EMA
corpus; �2� for each occurrence, the velum vertices were
sorted according to their distance from the corresponding
EMA velum coil location; �3� the general rank of a given
vertex was then defined as the maximum of its distance rank
in each occurrence, that corresponds to the maximal distance
over all the occurrences; �4� the pseudo-EMA vertex was
finally chosen as the vertex with the smallest global rank,
which ensures that it has the smallest of the maximal dis-
tances over the occurrences.

Figure 13�b� displays, on top of the midsagittal space
covered by the EMA velum coil, the pseudo-EMA vertex
position for the 46 shapes of the velum mesh constituting
analysis data. The accurate correspondence between pseudo-
EMA vertex and the real EMA velum coil confirms the con-
sistency between the two sets of data.

Due to the linear nature of the velum model, each con-
trol parameter drives the displacement of each vertex along
straight lines. Figure 13�c� displays such lines for the
pseudo-EMA vertex as a function of VL and of VS in the
midsagittal plane on top of the midsagittal space covered by
the EMA velum coil. This confirms the excellent correspon-
dence between the movements of the real EMA coil and of
the pseudo-EMA vertex reconstructed from the MRI images,
and thus the validity of our approach.

Finally, note that despite a relatively small gain in the
amount of variance that is explained, VS appears as a coher-
ent complementary degree of freedom to the velum: �1� it
reduces the RMS reconstruction error by 25%, �2� it may
modify the velopharyngeal constriction in a meaningful way,
and �3� it helps the pseudo-EMA vertex trajectories to cover
the 2D space of the real EMA data in a coherent way.

G. Recovery of 3D velum shape from midsagittal
measurements

In the general context of speech production research, the
relation between a 3D shape of an organ and its midsagittal
contours constitutes an interesting issue. Badin et al. �2002�
have shown that the 3D shapes could be predicted for the
most part from midsagittal contours for the tongue, the face
and the lips. Thus, it may be interesting to infer the time

trajectories of the 3D velum and pharyngeal wall from mid-
sagittal measurements such as EMA velum coil recordings.
Therefore we assessed the possibility of recovering the 3D
geometry of the velopharyngeal port from the position of the
velum EMA coil in the X-Z plane by means of the model. We
attempted to estimate the values of the two parameters VL
and VS from the position in the X-Z plane of the pseudo-
EMA vertex on the velum mesh for each of the articulations
of the main corpus. As the coordinates of this point in the
X-Z plane are linearly related to VL and VS by the velum
model, the determination of these two parameters is straight-
forward. Note that the reconstruction error for this point is
null, but may be non-optimal for the other vertices. A global
RMS reconstruction error of 0.08 cm was finally observed
over the full corpus of the 46 configurations for the model
driven by VL estimated from the pseudo-EMA vertex; the
error was down to 0.07 cm for the model driven by com-
bined VL and VS. These results seem to be acceptable in
comparison with the model RMS reconstruction errors of
0.08 and 0.06 cm for VL and VL plus VS, respectively.
Moreover, the real VL values and their estimation from the
pseudo-EMA vertex are correlated with a coefficient of 0.98;
similarly, a correlation of 0.95 was found for VS. These re-
sults confirm the possibility of predicting the global 3D
shape of the velopharyngeal port from midsagittal data and
from a single point such as an EMA coil record in particular.

IV. ARTICULATORY MODELING AND AREA
FUNCTIONS

The new articulatory model represents important knowl-
edge about the articulatory behavior of the subject’s velum
and nasopharyngeal wall. However, since an aim of speech
production modeling is to predict the speech signal, it is very
important to be able to derive area functions from the 3D
shape of the oral and nasal tracts in order to be able to char-
acterize the resulting acoustics.

A. Oral and velopharyngeal area function
determination

At this level, a complete articulatory model of the oral
tract of the subject is not yet available. Thus, in order to
assess the acoustic influence of the velum movements, the
complete area functions of the oral and nasal tracts for vari-
ous values of parameters VL and VS were needed. We have
thus manually traced oral tract cross-sectional contours on all
the transverse images defined by the semipolar grid illus-
trated in Fig. 3�b� for the three point vowels �a i u�. Note that
the superimposition on the images of the bony structure con-
tours, including the teeth as illustrated in Fig. 9�a�, allows
more accurate and reliable vocal tract contours to be drawn.
For a given articulation and given values of VL and VS, the
velum and pharyngeal wall have then been intersected with
transverse planes in the velum region �see top left of Fig.
16�, with an angle of 8° between two adjacent planes. As
visible in Fig. 11, the nasal tract in such planes is delimited
by the velum and nasopharyngeal wall contours, while the
oral tract is delimited by the velum and tongue contours.
Thus, the tongue contours have been manually traced in the
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corresponding intersecting planes for �a, i, u�. Then, the oral
and nasal tracts’ cross-sectional contours in these planes have
been automatically detected. This detection assumes neces-
sarily that the contours are closed. Therefore, organs sepa-
rated by less than 0.03 cm were considered to be in contact,
which ensured that the associated tract contours were closed.
This was particularly needed in regions where the tongue and
velum were in contact. Note that in planes near the horizon-
tal ones, the intersection with the velum—in fact the uvula—
can be limited to a closed contour isolated inside the oral
tract �see slices 1 and 2 of Fig. 16�. In this case, the cross-
sectional area of the inner contour must be subtracted from
that of the outer contour, to take into account the reduction of
tract area due to the presence of the uvula. Figure 16 displays
the cross-sectional organ outlines and corresponding oral and
nasal cross-sectional areas in the velum region for VL and
VS equal respectively to 0.3 and 0 and for the tongue shape
of �a�.

Oral and nasal area functions have then been computed
from the cross-sectional contours following the process de-
scribed in Sec. II D 2. The first cross section with a distinct
nasal tract �e.g., grid 3 in Fig. 16� is considered as the be-
ginning of the nasal tract, and thus connected to the nasal
passages described in Sec. II D 1 through the cavum. The
eight oral tract cross sections corresponding to the velum

region are integrated into the whole set of the vowel cross
sections already traced, in order to obtain complete oral area
functions from the glottis to the lips. Note that the outlet tube
at the lips has been lengthened by 1.1 cm to take into ac-
count the labial horn, i.e., the region of lips ahead of the lip
corner where the cross-sectional vocal tract outline is not a
closed contour any longer �Badin, Motoki, Miki, Ritterhaus,
and Lallouache, 1994�. The next two sections describe the
influence of the velum position on oral and nasal area func-
tions.

B. Influence of velum movement on the
velopharyngeal area function

Figure 17 displays nomograms of the velopharyngeal
area function for variations of VL and VS corresponding to
those of Figs. 14 and 15. As expected, variations of VL �Fig.
17�a�� induce important area function variations: the volume
of the velopharyngeal tract from beginning of its separation
from oral tract to the point of separation into two nasal pas-
sages varies from 9.70 cm3 for a velum maximally open to
4.25 cm3 at occlusion. The velopharyngeal port constriction
is located close to its lower end. When the velopharyngeal
port closes, the velum pulls up, while the uvula, the lower
end of the velopharyngeal tract, and the constriction location
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FIG. 16. �Color online� Display of cross sections of oral and nasal tracts for VL�0.3, VS�0, and for the tongue shape of �a� along the eight planes in the
velum region shown by the midsagittal grid on the top left of the figure. Oral cross-sectional areas are displayed in clear and nasal tract areas in dark. The
velum intersections in grids 1 and 2 correspond to isolated flesh areas inside the oral tract.
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move upwards. The constriction area varies from 0.8 cm2 for
a velum maximally open to 0 at occlusion, while its location,
considered as the midpoint of the constriction tube, moves
upwards simultaneously over a range of 0.9 cm. These ob-
servations are consistent with those of Demolin et al. �2003�
who found for a velum maximally lowered a maximum of
the constriction area ranging from 0.66 to 1.93 cm2, depend-
ing on the subject. Moreover, they found that the cross-
sectional area increases towards the cavum, as we observe in
our data �see Fig. 17�. The second parameter VS �Fig. 17�b��
induces smaller variations of the area function, but the rela-
tive variations of the constriction area might be large, up to a
factor of 3. Contrary to the VL effects, the constriction area
reduction controlled by VS is accompanied by a downward
movement of the constriction location: while the constriction
area decreases from 0.3 to 0.1 cm2, its location moves about
0.2 cm towards the glottis.

C. Relation between velopharyngeal area function,
velum height, and midsagittal distance

The present 3D articulatory model is very detailed, and
thus rather complex to use. As access to 3D data and models
is not commonly granted, we have derived from our data a
simplified model that delivers directly the velopharyngeal
area function as a function of velum height.

Velum height can be defined as the distance of a mid-
sagittal velum point about halfway between the hard palate-
velum junction and the tip of the uvula along an oblique line.
In the present study, the oblique line obtained by linear re-
gression on the 46 pseudo-EMA vertex of the data �Fig.
13�b�� is oriented at about 50° from an horizontal plane;
velum height �referred to as VelHei� is thus defined as the
distance along this line of the pseudo-EMA vertex projection
from an arbitrary reference point �cf. the cross in Fig. 13�a��.
The velopharyngeal port area function represents the velo-
pharyngeal tract from the beginning of the nasal tract to the
point where it splits into the two choanae. Considering that
the tube number may change across articulations, the area
function is resampled for each articulation into 11 tubes of
identical length. The cross-sectional area of each of the 11

tubes is calculated so that the volume enclosed in it is equal
to the total volume enclosed between the same boundaries
along the midline in the original tract. The 11 cross-sectional
areas and the common length of the tubes of the velopharyn-
geal area function are then linearly controlled by the VelHei
parameter, the corresponding coefficients being determined
by linear regression analysis over the set of 46 area func-
tions.

As expected, a significant amount of the variance of the
11 tubes of the velopharyngeal port area function is ex-
plained by this parameter �87%�. The constriction, which
constitutes a critical parameter from the acoustic point of
view, displayed an area RMS reconstruction error of
0.14 cm2 and a position error of 0.41 cm. These errors are
very close to those obtained when the articulatory model is
controlled by only the VL parameter as in Sec. III G �area
error of 0.16 cm2 and position error of 0.38 cm�. The varia-
tions of the constriction area and position as a function of
VelHei are illustrated in Fig. 18. The linear modeling implies
moreover that for each tube, area and length vary linearly
with VelHei. Note that the step-like behavior of the constric-
tion location can be ascribed to changes of the constriction
tube index when the velum moves; increasing the number of
tubes would reduce the step size without altering the general
behavior. The velopharyngeal port area function is thus fairly
well predictable directly from the midsagittal measurement
of a single EMA point without resorting to an articulatory
model.

A complementary approach was used by Björk �1961�:
based on sagittal and transverse x-ray tomograms taken from
ten subjects, he established a linear relation between the
minimal velum/pharyngeal wall midsagittal distance and the
transverse constriction area for distances greater than 0.2 cm.

We applied the same approach with the articulatory
model. A set of midsagittal contours was obtained from the
3D velum and pharyngeal wall meshes for VL varying be-
tween the extreme values found from the data. Figure 19
displays the relation between the minimal velum/pharyngeal
wall midsagittal distance and the constriction area. This re-
lation is not perfectly linear, but close to Björk’s results.

FIG. 17. �Color online� Variations of velopharyngeal port area function as a function of VL �a� and VS �b� parameters. The origin of the abscissa along the
tract is arbitrarily chosen as the point where the nasal tract splits into two choanae on each side of the septum wall. Each tube is represented by a length on
the x axis and an area on the y axis.
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Note that the sagittal distance is null for small values of the
constriction area, which is explained by a full midsagittal
contact between velum and pharyngeal wall while the chan-
nels on both sides remain open.

D. Influence of velum movement on the oral area
function

An important question in the articulatory-acoustic study
of nasals lies in the co-variation of the oral and nasal areas
when the velum moves. Some researchers have assumed that
the velum acts as a trap door �Fujimura and Lindqvist, 1971�,
while others have considered that the oral area decreases as
much as the nasal area increases when the velum lowers, the
total of both areas remaining constant �Maeda, 1982; Feng
and Castelli, 1996�. Feng and Kotenkoff �2006� have more-
over suggested that the decrease of oral tract constriction
area induced by the velum lowering may play an important
role in nasalization. This present model allows studying this
phenomenon.

The influence of velum movements on the oral area
function is illustrated by Fig. 20, which displays nomograms
of the oral area function for the articulation �a� for VL and
VS variations corresponding to those of Figs. 14 and 15.
Note that the complete tract is considered fixed and that the
area variations are only due to velum position variations as
function of VL and VS. We observe, for this articulation, an
important variation of the oral area function, from 0.2 to
3 cm2 for the tube with maximal variation range between the
two extreme positions of the velum corresponding to VL in
the corpus, and from 1.4 to 2.3 cm2 for the positions corre-
sponding to VS. Important variations were observed for �i�
and �u� as well, with areas varying from 5.1 to 8.5 cm2 for �i�
and from 0 to 2.9 cm2 for �u� as a function of VL, and from
6.5 to 8 cm2 for �i� and from 2.4 to 3.6 cm2 for �u� as a
function of VS.

In addition, we have characterized the co-variation of
the areas of both tracts when the velum moves. Considering
the relatively small variation of the oral area function with
VS, we only investigated the effects of VL. As an illustra-
tion, Fig. 21 displays the variations of the oral and nasal
areas of the first tube of the area functions at the location of
the nasal tract branching for the three oral articulations �a�,
�i� and �u�. We observe that the oral area clearly increases
faster than the nasal area decreases when the velum rises.
The same behavior was found for the other tubes down-
stream, i.e., towards the lips or nostrils, though this asym-
metric effect becomes less prominent.

V. INFLUENCE OF VELUM MOVEMENTS ON THE
ACOUSTIC VOWEL SPACE

Nasalization is envisaged by Feng and Castelli �1996� as
a trend from a pure oral articulation—from glottis to lips—to
a pure nasopharyngeal target—from glottis to nostrils. These
two extreme articulations correspond to single tracts without
any other parallel tract �we do not consider in this study any
of the various paranasal sinuses�. The present model allows
simulating the variations of the vocal tract induced by the
velum alone, for transitions from a pure oral articulation to a

FIG. 18. �Color online� Variations of the area �a� and location �b� of the velopharyngeal port constriction as a function of Velum Height �VelHei�. The origin
of the tract is arbitrarily chosen as the point where the nasal tract splits into two choanae on each side of the septum wall.
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FIG. 19. �Color online� Variations of the velopharyngeal port midsagittal
constriction distance as a function of the constriction area for VL varying
linearly between the maximal values found in the data.
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pure nasopharyngeal articulation, without influence of the
coarticulatory movements usually observed on other organs,
such as the tongue, in natural productions. The area functions
of both tracts were determined according to the process de-
scribed above. Using an acoustic model fed by these area
functions, it is thus possible to investigate the influence of
the velum movements on the acoustic transfer functions of
the tracts between glottis and lips/nostrils. In the present
study, we used a standard frequency domain electrical line
analog model of acoustic plane wave propagation based on
Badin and Fant �1984�, and on Fant �1985� for the coupling
of the nasal tract in parallel to the oral one. One may define
at least three acoustic transfer functions: �1� the oral transfer
function, i.e., the ratio between the acoustic velocity at the
lips over the acoustic velocity at the glottis; �2� the nasopha-
ryngeal transfer function, i.e., the ratio between the acoustic
velocity at the nostrils over the acoustic velocity at the glot-
tis; �3� the total transfer function, i.e., the sum of both, as-

suming as a first approximation that the sound radiated at
some distance from the mouth and nostrils is just the sum of
both contributions. The connection of a tract in parallel with
the other tract both changes the poles of the transfer function
of the tract considered and introduces zeros as well �see, e.g.,
Fant, 1985�. Figure 22 displays, for example, the evolution
of the total transfer function induced by variations of VL
from a pure oral tract to a pure nasopharyngeal tract for a
fixed articulation �a�. The two extreme total transfer func-
tions, displayed in bold, correspond to the two articulatory
targets, and contain only poles, while intermediate transfer
functions contain poles and zeros due to the presence of par-
allel tracts.

We observe in the 500–1500 Hz frequency band that a
bound pole-zero pair evolves from the first formant toward
the second formant. Our simulations showed that the F1-F2

FIG. 20. �Color online� Variations of oral tract area function as a function of VL �a� and VS �b� parameters around the fixed articulation of �a�. The origin of
the abscissa along the tract is arbitrarily chosen as glottal exit. Each tube is represented by a length on the x axis and an area on the y axis.
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FIG. 21. �Color online� Oral �rising lines� and nasal �falling line� areas of
the first tube of the area functions at the location of the nasal tract branching
as a function of VL for the three articulations �a�, �i� and �u�. The vertical
dashed lines mark the minimal and maximal VL values found in the data.
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FIG. 22. �Color online� Nomograms of the total transfer function of the
vocal tract obtained by varying VL from a pure oral tract �VL�1.4, upper
bold line� to a pure nasopharyngeal tract �VL=−2.6, lower bold line� for a
fixed articulation �a�. Each curve is arbitrarily separated from its neighbors
by 10 dB for better reading. The two extreme transfer functions in bold
correspond to oral tract �top� and nasopharyngeal tract �bottom� and contain
only poles without zeros.
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formants associated with the pure nasopharyngeal tract for
�a� are both lower than those associated with the pure �a� oral
tract. Similar simulations for �i� and �u� led us to plot the
vocalic triangle based on the three point vowels �a i u� for the
two extreme positions of the velum �Fig. 23�. The dashed
triangle corresponds to the velum maximally high �pure oral
tract� while the solid one corresponds to the velum maxi-
mally low �pure nasopharyngeal tract�. We observe for the
nasopharyngeal target a reduction of the vocalic space in a
zone close to 450–1000 Hz, globally consistent with the
simulations of Feng and Castelli �1996�.

VI. SUMMARY AND PERSPECTIVES

A. Summary

This study has resulted in an original set of three-
dimensional geometric data and in an original three-
dimensional model of the velopharyngeal port, i.e., of the
velum and of the nasopharyngeal wall. More precisely, sets
of CT and MRI images have been collected from a French
subject who sustained a set of 46 articulations covering the
range of sounds that he can produce. Generic triangular sur-
face meshes have been derived for the velum and the na-
sopharyngeal wall; their shapes, fitted by elastic deformation
to each of the articulations, constitute accurate and consistent
3D geometric representations of these organs, with a con-
stant number of vertices; they establish a unique reference
collection of accurate 3D articulatory data. Moreover, each
point of the generic meshes can be assumed to be a flesh
point whose variations over the corpus represent the variabil-
ity of a real flesh point. In addition, 3D shapes of rigid struc-
tures such as the nasal passages, the various paranasal si-
nuses, the hard palate, the jaw, etc. have been extracted from
CT and MRI images of the subject. These data complement
the various data already collected on the same French subject
�cf. Beautemps et al., 2001; Badin et al., 2002; and Badin
and Serrurier, 2006� and constitute a rich and accurate basis

for further developments in articulatory and acoustic model-
ing of nasals and more generally of all articulations.

The second series of valuable results is the determina-
tion of the degrees of freedom of the velum and of the na-
sopharyngeal wall, and the associated 3D linear articulatory
models. The first component extracted by PCA from the data
was a head tilt movement in a sagittal plane; as it was not
related to speech its contribution was removed from data. It
was nevertheless hypothesized that this general head move-
ment could induce an active compensation of the velum
shape by the subject. A PCA applied to the velum data cor-
rected for head tilt uncovered two main degrees of freedom:
the first—dominant—component, that accounts for 83% of
the velum coordinates’ variance, corresponds to an oblique
vertical movement clearly related to the pulling action that
could be expected from the levator veli palatini muscle; the
second component, that explains another 6% of the variance
and controls smaller movements, represents a mostly hori-
zontal movement that corresponds rather well to the more
sphincter-like action plausible for the superior pharyngeal
constrictor. It was also shown that the nasopharyngeal wall,
though its variance is four times smaller than that of the
velum, is very much correlated to the first parameter which
was found to be able to account for 47% of its variance.

As a means to further assess the validity of the data and
of the model, the midsagittal coordinates of a flesh point on
the lower face of the velum were collected by means of an
EMA system for the same subject uttering a comprehensive
set of VCV sequences. It was found that the midsagittal
space covered by this point is very similar to the midsagittal
space covered by the particular point of the 3D velum ge-
neric mesh considered to be the same flesh point.

The velopharyngeal port model is thus efficiently con-
trolled by these two articulatory parameters. Note that the
RMS reconstruction error of the organs is less than one mil-
limeter, which is consistent with results obtained on the
tongue �cf. Badin et al., 2002, and Badin and Serrurier,
2006�.

Area functions could be derived from these 3D geomet-
ric representations. The precise 3D geometry of the nasal
passages and the corresponding area functions constitute a
new set of data consistent with the few investigations found
in the literature and confirms in particular a constriction of
about 1 cm2 large and 0.6 cm long located 1.7 cm before
nostrils outlet. The nasal coupling area was found to raise up
to 0.8 cm2 while the corresponding constriction location may
move over a range of about 1 cm. In addition, a simplified
model of velopharyngeal port area function controlled di-
rectly by the velum height was derived. The strong influence
of the velum movement on the oral tract area function has
been confirmed. Finally, acoustic simulations based on the
model gave results similar to that of Feng and Castelli
�1996�, i.e., a reduction of the F1-F2 acoustic vowel space
when going from pure oral vowels to the corresponding pure
nasopharyngeal tract in the 450–1000 Hz zone, sometimes
referred to as the nasal gap.
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FIG. 23. �Color online� Representation in the acoustic F1-F2 vowel space of
the pure oral articulations �high velum� for �a i u� �dashed lines� and of the
corresponding pure nasopharyngeal articulations �low velum, solid lines�.
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B. Perspectives

A part of the complex geometry of the nasal passages
remained unexploited in the present study. The shape of the
various sinuses should be integrated into the area functions
of the nasal passages, and their influence on the acoustics
should be further assessed. More generally, the formants de-
termined from the articulatory model should be compared to
those measured on the subject for the same articulations in
order to validate the model at the acoustic level. In particular,
separate mouth-nose acoustic recordings performed on the
same subject by Feng and Kotenkoff �2006� will reveal very
useful information. It is also likely that the complex shape of
the nasal passages should be used to elaborate more realistic
acoustic models, including more realistic losses.

In order to be fully operational for the study of nasality,
the new model of velopharyngeal port presented should be
integrated into a complete articulatory model, including es-
pecially the tongue �cf. Badin and Serrurier, 2006�. This
would allow accurate control of the complete 3D geometry
of the oral and nasal tracts, to obtain corresponding area
functions from the glottis to the lips and the nostrils, and
finally to determine the resulting acoustic characteristics in
terms of formants or speech sounds. This complete model
also opens the possibility to characterize the importance of
tongue backing for French nasal vowels as discussed by
Maeda �1993�, Delvaux et al. �2002�, or Feng and Kotenkoff
�2006�. The complete model would also allow the determi-
nation of the covariation between oral and nasal coupling
areas related to velum movements usually assumed to be
linear in the literature �see, e.g., Maeda, 1982, or Feng and
Castelli, 1996�.

The use of this articulatory model makes it possible to
study the influence of sole velum movements on the vocal
tract without the coarticulatory movements usually made by
other organs during normal velum transitions in natural
speech. More precisely, in the continuity of the work led by
Feng and Castelli �1996� and Feng and Kotenkoff �2006�, it
will be useful to perform simulations to assess the acoustic
consequences of the velum movement separately on the
velopharyngeal constriction, oral constriction and nasal cou-
pling place in the oral tract, in order to contribute to the
characterization of the acoustic cues of nasality.

The model, in relation with the dynamic articulatory
midsagittal trajectories of fleshpoints on the velum and the
tongue provided by the EMA device, will allow the articu-
latory copy synthesis of VCV sequences through the recov-
ery of the complete 3D geometry of the vocal tract. The
control of the various articulators for dynamic speech could
thus be investigated. In particular, assuming that the princi-
pal parameter of the velopharyngeal port, e.g. VL, allows the
control of the constriction from closure to maximal aperture,
it would be interesting to evaluate the possibility of control-
ling the velum with only the VL parameter, which would
reduce the complexity of articulatory control.

Finally, the articulatory synthesizer available would be
useful to study the perception of nasality. In particular, the
study of the interaction between nasalization and height in
vowel perception led by Macmillan, Kingston, Thorburn,

Walsh Dickey, and Bartels �1999� using a formant synthe-
sizer could be replicated with more ecological stimuli, i.e.,
stimuli that could really be produced by a human subject.
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Mandarin perceivers were tested in visual lexical-tone identification before and after learning.
Baseline performance was only slightly above chance, although there appeared to be some visual
information in the speakers’ neck and head movements. When participants were taught to use this
visible information in two experiments, visual tone identification improved significantly. There
appears to be a relationship between the production of lexical tones and the visible movements of
the neck, head, and mouth, and this information can be effectively used after a short training
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I. INTRODUCTION

A developing principle is that humans perceive by using
multiple sources of information �Massaro, 1998�. In the case
of face-to-face speech, we use �at least� audition and vision
to perceive what is spoken. Dozens of empirical studies and
theoretical analyses indicate that perceivers combine or inte-
grate audible and visible speech �e.g., Massaro, 1998; Mas-
saro et al., 2001�. For example, when hearing the sound of an
auditory /ba/ and seeing the mouth movement of a visual
/ga/, perceivers usually perceive /da/, /∂a/, or /va/ �Massaro,
1998; McGurk and MacDonald, 1976�. Although there might
be interlanguage differences in the degree of visual influence
for different segments �e.g., Hayashi and Sekiyama, 1998;
Sekiyama, 1997; Sekiyama and Tohkura, 1991, 1993�, there
is strong evidence for the principle that speakers of different
languages integrate auditory and visual speech in a similar
manner �e.g., Chen and Massaro, 2004; Massaro et al., 1995,
1993�.

Research on audiovisual speech perception has paid
more attention to segmental information and less attention to
lexical-tone information. In what seems to be the first study
on the audiovisual perception of lexical tones, native identi-
fication of the six Cantonese tones was tested with auditory
�sound�, visual �face�, and bimodal �both� stimuli �Burnham
et al., 2000�. Performance averaged about 20% correct
across certain visual-only conditions, which were statistically
significant above the chance level of �1 /6 Cantonese tones�
16.67% �Burnham et al., 2000�. In a same-different discrimi-
nation study on Cantonese tones, native Thai and Australian-
English speakers also performed significantly better than
chance under visual-only conditions �Burnham et al., 2001�.

In a study on the identification of Mandarin tones �Mix-
dorff et al., 2005b�, native Mandarin speakers identified
tones with sound alone as well as sound plus the video
�watching the lower part of a speaker’s face�. Under clear
auditory conditions, the addition of the video did not signifi-
cantly improve performance. However, under some noise-

masked conditions, the addition of video did significantly
improve tone-identification performance relative to that of
sound alone �but the effect was fairly small�. The same pat-
terns of results were also found in the native tone-
identification of Vietnamese �Mixdorff et al., 2006� and Thai
�Mixdorff et al., 2005a� as well as in the non-native discrimi-
nation of Cantonese tones by Thai speakers �Burnham et al.,
2001�.

In another study �Burnham et al., 2006�, head motion
was found to be informative for the perception of Cantonese
tones. This interesting result fits well with the finding that
head motion is also related to intonation �Yehia et al., 2002�.
Others studies explored visual information for various supra-
segmental prosodic �intonation, stress, etc.� features and
found that head and eye-brow movements can be perceptu-
ally informative �e.g., Munhall et al., 2004; Srinivasan and
Massaro, 2003; Yehia et al., 2002�.

On the other hand, there may be additional visual infor-
mation for lexical tones, but perhaps the perceivers did not
use it because they were not fully aware of where to look and
what to look for. Mandarin-Chinese presents an interesting
case because the physical-acoustical properties of its lexical
tones are well studied and well known �e.g., Chen, 1999;
Connell et al., 1983; Garding et al., 1986; Jongman et al.,
2005�. This tone-rich language may provide additional in-
sights about the production of lexical tones and possible re-
lationships with visible speech movements. There are four
lexical tones in Mandarin, commonly referred to as tones 1,
2, 3, and 4. Based on the fundamental frequency �F0� pat-
terns, tone 1 has been described as high level �5-5�, tone 2
midrising �or mid-high-rising; 3-5�, tone 3 mid-falling-rising
�or low-dipping or low-falling-rising; 2-1-4�, and tone 4
high-falling �5-1� �Chao, 1968; Lee-Schoenfeld, 2002�. Man-
darin tones also tend to differ on other dimensions such as
vowel duration and amplitude. For example, vowel duration
tends to be longest for tone 3 and shortest for tone 4; ampli-
tude tends to be lowest for tone 3 and highest for tone 4
�Tseng, 1981�.a�Electronic mail: massaro@fuzzy.ucsc.edu
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A. Perception of Mandarin tones

Mandarin tone judgments are influenced by multiple
sources of information: F0 pattern �both height and contour�,
vowel duration, and amplitude �Tseng et al., 1986�. F0 pat-
tern appears to be the most influential information, with F0
height and F0 contour about equally effective. These cues are
independently evaluated and optimally integrated for tone
perception �Massaro et al., 1985�.

Although there is agreement that F0 pattern �perceived
as voice pitch� is the most important/dominant phonetic cue
for Mandarin tones, there are other acoustic dimensions that
can be perceptually informative. Duration is systematically
different depending on the tone. In isolation, phrase-final po-
sition, or citation form, tone 3 tends to be longer than tone 2,
which tends to be longer than tones 1 and 4 �Blicher et al.,
1990; Chao, 1968�. This duration difference is acoustically
salient: Longer durations of auditorily presented /bi/, /ba/,
and /bu/ elicited more tone 3 �and fewer tone 2� identifica-
tions for both native Mandarin and English speakers �Blicher
et al., 1990�.

Another informative acoustic dimension is amplitude.
Whalen and Xu �1992� manipulated natural speech �/ba/ and
/yi/� by eliminating F0 but retaining amplitude contours.
Tones 2, 3, and 4 were acoustically distinguishable on the
basis of amplitude �and not duration� alone. They also found
a positive correlation between F0 and amplitude �Whalen
and Xu, 1992�. Moreover, even in the presence of the F0
pattern, duration and amplitude can each be used as func-
tional cues for tone judgments �Tseng et al., 1986�. Finally,
vowel quality �i.e., the type of the vowel� did not systemati-
cally influence tone identification �Tseng et al., 1986; Mas-
saro et al., 1983�.

B. The current study

Given the previous findings on the auditory perception
of Mandarin lexical tones, one can speculate on the possible
visible dynamics in producing these different tones. Duration
differences might be seen from the speaker even if the sound
is not available. For example, visible speech rate has been
shown to influence the perception of voice onset time of
initial consonants �Green and Miller, 1985�. Also, it may be
possible that loudness or intensity can be reflected by the
degree of hyperarticulation or exaggeration of mouth move-
ments �Kim and Davis, 2001� or simply perceived effort
�Rosenblum and Fowler, 1991�. It is also conceivable that
speakers may somehow express lexical tone information in
terms of some visible paralinguistic cues, whether con-
sciously or unconsciously.

The goals of the current study are to determine: �1� a
baseline accuracy of Mandarin lexical-tone identification
from visual-only information; 2� if there are systematic vis-
ible changes from lexical tone production and the nature of
this information; and 3� whether Mandarin speakers can be
taught to use this information to significantly improve visual
identification performance.

In addition, it is also interesting to examine performance
for each of the four tones. For example, tones 2 and 3 tend to
be the most acoustically confusable pair �Blicher et al.,

1990�, and it will be interesting to see if this is also the case
visually. Finally, we ask the question whether it is easier to
recognize one’s own visible speech more accurately than the
speech of others. Previously, one study found no overall sig-
nificant differences in speech-reading performance �of num-
bers in French� comparing watching one’s own face with
watching the faces of others �Schwartz and Savariaux, 2001�.
The present study will assess whether this is also the case for
Mandarin lexical tones.

II. EXPERIMENT 1: TRAINING VISUAL SPEECH
PERCEPTION

There may be additional visual information for lexical
tones, but perceivers may not have taken full advantage of
this information because they were not fully aware of where
to look and what to look for. If we learn about the nature of
this information, it may be possible to teach the participants
to use it. Experiment 1 was a within-subjects design involv-
ing three different sessions. The strategy was to measure vi-
sual tone identification before and after training on potential
visual information.

A. Method

1. Participants

Eight Chinese participants were recruited from the Uni-
versity of California, Santa Cruz �UCSC�. They are all native
speakers of Mandarin. Four of them are from Mainland
China: Two females �one was 26 years old, and the other
chose not to reveal her age but appeared to be in her 30’s�
who had been in the United States for about 3.5 and
1.75 years, and two males �ages 31 and 29� who had been in
the United States for about 1.5 and 3 years. The other four
participants are from Taiwan: Two females �ages 19 for both�
who had been in the United States for about 4 and 9 years,
and two males �ages 25 and 21; one of them was the senior
author� who had been in the United States for about 12 and
8 years. The ages when exposure to English began were 10
and 12 for the females from Mainland China �FC�, 13 and 12
for the males from Mainland China �MC�, 13 and 7 for the
females from Taiwan �FT�, and 12 and 14 for the males from
Taiwan �MT�. They were paid at the rate of $10 /h for their
participation.

2. Stimuli

We made sets of audio/video recordings from four
speakers �one female from Mainland China, FC; one male
from Mainland China, MC; one female from Taiwan, FT; and
one male from Taiwan, MT� pronouncing 40 �10 syllables
�4 tones� Mandarin-Chinese characters or words �chosen
from Liu and Samuel, 2004�, which are shown in Appendix
A. These four speakers also served as participants for this
experiment. The words were all familiar to the participants.
Speakers from Mainland China read abbreviated �simplified�
words, and speakers from Taiwan read traditional words. The
words to be read were displayed as slides �Microsoft POW-

ERPOINT™� on a standard computer screen. The words were
read both in isolation and following a neutral context phrase
in separate blocks of 40 trials. The trials were randomized in
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four different versions—two versions for characters in isola-
tion �i.e., citation form� and two versions for characters in a
neutral sentential context �i.e., “the next word is”�. The
speakers were recorded pronouncing all words in the four
versions of randomization.

3. Design

The experiment took place on three days: 1, 2, and 3.
Day 1 was the recording session: The four speakers were told
that the experimental purpose was to understand “how
people say words,” and their task was to do their best to
pronounce the characters or words “clearly and distinc-
tively.” After day 1 was completed, eight participants �in-
cluding the original four speakers� were later contacted to
schedule for day 2.

On day 2, they participated in a tone-identification task:
They were told to watch the video �with no sound available�
and choose �circle� what character or word was said for each
trial. There were four versions of randomization �2 condi-
tions �context or citation��2 versions for each�, and 16
blocks �4 speakers�4 versions� were arranged from pseudo-
randomization �randomization but making sure that no
speakers of the same gender appeared in consecutive blocks�.
Appendix B shows an example of one of the response sheets
used for the tone-identification task. The total number of
trials was 640 �16 blocks�40 words each� for each of the
participants in each session. There were approximately 5 s
between the word presentations on isolation trials and 7 s on
context trials. The video was displayed on a JVC color video
monitor �TM-131 SU� screen, which was approximately
11.25 in. in width and 8.5 in. in height. The faces averaged
approximately 4.75 in. in width and 5.7 in. in height.

A few days after day 2, all of the participants were con-
tacted to schedule for another day �day 3�. On day 3, this
time they were taught to use a specific strategy for tone iden-
tification, and they completed the tone-identification task
again. Afterwards, they completed an optional questionnaire.

4. Procedure

The participants were not told about their subsequent
participation. On day 1, they were not told that they would
participate for day 2; on day 2, they were not told that they
would participate for day 3. There were at least 14 days be-
tween day 1 and day 2, and there were at least 6 days be-
tween day 2 and day 3. All instructions and interactions with
the experimenter �MT� were spoken in Mandarin. One MT
�senior author� served as his own experimenter. This person
was one of the participants, and he had not anticipated his
subsequent participation for day 2 �although he expected a
subsequent participation for day 3�.

5. Day 1: Recording

After day 1 was completed for one speaker �MT�, the
recording was visually examined for possible sources of vi-
sual information. The first author observed that some visible
information for Mandarin lexical tones seemed to be avail-
able from the activity around the lower parts of the neck and
from head movements. Its visual-perceptual clarity surprised

both a native and a non-native Mandarin speaker. The judg-
ments about the sources of information were made and
agreed on by the experimenter and another researcher. It ap-
peared that there were the least �or minimal� neck movement
for tone-1 words, some movements for tone-2 words, most
movements for tone-3 words, and some �brief� movements
for tone-4 words. Figure 1 illustrates the visible information
for each of the four Mandarin tones. The bulge on the side of
the neck changes across the four tones. Tone 1 has minimal
movement, tones 2 and 4 have some movement, and tone 3
has the biggest bulge. Although the speakers were not told
about this, an effort was made to indirectly persuade two
participants during the recordings to replace or put back hair
and/or clothing because they covered parts of the neck.

One speaker’s �FC� hair was covering the left and right
sides of her lower neck, while another speaker’s �MC� shirt
was buttoned-up and the collar covered parts of his lower
neck. Indirect efforts trying to uncover all areas of their neck
were unsuccessful. However, examination of the video, after
all recording sessions were complete, revealed that all speak-
ers showed some visible information. In particular, FC ap-
peared to drop/dip her head/chin on tone-3 words �despite
her hair covering her neck�; MC’s glottis and a part of his
uncovered neck appeared to display activity patterns consis-
tent with those hypothesized from MT; and for FT, her neck
also appeared to display activity patterns consistent with MC
and MT, at the same time her head/chin movements seemed
consistent with speaker FC. These observed visible patterns
are summarized in Table I, and this table was used in an
information sheet to inform participants about the strategy
for day 3. �It is possible that the lexical tones differed in
duration, which could be seen visually. These possible dura-
tional cues were also mentioned on day 3.�

6. Day 2: Identification

For day 2, participants were not given the information
sheet and not told about any strategy; they were only in-

FIG. 1. Pictorial illustration of visible information for Mandarin tones at the
lower parts of the neck. The bulge on the side of the neck changes across the
four tones. Tone 1 has minimal movement, tones 2 and 4 have some move-
ment, and tone 3 has the biggest bulge.
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structed to watch the speaker and choose �circle� what char-
acter or word was spoken in each trial. Participants used
response sheets in the forms similar to that shown in Appen-
dix B, except those from Mainland China saw abbreviated
�simplified� characters and those from Taiwan saw traditional
characters �Appendix B shows traditional characters�. The
experimental sessions were approximately 2 h long, with
10 min breaks after approximately every 15 min.

7. Day 3: Training and identification

For day 3, participants were informed about the
acoustic-physical characteristics of Mandarin tones and how
these dimensions may relate to visible activities of the neck,
head, and mouth movements. Participants were allowed to
take the summary information sheet �Table I� into the
subject-testing room during the experiment. They were in-
structed to pay attention to mouth, head/chin movements,
and especially activities of the neck. Although there were no
special written descriptions for the mouth on the summary
information sheet, it was specifically pointed out that dura-
tion �time� differences may be reflected from the mouth.
During the strategy-training time, they were shown a short
VHS tape �for no more than about 15 min� that included
samples of representative trials �in order to illustrate the
strategy�, and they were also given roughly 10–20 practice
trials with feedback �to help learn this strategy�. The whole
training time lasted for no more than about 45 min for each
participant. After this training time, participants completed
the tone-identification task again.

B. Results

The results from the identification task were pooled over
versions of randomization because an initial analysis showed
no significant differences between them. The independent
variables were day �two levels: day 2 and day 3�, v-gender
�two levels: gender of the speakers in the video, not gender
of the perceiver�, context �two levels: with or without�, and
lexical tone �four levels�. The dependent variables were ac-
curacy of tone-identification performance and d prime �d��.

Figure 2 shows the accuracy of tone-identification per-
formance plotted as a function of each of the four tones on

day 2 and day 3, as well as overall across the four tones.
Analysis of variance revealed that performance on day 3
�mean=0.48� was significantly higher than day 2 �mean
=0.33�, F�1,7�=68.79, p�0.001. In follow-up t-tests, both
day-2 and day-3 mean performances were significantly
greater than the chance level of 0.25 �day-2: t�127�=5.16,
p�0.001; day-3: t�127�=11.49, p�0.001�. Also, perfor-
mance was generally better when the speaker of the video
was a female than when the speaker was a male, F�1,7�
=20.06, p�0.01. It is conceivable that, because the two fe-
males in the videotape tended to moved their head/chin in a
dipping fashion �consistent with the tone-3 frequency pat-
tern� while pronouncing tone-3 words, this extra information
would have helped increase performance over the two male
speakers whose head movements, if any, were not as salient.
The significant interaction between tone and v-gender
�F�3,21�=22.79, p�0.001� indicated that the female-
speaker advantage was most pronounced for tone-3 words.

There was a significant main effect for tone �F�3,21�
=11.77, p�0.001� and a significant interaction between day
and tone, F�3,21�=12.54, p�0.001. Consistent with our hy-
potheses, tone-1 and tone-3 words improved more than
tone-2 and tone-4 words. We computed the 95% confidence
intervals �CI� around the means of each of the tones for both
days; this allows comparisons to the chance value of 0.25.
Within a given experiment, if a CI is completely above 0.25,
its mean is significantly higher than this chance value. On
day 2, tone 1 was not significantly different from chance, but
on day 3 it became significantly above the chance level. The
tone-1 performance was the lowest among the four tones on
day 2 but highest among the tones on day 3. For tones 2 and
3, their CI’s were above the chance level on both days, al-
though tone 3 performance improved much more relative to
that of tone 2. Improvement on these tones did not appear to
come at the detriment of other tones. On both days, tone-2
performance was slightly higher than chance, and tone-4 per-
formance was not significantly different from chance.

The main effect of context was not significant, F�1,7�
=0.94, p=0.37. The only other significant interaction was
between v-gender and context �F�1,7�=22.10, p�0.01�,
with the female-speaker advantage more pronounced under

TABLE I. Summary sheet used to inform participants about the visible-
information strategy �Experiments 1 and 2�.

Tone 1 Tone 2 Tone 3 Tone 4

Pitch
�frequency�

High-level Mid-rising Mid-falling-rising High-falling

Loudness
�amplitude/
intensity�

In-between In-between Quiet Loudest

Duration
�Time�

Short Long Longest Shortest

Tone 1 Tone 2 Tone 3 Tone 4
Neck No �least�

activity
Some
activity

Most
activity

Some �brief�
activity

Chin Females drop
head/chin

Mouth

Exp. 1: Day and Tone

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

tone 1 tone 2 tone 3 tone 4 overall

P(
co
rr
ec
t)

Day 2
Day 3

FIG. 2. Experiment 1: Tone-identification performance, plotted as the prob-
ability of correct responses �Y axis�, for overall and each of the four tones on
day 2 and day 3.
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the no-context condition. Figure 3 plots the accuracy perfor-
mance of all the individual participants for the tone-
identification task on day 2 and day 3. As can been in Fig. 3,
every individual improved from day 2 to day 3.

In another analysis of variance, day �two levels� and
syllable �ten levels� were included as independent variables.
This analysis revealed significant effects for day �F�1,7�
=68.79, p�0.001� and syllable �F�9,63�=3.71, p�0.01�.
There was no significant interaction between day and syl-
lable �F�9,63�=1.13, p=0.35�. Figure 4 plots the tone-
identification accuracy performance for the syllables on day
2 and day 3. As can be seen in Fig. 4, the day-3 training
advantage was reflected for all of the syllables.

Given the seemingly dramatic improvement on visual
tone identification after training, an important question is
whether the day-3 advantage was mainly due to simply ex-
perience in the identification task. Obviously, participants
had practice on day 2, and one might argue that improvement
could be due to previous exposure, learning, and/or memory.
To test whether this practice was a major factor, we analyzed
the results across trial blocks on days 2 and 3. Figure 5 plots
the overall performance across blocks on day 2 and day 3,
which shows no learning within a given day. Linear regres-

sion analyses showed that the slopes of the best fit lines were
not significantly above zero for either day 2 �slope=0.004,
p=0.17� or day 3 �slope=0.005, p=0.27�, suggesting that
experience in the task was not a significant factor.

We calculated d-prime �d�� values as a measure of iden-
tification performance independent of any decision bias. We
computed hit and false alarm �FA� rates for each participant,
for each tone, and for each day. A given participant’s tone-1
hit rate, for example, is the probability of correctly identify-
ing that tone �i.e., the number of correct tone-1 responses
divided by the number of tone-1 trials�. A given participant’s
FA rate for tone 1, for example, is the probability of mistak-
enly responding tone 1 to stimulus tones 2, 3, and 4 �i.e., the
number of incorrect tone-1 responses divided by the total
number of trials of tones 2, 3, and 4�. The d� is an index of
how well the participant distinguishes one lexical tone from
the others. The bigger the d� value, the better the participant
is at recognizing the tone.

Figure 6 plots the d� values for overall and the four
tones on days 2 and 3. We carried out an analysis of variance
on d� values. The independent variables were tone �four lev-
els� and day �two levels�. This analysis revealed significant
effects for day �F�1,7�=60.55, p�0.001�, tone �F�3,21�
=105.29, p�0.001� and their interaction �F�3,21�=17.50,
p�0.001�. The d� values for day 3 were higher than those
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FIG. 3. Experiment 1: Individual performances, plotted as the probability of
correct responses �Y axis�, for the tone-identification task on day 2 and day
3.
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for day 2 �both were significantly greater than zero�, and this
was the case for all four tones, with the biggest increase at
tones 1 and 3. This suggests that the improvement was un-
likely due to guessing or item biases—participants were bet-
ter at identifying all four of the target tones on day 3 than on
day 2.

Finally, an analysis of variance compared the accuracy
performance from watching one’s own face and that from
watching another’s face. Four of the eight participants
watched both their own faces and other’s faces, so only data
from these participants were used in this analysis. There was
no significant difference in performance between watching
one’s own face �mean=0.467� and watching another’s face
�mean=0.396�, F�1,3�=1.62, p=0.29. There was also no in-
teraction between face �own or another� and day, F�1,3�
=0.12, p=0.75.

C. Discussion

Our results suggest that �1� untrained native-Mandarin
visual tone identification is close to but statistically signifi-
cantly above chance, and �2� when participants are taught a
specific identification strategy �i.e., using mouth, head/chin
movements, and especially activities of the neck�, their tone-
identification performance improves significantly to a level
well above chance. Specifically, tone-1 and tone-3 words im-
proved more than tone-2 and tone-4 words. Identification
was better when the speakers were female �particularly for
tone 3�, probably because they tended to dip their head more
prominently when speaking tone-3 words.

Our baseline results without training are consistent with
the findings of Burnham et al. �2000� in that their Cantonese
observers also performed just slightly above chance. Also
consistent with the study by Schwartz and Savariaux �2001�,
we found no significant difference in performance between
watching one’s own face and watching others’ faces.

Overall, the accuracy of tone-identification performance
improved from about 33% before training to about 48% after
training. Half of the participants in this experiment recorded
the test stimuli, and this could have given them some advan-
tage. The recording experience might have rendered them
somewhat “special.” However, separate analyses indicated
that these participants’ performance and response patterns
were very similar to the rest of the participants, as the sig-
nificant effects of day and v-gender and their significant in-
teraction were observed even when the participants were di-
vided into these two groups. In both groups, the
improvement was greatest for tones 1 and 3. Nevertheless, a
next step was taken to determine if the findings could be
replicated.

Furthermore, it is still logically possible that the advan-
tage after training was due to experience in the task. Experi-
ment 2 compares the positive effect of instructions without
prior experience in the task. In addition, we eliminated neck
information for another group of participants in order to de-
termine to what extent it contributed to performance of un-
trained participants.

III. EXPERIMENT 2: REPLICATION AND EXTENSION

Experiment 2 was a 1 day, mixed-subjects design. Par-
ticipants completed the tone-identification task under one of
three conditions: regular �normal�, strategy �special instruc-
tion�, or partially obstructed �only seeing the mouth�. If the
instruction group performed higher than the regular group,
this would provide strong evidence in favor of the potential
effectiveness of the visual information.

A. Method

A total of 24 Chinese participants were recruited from
UCSC. They are all native speakers of Mandarin. Their ages
ranged from 19 to 33 years old. Of the 21 participants who
revealed their age �2 chose not to reveal their age but ap-
peared to be in their 20’s, and 1 hinted that she was in her
early 40’�, the average age was 24.3. Of those who chose to
answer the question, participants on average had been in the
United States for 5.2 years, and English exposure began
around the average age of 10.7. They were either paid a $15
gift certificate �for the UCSC Bay-Tree Bookstore� or given
course credits for their 2 h participation.

There were eight participants under each of the three
conditions: normal, box, and strategy. The same set of
stimuli from the previous experiment was used, and partici-
pants completed the same tone-identification task: They were
told to watch the speaker �with no sound available� and
choose �circle� what character or word was said for each
trial. Under the normal condition, participants simply
watched the video screen and performed the task. Under the
box condition, participants could only see the mouth region
of the speakers—a piece of cardboard covered the screen
except for a cut-out rectangle hole �8 cm width�4 cm
height� in its approximate center, showing the middle of the
screen. Figure 7 shows a picture of the screen in the box
condition. Under the strategy condition, participants were
taught and instructed to use our specific strategy in the same
manner as the last day of Experiment 1. The rest of the
procedure is the same as the previous experiment. All in-
structions and interactions were spoken in Mandarin.

B. Results and discussion

We carried out analysis of variance and pairwise com-
parisons. The independent variables were group �between-
subjects, three levels: box, normal, strategy�, v-gender �two

FIG. 7. Experiment 2: A picture showing the TV screen in the box condi-
tion.
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levels: gender of the speakers in the video, not gender of the
perceiver�, context �two levels: with or without�, and lexical
tone �four levels�.

Figure 8 shows each of the tone’s overall identification
performance for all three groups. There was a significant
overall difference among the three groups, F�2,21�=37.60,
p�0.001. Specifically, group 3 �strategy, mean=0.45�
scored significantly higher than both group 2 �normal,
mean=0.33� and group 1 �box, mean=0.30�. The difference
between groups 1 and 2 was not quite significant �F�1,14�
=3.97, p=0.07�, so it remains an open question whether neck
information is used by naïve untrained observers. There was
a significant main effect for tone �F�3,63�=13.08, p
�0.001�, and there was a significant interaction between
group and tone �F�6,63�=8.91, p�0.001�. We obtained CI
around the means for each tone and for each group. For
group 1 �box�, only tone 3 was significantly higher than
chance. For group 2 �normal�, tones 3 and 4 were signifi-
cantly higher than chance. For group 3 �strategy�, tones 1, 2,
and 3 were significantly higher than chance. Improvement on
these tones did not appear to come at the detriment of other
tones. Performance was the highest for group 3 on all of the
tones �with the biggest differences at tones 1 and 3� except
tone 4. There was no significant difference between the three
conditions �box, normal, strategy� in terms of tone-4 perfor-
mance.

Performance was again generally better when the
speaker in the video was a female than when the speaker was
a male, F�1,21�=23.97, p�0.001. The interaction between
v-gender and tone was again significant �F�3,63�=31.42, p
�0.001�, with the video-female advantage most pronounced
for tone 3. There was no significant main effect for sentential
context �F�1,21�=0.49, p=0.49�, and no significant interac-
tion between tone and context, �F�3,63�=1.06, p=0.38�. The
only other significant interaction was between v-gender and
context �F�1,21�=8.64, p�0.01�, with the female-speaker
advantage again being more pronounced under the no-
context condition.

In another analysis of variance on tone-identification
performance, group �three levels� and syllable �ten levels�
were included as independent variables. This analysis re-

vealed significant effects for group �F�2,21�=37.60, p
�0.001� and syllable �F�9,189�=2.56, p�0.01�. There was
only a marginally significant interaction between group and
syllable, F�18,189�=1.62, p=0.06. Figure 9 shows the tone-
identification accuracy for the syllables of the three groups.
As can be seen in Fig. 9, group 3 �strategy� had the highest
tone-identification accuracy for all of the syllables.

We computed the d� values for all participants, for each
tone and each group. An analysis of variance on the d� val-
ues with the independent variables tone �four levels� and
group �between-subjects, three levels� revealed significant
effects for group �F�2,21�=34.15, p�0.001�, tone
�F�3,63�=84.65, p�0.001�, and their interaction �F�6,63�
=24.73, p�0.001�. Pairwise comparisons showed that the d�
values for group 3 �strategy� were higher than those for
group 2 �F�1,14�=36.74, p�0.001� and group 1 �F�1,14�
=60.20, p�0.001�, while the difference between groups 2
and 1 was not significant �F�1,14�=3.77, p�0.07�.

Figure 10 plots the d� values for each of the four tones
of the three groups and also averaged across the four tones.
As can be seen from Fig. 10, the d� values from group 3
were the highest for all four tones, and the differences were
the most pronounced at tones 1 and 3. Specifically, as neck
movement for tone 1 was minimal or nonexistent compared
to the other three tones, it seemed to be the most visually
distinctive tone. Tones 2, 3, and 4 were more visually con-
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fusable because they all had some neck movements. Neck
movements for tone 3 tended to be more pronounced than
those for tones 2 and 4, and neck movements for tone 4
tended to be slightly shorter than �and differ in timing from�
tone 2. Some speakers �especially females in our video�
spoke tone-3 words with a dipping head/chin movement,
thus providing an extra source of visual information, which
presumably helped improve tone-3 performance. Tones 2 and
4 were relatively harder to visually distinguish from each
other, with the difference in onset and timing being the only
reliable information observed.

Although the current study found that training improves
visual tone identification, an argument might be that this
training was only effective for some of the current particular
speakers in our video. To explore this important question, we
examined whether performance improvement occurred for
each of the individual speakers. The tone-identification im-
provement was significant for all four speakers in both ex-
periments 1 and 2. For both experiments, we conducted sepa-
rate analyses of variance for each of the four speakers. In
experiment 1, comparing performance on day 2 and day 3,
identification accuracy significantly improved for each of the
four speakers: Mainland-China female �F�1,7�=16.78, p
�0.01�, Mainland-China male �F�1,7�=7.63, p�0.05�, Tai-
wan female �F�1,7�=50.40, p�0.001�, and Taiwan male
�F�1,7�=65.81, p�0.01�. For all four speakers, day 3 per-
formance was significantly greater than that of day 2 as well
as greater than the chance level. Moreover, in experiment 2,
comparing performance among groups 1 �box�, 2 �regular�,
and 3 �instruction�, identification accuracy also significantly
improved for each of the four speakers: Mainland-China fe-
male �F�2,21�=6.04, p�0.01�, Mainland-China male
�F�2,21�=9.45, p�0.01�, Taiwan female �F�2,21�=30.77,
p�0.001�, and Taiwan male �F�2,21�=37.99, p�0.001�.
For all four speakers, performance in group 3 was greater
than that of groups 1 and 2 as well as greater than the chance
level.

Another argument might be that the training may only
be effective for the particular stimuli used under the particu-
lar condition. This may be true, because the current speakers
were asked to speak “clearly and distinctively.” It is not clear
whether these potential sources of visual information can be
effective in the everyday real world outside of the laboratory.
Nevertheless, the current findings are unexpected and may
serve as a first step raising the possibility of ecological and
functional visual tonal information in the real world. Future
research can test more speakers under various conditions or
environments.

In both experiments 1 and 2, performance on the tone-
identification task was better when the participants followed
a specific strategy of using neck and head/chin movements.
In addition, performance was generally higher when the
speaker was female, especially for tone 3. However, perhaps
it is important to emphasize that the interactions between
tone and v-speaker likely arose from the specific behavioral
patterns of the individuals in our video, rather than from their
gender per se. For example, the two female speakers in our
video tended to dip their head/chin while pronouncing tone-3
words, whereas the males did not.

Mandarin tones also differ in duration, and it is possible
that duration differences might be visible. We measured the
duration �in seconds� of the spoken words in citation �using
both the spectrogram and the wave forms�, and indeed the
general pattern of duration differences between tones was
replicated. Overall, tone-3 words �mean=0.647 s� were
longer than tone-2 words �mean=0.623 s�, which were
longer than tone-1 �mean=0.593 s� and tone-4 �mean
=0.483 s� words. An analysis of variance was carried out on
stimulus duration, with the independent variables of syllable,
tone, and version. The only significant results were the main
effects for tone �F�3,9�=6.39, p�0.05� and syllable
�F�9,27�=9.59, p�0.01�. None of the interactions was sig-
nificant. Pairwise comparisons showed that tones 1, 2, and 3
were all significantly longer in duration than tone 4, but there
were no significant differences among tones 1, 2, and 3. Al-
though the tones did not differ much in duration, it is still
possible that duration information contributed to perfor-
mance.

IV. GENERAL DISCUSSION

We found that naïve participants only recognize Manda-
rin visual tones slightly above chance, and this finding is
consistent with previous research on Cantonese tones �e.g.,
Burnham et al., 2000�. In addition, the present study found
that there is more visual information for Mandarin tones than
anticipated. With instruction, participants appeared to be able
to use the speakers’ neck activities and head/chin movements
to identify tone. Previous research found that head move-
ments are related to the perception of intonation �e.g., Yehia
et al., 2002; Srinivasan and Massaro, 2003� and Cantonese
tones �Burnham et al., 2006�, and it is likely that this can
also be the case for other lexical tones �e.g., Mandarin tone
3�, at least when speaking clearly and distinctively.

It is possible that this finding represents only one case of
a general phenomenon. Singers’ neck and head movements
may also reflect musical changes in pitch, intensity, and/or
duration. Other examples may be observed from talking
�stress� and yelling. For the neck, it is possible that its visible
activity may be most pronounced with changes in frequency
�though different parts of the neck may be visible for high or
low frequencies�.

Initially, the neck seemed to be an unexpected source of
visual information. Although the speech production of pitch
changes is typically described in terms the vocal fold’s vi-
bration caused by subglottal pressure and laryngeal
musculature/tension �Ladefoged, 2001; Lass, 1976; Lehiste,
1970; Lieberman, 1967; Mullin et al., 2003�, whether there is
any activity visible on the neck surface is virtually never
discussed or even mentioned. However, the current study’s
finding is not that surprising in hindsight. At high frequency,
the glottis tends to rise �this can be felt by putting fingers on
the glottis�; at low frequency, the muscles at the lower part of
the neck tend to bulge outward �this can be felt by putting
fingers on the lower neck�. Our tentative speculation is that
some muscles around the neck move �or move along with�
the glottis, and the movement is visible, but which specific
muscles are involved in lexical-tone production remain to be
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identified. The current study at least revealed that some of
their activities could be seen on the neck surface.

We believe that the improvement in visual tone-
identification performance in the current study was mainly
due to training the participants to use movements of the head
and neck. Although extensive training with prolonged feed-
back usually improved performance �e.g., Gesi et al., 1992;
Massaro et al., 1993; Massaro and Light, 2004; Wang et al.,
1999�, these long-term training sessions spanned across days
to weeks. In our current study, the one-time training was
mostly verbal instruction and show-and-tell, and there were
only a few practice trials in which feedback was given. The
instruction, show-and-tell, plus practice trials lasted no
longer than about 45 min. In experiment 1, there was a sud-
den change in the patterns of responses after training relative
to before training. While we do not deny that feedback helps,
it is likely that telling participants where to look and what to
look for was sufficient to enable the participants to identify
the tones.

In our study, we showed that performance significantly
improved when participants were taught a specific visual-
information strategy. This one-time training was mostly in-
struction and show-and-tell with feedback; participants were
only given about 10–20 practice trials before the test session
but no feedback during the test session. Teaching this strat-
egy improved performance both within subjects �experiment
1� and between subjects �experiment 2�. It is true that we
only compared training versus no training, and we did not
carry out an “incorrect training” group. However, Burnham
et al. �2000� found that feedback �feedback versus no feed-
back as a between-subjects factor, total N=48� did not im-
prove native-Cantonese visual-tone identification perfor-
mance. Their interpretation was that, “the hypothesis that
feedback would enhance performance was not upheld”
�Burnham et al., 2000, p. 90�. Similarly, our subjects did not
improve across blocks of testing �see Fig. 5�. The failure to
find that feedback improves visible tone identification con-
trasts sharply with the learning that occurs when speechread-
ing segmental differences such as place and manner of ar-
ticulation �Gesi et al., 1992; Massaro et al., 1993�. These
studies together show that, without the appropriate strategy
of where to look and what information to use, subjects do not
learn tone identification with feedback, although they can
learn to speechread visible properties of speech articulation
such as manner and place of articulation.

To provide an idea about the effectiveness of the visual
information, consider a study that provided auditory training
to American listeners in the identification of Mandarin tones
�Wang et al., 1999�. The training was eight sessions over
2 weeks, and there was an overall improvement around 21%
�there was probably no significant ceiling effect, as only one
out of the eight participants scored 100% on the posttest�.
Our visual training was one session of no more than 45 min,
and there was an overall improvement in the following iden-
tification task of around 13%. The relative improvements for
the most visually distinctive tones �tone 1 increased about

40% and tone 3 about 13%� in native visual identification
were actually comparable to improvements in trained non-
native auditory identification �tone 1 increased about 15%
and tone 3 about 18%�.

Future research can evaluate the extent to which visual
training generalizes to new speakers and words, as Wang et
al. �1999� had done for auditory training. Other future re-
search can examine the possible presence, nature, and use-
fulness of neck and/or head movements for other languages.
These patterns can be compared to the Mandarin visual tonal
information to determine if there is any consistent pattern
across languages among high/mid/low level tones, tones with
a rising/falling/changing contour, tone at specific pitch
ranges, etc.

Potential applications/implications. Learning a tonal
language like Mandarin by hard-of-hearing individuals may
be facilitated by having the speaker pronouncing distinc-
tively as well as teaching the visual information. Massaro
and Light �2004� trained seven students with hearing loss to
discriminate minimal pairs of words bimodally �auditorily
and visually�. The students were also trained to produce vari-
ous speech segments by using visual information about how
the inside oral articulators work during speech production.
The articulators were displayed from different vantage points
so that the subtleties of articulation could be optimally visu-
alized. The speech was also slowed down to emphasize and
elongate the target phonemes, allowing for clearer under-
standing of how the target segment is produced in isolation
or with other segments. Intelligibility ratings of the posttest
productions were significantly higher than pretest produc-
tions, indicating significant learning. An analogous training
regimen could be instantiated for the perception and produc-
tion of lexical tone.

Visual tonal information may also help individuals learn
tones in a new language. Massaro and Light �2003� investi-
gated the effectiveness of Baldi �a synthetic talking head� for
teaching non-native phonetic contrasts, by comparing in-
struction illustrating the internal articulatory processes of the
oral cavity versus instruction providing just the normal view
of the tutor’s face. Eleven Japanese speakers of English as a
second language were bimodally trained under both instruc-
tion methods to identify and produce the American English
/r/ and /l/ in a within-subject design. Both the perception and
production of words by the Japanese trainees generally im-
proved from one day of training to the next. The first lan-
guage speakers of a non-tonal language like English have
difficulty perceiving lexical tones at the initial stages of
learning, and extra visual information may improve not just
tonal perception but also tonal production, as relevant head
and neck movements may help the learner more easily in-
crease awareness and monitor their own speech production
processes.

Visual information adds to the richness of our multisen-
sory experience, and we envision this line of inquiry to have
the potential of training tone perception and production, pro-
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moting prosodic/pitch awareness in speech/music, and add-
ing realism and usefulness to synthetic talking heads.

V. CONCLUSION

When unexpected findings occur in science, they may
help refine theories or even create paradigms. For example,
the discovery of the existence and influence of visible seg-
mental speech helped to inspire a field of research in audio-
visual speech and related technology. In an analogous way, it
is possible that the realization in the existence and nature of
visible tonal information may eventually help further refine
theories of speech perception and production. Starting with
the original studies by researchers such as Burnham �Burn-
ham et al., 2000; 2001� and Mixdorff �Mixdorff et al.,
2005a; b, 2006�, there is gradually accumulating evidence
suggesting that visual information can be useful in the iden-
tification �and discrimination� of lexical tones. We encourage
further research on the relationship between changes in
acoustic-physical dimensions �frequency, amplitude, and du-
ration� and visible movements of the neck, head, and mouth
�for audiovisual integration of prosody, see Srinivasan and
Massaro, 2003�. It would be interesting to determine if ex-
tended training can improve the performance even more.
Other possible future research may examine tone production
and visual perception of other tonal languages, and how vi-
sual and auditory information for tones are integrated.

Tone languages are estimated to be spoken by over half
of the world’s population �Connell, 2000; Ladefoged, 2001�,
and more than 60 million Chinese are deaf �Jiang et al.,
1999�. Mandarin �and comparative� psycholinguistics can be
a useful tool to study perception, cognition, and memory.
Psycholinguistic theories and findings based on just one lan-
guage may be limited in the same manner as anthropological
theories and findings based on just one culture. We hope this
direction of inquiry will contribute to speech science and
technology, while simultaneously expanding our understand-
ing of the mind, as well as increasing our appreciation of a
language rooted in a culture still thriving after more than
5000 years.
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APPENDIX A: THE 40 MANDARIN WORDS
„SELECTED FROM LIU AND SAMUEL, 2004… USED
AS STIMULI.

APPENDIX B: AN EXAMPLE OF A RESPONSE SHEET
„TRADITIONAL CHARACTERS…. PARTICIPANTS
FROM MAINLAND CHINA SAW SIMPLIFIED WORDS,
AND PARTICIPANTS FROM TAIWAN SAW
TRADITIONAL WORDS.
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Spectral weighting strategies using a correlational method �R. A. Lutfi, J. Acoust. Soc. Am. 97,
1333–1334 �1995�; V. M. Richards and S. Zhu, J. Acoust. Soc. Am. 95, 423–424 �1994�� were
measured in ten listeners with sensorineural-hearing loss on a sentence recognition task. Sentences
and a spectrally matched noise were filtered into five separate adjacent spectral bands and presented
to listeners at various signal-to-noise ratios �SNRs�. Five point-biserial correlations were computed
between the listeners’ response �correct or incorrect� on the task and the SNR in each band. The
stronger the correlation between performance and SNR, the greater that given band was weighted by
the listener. Listeners were tested with and without hearing aids on. All listeners were experienced
hearing aid users. Results indicated that the highest spectral band ��2800–11 000 Hz� received the
greatest weight in both listening conditions. However, the weight on the highest spectral band was
less when listeners performed the task with their hearing aids on in comparison to when listening
without hearing aids. No direct relationship was observed between the listeners’ weights and the
sensation level within a given band. © 2008 Acoustical Society of America.
�DOI: 10.1121/1.2887857�
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I. INTRODUCTION

The relationship between audibility and speech recogni-
tion has been studied for more than half a century �French
and Steinberg, 1947; ANSI, 1997�. The most frequently used
method to predict speech intelligibility based on audibility is
the articulation index �Fletcher and Galt, 1950; ANSI, 1969�,
which was revised in the late 1990s and renamed the Speech
Intelligibility Index ��SII�; ANSI, 1997��. The SII includes
correction factors that account for the upward spread of
masking and high presentation levels of speech. In addition
to frequency-importance functions �FIF� for nonsense syl-
lables, the SII also includes FIF data for words and sen-
tences, which are more representative of every day speech.
Data reported in the SII indicate that normal-hearing listen-
ers weight spectral information differently depending on the
type of speech stimuli they are attending to. Specifically,
normal-hearing listeners tend to weight higher frequency in-
formation in sentences �Bell et al., 1992� less than higher
frequency information in nonsense syllables. However, it is
not clear how listeners with hearing loss weight spectral in-
formation compared to normal-hearing listeners. This study
examines how hearing-impaired listeners weight spectral in-
formation in sentences.

Recently, Calandruccio and Doherty �2007� reported
how listeners with normal hearing weight spectral informa-
tion in sentences using a correlational method �Richards and
Zhu, 1994; Lutfi, 1995�. They found that normal-hearing lis-
teners weight lower frequency information greater than

higher-frequency information in sentences when compared to
nonsense syllables �see Fig. 9, Calandruccio and Doherty,
2007�. However, spectral weights have been shown to de-
pend on hearing status �e.g., Doherty and Lutfi, 1996, 1999;
Mehr et al., 2001; Pittman and Stelmachowicz, 2000�. For
example, in 2001, Mehr et al. compared the weighting strat-
egies for normal-hearing listeners to those of cochlear im-
plant users. A subset of the Nonsense Syllable Test �Resnick
et al., 1975� was used to determine how both groups of lis-
teners weighted the spectral information in the speech
stimuli across six spectral bands. Results indicated that
normal-hearing listeners weighted the six spectral bands ap-
proximately equally, however the cochlear implant users
weighted the six bands unequally. Pittman and Stelmachow-
icz �2000� also provided evidence that normal-hearing listen-
ers weight spectral information differently than hearing-
impaired listeners. They examined how these two groups of
listeners weighted three segmental features �i.e., vowel, tran-
sition, and fricative� of voiceless fricative vowel–consonant
pairs. Results indicated that for the vowel–consonant pair
/u�/ normal-hearing children and adults weighted the seg-
mental features unequally. In contrast, the hearing-impaired
children and adults weighted the information equally across
the three segments.

Doherty and Lutfi �1996, 1999� also measured weighting
strategies for both normal-hearing and hearing-impaired lis-
teners on a synthetic and an analytic level-discrimination
nonspeech task. Their results indicated that listeners with
hearing loss used different weighting strategies than listeners
with hearing loss to perform the discrimination tasks. Lei-
bold et al., �2006� replicated the Doherty and Lutfi �1996�
study to determine if presentation level and/or sensation
level, instead of hearing loss, could account for the differ-
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ences in weighting strategies between the two groups of lis-
teners. After equating both presentation level and sensation
level, Leibold et al. suggested that the difference in weights
observed between normal-hearing and hearing-impaired lis-
teners was due to overall presentation level and not sensation
level.

It remains unclear how hearing-impaired listeners
weight spectral information in sentences and how sensation
level could affect listeners’ weights. Although the correla-
tional method has been well established in measuring reli-
able weighting strategies for different types of speech stimuli
and psychophysical tasks for listeners with normal hearing
�Doherty and Turner, 1996; Stellmack et al., 1997; Willih-
nganz et al., 1997; Turner et al., 1998; Lentz and Leek,
2002; Apoux and Bacon, 2004; Calandruccio and Doherty,
2007�, there are limited data on spectral weights for listeners
with hearing loss. Those data that are reported for listeners
with hearing loss all have used a limited set of nonsense
syllable stimuli �Kordas, 1999; Mehr et al., 2001; Pittman
and Stelmachowicz, 2000�. The purpose of the present study
was twofold: �1� to determine spectral-weighting strategies
for sentences for listeners with hearing loss, and �2� to assess
the effect of hearing aids on hearing-impaired listeners’ spec-
tral weighting strategies for sentences. These data will pro-
vide a greater understanding of how hearing-impaired listen-
ers use spectral information to perceive sentences.

II. METHODS: EXPERIMENT I, WITHOUT HEARING
AIDS

A. Subjects

Spectral-weighting strategies for sentences using the
correlational method were obtained for ten native American-
English speaking listeners �five female, five male; age
56–77 years, mean age 69.5 years� with symmetrical �within
10 dB� sensorineural-hearing loss �air conduction and bone

conduction thresholds within 10 dB at 500, 1000, 2000, and
4000 Hz�. Audiometric thresholds were recorded using a
GSI-16 �Grason-Stadler; Madison, WI� audiometer using
standard audiometric procedures �ANSI, 2004� at octave and
interoctave frequencies between 250–8000 and
500–8000 Hz, respectively, and are shown in Table I. Loud-
ness discomfort levels �LDL� were measured binaurally at
750, 1500, and 3000 Hz �Bentler and Nelson, 2001� and for
conversational speech using monitored-live voice. Overall
presentation levels of the sentence stimuli used throughout
testing were selected based on each listener’s dynamic range
of hearing and were presented approximately in the center of
their dynamic range. The presentation levels of the sentences
were fixed, and the noise varied around the level of the
speech. Stimuli were never presented above a listener’s LDL.

B. Stimuli

The speech stimuli used for all intelligibility testing
were the Harvard/IEEE sentence lists �IEEE, 1969; recorded
by Galvin and Fu, 2003 �16 bit, 22 kHz sampling rate�� spo-
ken by a female speaker. The Harvard/IEEE sentence lists
contain 72 lists of 10 sentences �720 sentences in total� with
five key words in each sentence. The noise stimuli were gen-
erated in MATLAB �MathWorks, Natick, MA� and consisted
of a noise �16 bit, 22 kHz sampling rate� spectrally matched
to the long-term average speech spectrum �LTASS� of the
Harvard/IEEE sentences. Specifically, this was created by
applying white noise to a FIR filter with a magnitude re-
sponse equal to the LTASS of the 720 sentences. Therefore,
the average spectrum of the speech and the noise were al-
most identical.

Stimulus generation. The stimulus generation is identical
to that described in detail in Calandruccio and Doherty
�2007�. Briefly, the sentences and noise were filtered into five
approximately equal intelligible frequency bands generated

TABLE I. Hearing thresholds in dB HL for ten listeners.

Listener Ear 0.25 0.50 0.75 1.0 1.5 2.0 3.0 4.0 6.0 8.0 �kHz�

HI1 R 25 30 35 45 50 45 45 60 85 85 �dB HL�
L 30 30 30 50 40 50 55 65 80 75

HI2 R 35 35 40 45 50 55 55 55 65 65
L 45 45 45 50 50 50 55 65 65 65

HI3 R 40 40 45 45 55 45 55 60 65 65
L 50 45 45 45 60 50 65 65 70 70

HI4 R 60 45 45 50 60 65 60 70 70 75
L 50 45 45 50 60 65 65 70 80 85

HI5 R 15 40 55 60 60 60 65 60 70 75
L 25 40 55 65 75 70 70 70 75 75

HI6 R 35 30 35 40 50 60 70 70 65 70
L 35 25 30 35 60 60 60 70 75 75

HI7 R 10 15 25 30 35 45 50 55 70 65
L 10 15 30 35 45 45 60 55 70 60

HI8 R 40 50 40 50 50 50 50 55 80 80
L 35 60 50 60 55 55 55 60 70 75

HI9 R 40 40 45 45 40 45 45 50 55 55
L 45 35 35 35 40 40 50 45 55 65

HI10 R 45 45 45 50 50 50 45 50 50 60
L 55 50 55 50 55 55 50 45 60 55
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in MATLAB using rectangular FIR filters of length 4096 �see
Table II for cutoff frequencies�. The passband gain was 0 dB,
and the stop-band gain was −120 dB for all five filters. The
rolloff of the filter skirts ranged between 180 and
18 000 dB/octave. To the best of our knowledge there are no
FIF data reported for the Harvard/IEEE sentences and the
only FIFs reported for sentence stimuli are for the Connected
Speech test �Cox et al., 1987; Sherbecoe and Studebaker,
2002� and the Speech Perception in Noise �SPIN� �Kalikow
et al., 1977; Bell et al., 1992� test. Previous experiments in

our laboratory indicated that basing the cut-off frequencies
on either of these FIFs did not change the relative shape of a
listeners’ weighting strategy. FIF data reported for the SPIN
test sentences were most easily divided into five equal bands
with the least amount of variability. Therefore, the band-
widths for these experiments were based on previously re-
ported 1 /3 octave band frequency-importance functions for
sentences from the SPIN test �Bell et al., 1992; ANSI, 1997�
and were divided so that each band contained approximately
equal intelligibility. In other words, if presented in isolation
all five bands should theoretically contribute equal informa-
tion to the sentence recognition task. A PC and Tucker-Davis
Technologies �Alachua, FL� DSP board were used to com-
bine the respective filtered sentences and noises on each trial
at various signal-to-noise ratios �SNRs� randomly chosen
from a specified 13 dB SNR range. The same 13 dB SNR
range was used for all five bands. The five noisy speech
bands were then recombined to create a noisy sentence �see
Fig. 1�.

TABLE II. Cutoff frequencies for five spectral bands.

Band No. Low hertz Cut-off High hertz Cut-off

1 111 561
2 562 1 113
3 1114 1 788
4 1789 2 806
5 2807 11 000

FIG. 1. Schematic illustration of stimulus generation. On each trial the sentence and the spectrally matched noise are filtered into five bandpass filters. The
filtered speech and noise are combined at various SNRs chosen from a specified range of SNRs dependent upon the listeners’ overall performance score
completed during pilot testing �e.g., gain �i� ��−15,−12,−4,−6,−3��. The same SNR range is used for all five bands. Once all five bands of the speech and
noise have been combined, the five passbands are recombined to result in one noisy sentence.
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C. Procedure

Prior to any experimental testing listeners completed the
Short Portable Mental Status Questionnaire �Pfeiffer, 1975�.
Each listener was required to score 100% on the question-
naire to continue participation in the experiments.

Listeners were then seated in a sound-treated double-
walled sound booth 1 m in front of a custom-made speaker
with a flat-frequency response through 10 000 Hz and were
asked to repeat back the sentence they heard. The signal
level was controlled by a Crown D-75 amplifier and was
adjusted so that the long-term average rms of the stimulus
was kept above listeners’ audiometric thresholds through
4000 Hz, but did not exceed their LDLs. This was not pos-
sible for one listener, and those data are not included. Speech
stimuli were presented approximately in the center of each
listener’s dynamic range �within �10 dB of center�. This
was true for all listeners except HI7. The presentation level
for HI7 was 15 dB below center and still audible through
6000 Hz. As a result, the range in signal-presentation levels
was between 92.0 and 99.8 dB SPL �mean-presentation
level=95.9 dB SPL� across listeners.

An examiner outside of the booth scored each listener’s
verbal responses online. Listeners’ responses were also digi-
tally recorded using an Olympus© WS-100 Digital Voice
Recorder and were later scored offline to minimize scoring
error. Responses that were difficult to hear for the first ex-
aminer were noted and reevaluated posttesting by a second
examiner using the listeners’ digitally recorded responses.
On average, 3% of each listener’s responses were rescored.
To ensure tester reliability, the entire data set for three listen-
ers also was rescored using the digital voice recordings.
When a difference in scoring was found, both examiners
listened to the recording and a score was agreed upon. This
happened in less than 1% of the total trials scored.

Pilot testing was conducted on each listener to determine
the specific SNR values needed for a listener’s overall intel-
ligibility score to be between 60% and 80% correct on the
sentence recognition task. Specifically, 30 sentences were
presented to the listener. The initial SNR range was deter-
mined based on listeners’ audiometric thresholds. The listen-
ers’ responses to these sentences were scored. If the listeners’
performance was too high, the SNR range was made more
difficult; if performance was too poor, the SNR range was

made easier. The SNR range was always 13 dB, which in-
cluded 5 SNR values with a 3 dB resolution. The midpoint
of the SNR range was adjusted for each listener based on
each listener’s overall recognition score during pilot testing
and was the same for all five bands. For example, for one
listener the SNRs for all five bands included �−4,
−1,2 ,5 ,8�, with a midpoint of 2 dB, which resulted in a
77.1% score; whereas for another listener the SNRs for all
five bands included �−2,1 ,4 ,7 ,10�, with a midpoint of
4 dB, which resulted in a 74.4% score. Once the SNR mid-
point was determined, spectral-weighting strategies were
computed based on a total of 600 sentences �600 sentences
�5 key words=3000 key words� randomly presented to
each listener. Testing was completed in two 2 h listening
sessions.

D. Analysis

A data file for each subject was updated on each trial
with the sentence played, the SNR for each of the five bands
and the listener’s scores for the five key words in each sen-
tence �correct=1, incorrect=0�. Weighting strategies were
calculated using a point-biserial correlation between a listen-
er’s responses �1=correct, 0=correct� and the SNR within a
given spectral band in each trial. That is, if a listener �con-
sistently� performed well when the SNR was favorable in
band 2 and poorly when the SNR was poor, then the corre-
lation, or the weight of band 2 would be high. For each
listener, point-biserial correlations were computed for each
of the five spectral bands. The five correlations were normal-
ized to sum to one for ease of comparing weighting strate-
gies across listeners. Normalization was conducted by sum-
ming the absolute value of all five spectral bands’
correlations and dividing the correlation for each band into
the total sum of the five bands’ correlations. A plot of the
normalized correlations is referred to as a “relative” weight-
ing strategy.

III. RESULTS: EXPERIMENT I, WITHOUT HEARING
AIDS

Normalized point-biserial correlation coefficients for the
five spectral bands are shown in Table III along with the
SNR midpoints that were used for testing. SNR midpoints

TABLE III. Normalized point-biserial correlations for ten listeners with hearing loss �Experiment I�. Boldfaced
numbers indicate point-biserial correlations that are significantly different from zero ��=0.05� in a one tailed
test. SNR midpoints and overall-percent correct scores are also shown.

Subject Midpoint Overall PC Band 1 Band 2 Band 3 Band 4 Band 5

HI1 2 83.9 0.019 0.316 0.160 −0.027 0.478
HI2 4 80.2 0.203 0.094 0.072 −0.075 0.557
HI3 4 74.7 0.126 0.203 0.178 0.033 0.460
HI4 4 81.0 0.053 0.258 0.105 0.117 0.467
HI5 4 84.1 0.091 0.127 0.208 0.066 0.507
HI6 3 82.2 0.215 0.197 0.093 0.009 0.485
HI7 −2 77.3 0.197 0.282 0.033 0.148 0.340
HI8 3 69.8 0.212 0.226 −0.010 0.045 0.507
HI9 2 77.1 0.063 0.254 0.127 0.137 0.419
HI10 2 66.7 0.085 0.147 0.173 0.063 0.533
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varied from −2 to 4 dB, generating performance scores be-
tween 66.7% and 84.1% correct. Seventy-two percent of the
raw correlations were significantly different from zero ��
=0.05� in a one tailed test. Averaged normalized weighting
strategies for sentence stimuli are shown in Fig. 2. Regres-
sion analyses, testing the equality of the regression coeffi-
cients with a dichotomous variable �Chiswick and Chiswick,
1975�, indicated that the weight on band 5 was significantly
greater than the weight on all other bands �p values
�0.0001�. The weight on band 2 was significantly greater
than the weight on bands 3 and 4 �p values, 0.0033 and
�0.0001, respectively�, but not significantly different from
band 1 �p value=0.258�. A statistical comparison of the
weights obtained between pairs of spectral bands is reported
in the table to the right of Fig. 2.

Two listeners were tested twice several months apart to
determine if their weighting strategies were consistent across
time. One listener �HI3� was tested with 3 months between
test sessions, while the other listener �HI11� was tested with
6 months between test sessions. The weighting strategies and
overall percent correct scores were similar across test ses-
sions for both listeners. Also, to determine the stability of
weighting strategies across test days, weighting strategies
were computed for all listeners based only on the sentences
presented on one specific day. On average, listeners com-
pleted 325 of the 600 sentences in the first session and com-
pleted the remaining sentences in the second test session.
The two test sessions were never more than 1 week apart.
Regression analyses indicated no significant differences be-
tween the listeners’ weights on any of the five spectral bands
across the two test days �p values ranging from 0.2832 to
0.9102�.

The spectral weighting strategies for listeners with hear-
ing loss presented in the current study were compared to
those reported for normal-hearing listeners reported in an
earlier study �Calandruccio and Doherty, 2007�. Regression

analyses indicated that normal-hearing listeners weighted the
spectral information within bands 2 and 4 �562–1113 and
1789–2806 Hz, respectively� greater �p values=0.0005,
�0.0001� than listeners with hearing loss, but weighted band
5 �2807–11 000 Hz� less �p value �0.0001�. No significant
differences in weights were observed for bands 1 and 3
across the two groups of listeners �p values=0.1671,0.8319�.

IV. METHODS: EXPERIMENT II, WITH HEARING
AIDS

A. Subjects

The same ten listeners who participated in Experiment I
also participated in Experiment II. These listeners were all
experienced �at least 6 months� bilateral hearing aid users.
Eight of the ten listeners wore digital WDRC hearing aids,
and the remaining two listeners wore programmable analog
WDRC hearing aids.

B. Stimuli

The stimuli were the same Harvard/IEEE sentences as
those used in Experiment I. Also, the generation of the
stimuli was identical to that of Experiment I. Sentences were
presented to the listeners while wearing hearing aids at a
fixed level of 75 dB SPL. An illustration of the average pre-
sentation level of the speech for both experimental condi-
tions with respect to the average audiometric thresholds of
the ten listeners is shown in Fig. 3.

C. Procedure

A period of 6 months passed between experimental test
sessions �with and without hearing aids�. Listeners were fit
binaurally with digital behind-the-ear Starkey Destiny
1200© hearing aids. The hearing aids were programmed for
each listener using NOAH™, a commonly used hearing aid

FIG. 2. Average normalized-weighting strategies for sentences for ten listeners with hearing loss. Data points represent average normalized correlation
coefficients for each of the five spectral bands for Experiment I. Error bars represent one standard deviation from the mean. The cutoff frequencies used for
each of the spectral bands are designated by the dashed-vertical lines. Statistical comparisons between the weights on each band are depicted in the table
shown to the right.
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fitting software system. Gain was prescribed using the
NAL-R �National Acoustics Laboratories, Australia �Byrne
and Dillon, 1986�� fitting algorithm. To eliminate confound-
ing effects of compression across trials, hearing aids were set
in a linear mode �compression ratio=1.0�. All circuit features
and directional characteristics were either turned off or dis-
abled. Hearing aids were coupled to the listeners’ ears via
custom made Lucite™, full-shell earmolds with a select-a-
vent pinhole vent. An electroacoustic evaluation of the hear-
ing aids was performed before each test session for every
listener using an AudioScan Verifit �VF-1� system. All hear-
ing aids met the ANSI �1996� standards. Real-ear insertion
gain targets for each subject were within �10 dB from the
prescribed NAL-R targets at 250–6000 Hz �Humes et al.,
2004�. Prescriptive NAL-R targets, insertion gains, and de-
viations from the targets for each listener are shown in Table
IV.

Pilot testing was performed to determine the appropriate
SNR needed to obtain overall-percent correct score between
60% and 80% correct while wearing hearing aids. After the
appropriate SNR range was determined the same experimen-
tal procedure and analyses that were used in Experiment I
were employed in Experiment II. That is, weighting strate-

FIG. 3. Average presentation levels for the speech stimuli for Experiment I
and Experiment II. Average audiometric thresholds for ten listeners with
hearing loss. Error bars represent one standard error from the mean. �The
noise used is not illustrated here. All listeners had the same 13 dB wide
range of SNRs; the midpoint of those SNRs changed however, based on
listeners performance.�

TABLE IV. NAL-R prescriptive targets and insertion gain values for ten listeners. Target gains are represented by �T�. Insertion gain values are represented
by �IG�. Deviations from the target gains �IG-T� are represented by �D�.

Listener 0.25 0.50 0.75 1.0 1.5 2.0 3.0 4.0 6.0 �kHz�

HI1 �T� 0 7 15 21 21 19 18 23 30
�IG� 5 4 15 23 24 28 18 17 25
�D� 5 −3 0 2 3 9 0 −6 −5

HI2 �T� 1 10 16 22 23 23 22 22 25
�IG� 1 3 19 26 24 27 14 15 18
�D� 0 −7 3 4 1 4 −8 −7 −7

HI3 �T� 2 11 17 21 21 18 22 23 25
�IG� 2 10 20 18 30 22 18 23 19
�D� 0 −1 3 −3 9 4 −4 0 −6

HI4 �T� 10 14 20 25 28 27 27 28 28
�IG� 4 6 14 22 22 27 18 19 19
�D� −6 −8 −6 −3 −6 0 −9 −9 −9

HI5 �T� 0 12 22 28 28 26 26 26 29
�IG� 6 19 24 22 29 27 16 19 25
�D� 6 7 2 −6 1 1 −10 −7 −4

HI6 �T� 0 8 14 20 23 24 25 26 25
�IG� 4 5 12 12 22 21 15 17 27
�D� 4 −3 −2 −8 −1 −3 −10 −9 2

HI7 �T� 0 1 8 15 18 17 18 20 24
�IG� 1 3 7 13 28 26 14 15 19
�D� 1 2 −1 −2 10 9 −4 −5 −5

HI8 �T� 3 15 20 24 24 22 22 23 30
�IG� 5 18 23 25 31 32 14 15 29
�D� 2 3 3 1 7 10 −8 −8 −1

HI9 �T� 2 11 17 21 21 19 19 20 22
�IG� 8 18 18 23 28 19 17 29 29
�D� 6 7 1 2 7 0 −2 9 7

HI10 �T� 4 13 19 24 24 22 21 21 21
�IG� 5 15 19 18 25 20 14 15 21
�D� 1 2 0 −6 1 −2 −7 −6 0

Average �T� 2.2 10.2 16.8 22.1 123.1 21.7 22 23.2 25.9
�IG� 4.1 10.1 17.1 20.2 26.3 24.9 15.8 18.4 23.1
�D� 1.9 −0.1 0.3 −1.9 3.2 3.2 −6.2 −4.8 −2.8

2372 J. Acoust. Soc. Am., Vol. 123, No. 4, April 2008 L. Calandruccio and K. A. Doherty: Spectral weights for hearing-impaired listeners



gies were based on a total of 600 sentences �3000 total key
words�. Overall-presentation levels were recorded with each
listener’s right hearing aid connected to a digital Bruel and
Kjaer sound level meter with a 1 /3 octave filter via a 2 cc
coupler. Levels were measured using a speech-shaped noise
generated in MATLAB that had an average magnitude equal to
the speech signals used in these experiments. The right hear-
ing aid alone was used to simplify the calculations; however,
since listeners had symmetrical hearing losses either hearing
aid could have been used. A 2 cc coupler to free-field con-
version was used to account for coupler differences �Bentler
and Pavlovic, 1989�. Overall-presentation levels ranged be-
tween 87.2 and 97.0 dB SPL �average presentation level
=93.9 dB SPL� for the ten listeners.

D. Comparison of sensation levels

One goal of this paper was to assess the effect of hearing
aids on a listener’s spectral-weighting strategies. To do so, it
was necessary to determine differences in sensation levels
�SLs� between the listening conditions in Experiment I and
Experiment II. SLs were estimated for each listener for the
five spectral bands. These estimated SLs were never used to
compare the SL across bands, rather they were simply used
to compare SLs within each spectral band across experimen-
tal conditions.

A Bruel and Kjaer sound-level meter with 20 1 /3 octave
bands between 125 and 10 000 Hz was used to measure the
level of the speech. The 1 /3 octave band measurements that
fell within the bandwidth of one of the five spectral bands
and approximately corresponded to one of the audiometric
test frequencies were selected to estimate the SL within a
given band. These 1 /3 octave bands were centered at 250
and 500 Hz for band 1, 750 and 1000 Hz for band 2,
1500 Hz for band 3, 2000 Hz for band 4, and 3000 and
4000 Hz for band 5. Bands 1, 2, and 5 have two correspond-
ing 1 /3 octave bands and bands 3 and 4 only have one be-
cause the bandwidths of the five spectral bands were differ-
ent. It was assumed that the reference equivalent threshold
SPL for 1 /3 octave band noise was equal to audiometric
pure-tone thresholds in listeners with hearing loss �Cox and
McDaniel, 1986�. Since this method was not able to provide

exact measurements of the total sensation level within each
band, these estimates were only used to compare across ex-
perimental conditions and not across bands. Speech presen-
tation levels were compared to listeners’ audiometric thresh-
olds at approximately the same frequencies. To account
for natural resonances of the ear, average adult real-ear
unaided gain �REUG� values were incorporated into all
SL calculations �Dillon, 2001�. Specifically, dB SL was
determined using the following equation: dB SL�−HA�
= �Speech presentation levelfreq�x� + REUGfreq�x�� − HTLSPL,
where REUG is the real ear unaided gain, and HTL is the
hearing threshold in dB SPL, see Table V.

SLs were estimated for the listening condition in Experi-
ment II using the same technique as the one described for
computing SLs for the listening condition in Experiment I,
except the real-ear aided-gain �REAG� values recorded
using the AudioScan Verifit at the same test frequencies
�i.e., 250, 500, 750, 1000, 1500, 2000, 3000, and
4000 Hz� were added to the SL values. Thus, dB SL�+HA�
= �Speech presentation levelfreq�x� + REAGfreq�x�� − HTLSPL;
see �Table V�.

V. RESULTS: EXPERIMENT II, WITH HEARING AIDS

Normalized point-biserial correlation coefficients for
five spectral bands are shown in Table VI along with the
SNR midpoints used for testing and the overall percent cor-
rect scores. Overall percent correct scores ranged between
61.5% and 80.5%. Average normalized weights are shown in
Fig. 4. Eighty percent of the weights were significantly dif-
ferent from zero ��=0.05�. Regression analyses, testing the
equality of the regression coefficients with a dichotomous
variable, indicated that while wearing hearing aids, listeners
placed the greatest weight �p values ranging from 0.0008−
�0.0001� on the spectral information within band 5
�2807–11 000 Hz�. Also, the weight placed on band 2
�562–1113 Hz� was significantly greater than the weight
placed on bands 1, 3, and 4 �p values ranging from 0.0409
− �0.0001�. Bands 1, 3, and 4 were not weighted signifi-
cantly different from each other �p values ranging from
0.1569 to 0.8329�.

TABLE V. Estimated sensation levels �dB SL� for bands 1–5 for ten listeners with hearing loss for both experimental conditions.

Listener

Exp I
band 1

Exp II
band 1

Exp I
band 2

Exp II
band 2

Exp I
band 3

Exp II
band 3

Exp I
band 4

Exp II
band 4

Exp I
band 5

Exp II
band 5

0.25 0.50 0.25 0.50 0.75 1.0 0.75 1.0 1.5 1.5 2.0 2.0 3.0 4.0 3.0 4.0 �kHz�

HI1 37.4 47.7 23.1 31.7 44.4 30.7 39.4 34.0 27.7 31.7 31.4 39.4 28.8 9.8 27.1 7.1
HI2 26.9 42.2 8.4 26.0 38.9 30.2 38.4 36.4 27.2 31.4 20.9 28.7 18.3 14.3 12.5 9.5
HI3 21.4 36.7 4.7 27.4 33.4 29.7 34.1 29.0 21.7 33.0 30.4 33.4 17.8 8.8 17.3 13.1
HI4 5.4 35.7 −4.3 18.7 37.4 28.7 28.1 28.0 20.7 20.0 14.4 18.4 16.8 2.8 12.1 0.5
HI5 47.4 37.7 33.7 36.7 24.4 15.7 28.7 18.4 17.7 27.4 16.4 24.1 8.8 9.8 4.8 9.1
HI6 26.9 47.2 11.1 32.7 43.9 35.2 36.4 27.4 27.2 29.7 15.9 17.7 3.3 0.7 2.9 1.5
HI7 47.4 57.7 33.4 45.7 49.4 40.7 41.1 38.4 37.7 50.7 26.4 37.7 18.8 9.8 17.7 8.5
HI8 19.4 24.7 7.1 25.4 36.4 22.7 42.7 30.7 24.7 39.0 23.4 38.4 20.8 11.8 17.5 9.5
HI9 18.4 33.7 12.4 35.7 30.4 26.7 32.4 33.7 33.7 45.7 27.4 30.1 24.8 15.8 26.1 28.8
HI10 17.4 32.7 2.4 27.7 34.4 25.7 33.1 24.0 27.7 32.4 26.4 26.1 28.8 19.8 22.8 14.8
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Average weighting strategies for the ten listeners were
compared across Experiments I and II �Fig. 5� and to average
weighting strategy data for normal-hearing listeners �Calan-
druccio and Doherty, 2007�. Regression analyses testing the
equality of the regression coefficients indicated that there
were no significant differences in weights obtained for bands
1–4 between Experiments I and II �p values ranging from
0.1850 to 0.8271�. However, the weight on band 5 for Ex-
periment I �without hearing aids� was significantly greater
than the weight on band 5 for Experiment II �with hearing
aids �p value=0.0018��. Normal-hearing listeners placed sig-
nificantly greater weight on band 4 1789–2806 Hz �p
value=0.0244�� in comparison to hearing-impaired listeners
while wearing hearing aids, however, no significant differ-
ences in weights were observed for bands 1, 2, 3, and 5 �p
values ranging from 0.0692 to 0.9518�.

A comparison of SLs between Experiments I and II is
shown in Fig. 6. Although the weight on band 5 was signifi-
cantly different between experimental conditions, a one-way
analysis of variance indicated the SLs were only significantly

different in bands 1, 3, and 4 �p values ranging from 0.0244
to 0.0443�, and not in bands 2 and 5 �p values
=0.4222,0.9657�.

VI. DISCUSSION

Spectral-weighting strategies for sentences were ob-
tained for ten hearing-impaired listeners. Listeners were
tested in two experimental conditions. In the first condition
�Experiment I� listeners were presented noisy speech via a
loudspeaker in a sound field. An amplifier was used to pro-
vide the appropriate gain to amplify the noisy speech. In the
second condition �Experiment II� listeners were fit with lin-
ear hearing aids. Again, listeners were presented noisy
speech via a loudspeaker in a sound field, however, the hear-
ing aids the listeners wore provided the appropriate gain to
amplify the speech. Listeners with hearing loss, whether they
were fit with hearing aids or not, always weighted the highest
frequency band, band 5 �2807–11 000 Hz�, the greatest.
However, the weight on band 5 was significantly greater

TABLE VI. Normalized point-biserial correlations for five spectral bands while wearing hearing aids �Experi-
ment II�. Boldfaced numbers indicate point-biserial correlations that were significantly different from zero ��
=0.05� in a one-tailed test. SNR midpoints and overall-percent correct scores are also shown.

Subject Midpoint Overall PC Band 1 Band 2 Band 3 Band 4 Band 5

HI1 −2 70.1 0.152 0.306 0.187 0.044 0.312
HI2 2 69.7 0.058 0.252 0.205 0.091 0.393
HI3 2 72.4 0.086 0.219 0.246 0.082 0.366
HI4 4 80.2 0.032 0.212 0.247 0.083 0.425
HI5 1 80.5 0.252 0.241 0.097 −0.038 0.372
HI6 0 75.0 0.224 0.205 0.158 0.037 0.376
HI7 −3 74.9 0.237 0.212 0.057 0.242 0.252
HI8 3 67.2 0.239 0.181 0.111 0.096 0.373
HI9 1 61.5 0.067 0.338 0.048 0.193 0.353
HI10 1 65.7 0.002 0.333 0.064 0.101 0.499

FIG. 4. Average normalized weighting strategies for sentences while wearing hearing aids. Data points represent the average normalized correlation
coefficients for each of the five spectral bands for Experiment II. Statistical comparisons between the weights on each band are depicted in the table shown
to the right.

2374 J. Acoust. Soc. Am., Vol. 123, No. 4, April 2008 L. Calandruccio and K. A. Doherty: Spectral weights for hearing-impaired listeners



when listeners were not wearing hearing aids than the weight
on band 5 while they were wearing hearing aids.

The tasks in this study required data collection over sev-
eral days. One concern was that a listener’s weighting strat-
egy may change over time. Kordas �1999� measured spectral
weighting strategies for nonsense syllables every 2 weeks
over a 6 week period and reported that listeners’ weighting
strategies changed across test sessions. In the present study,
it was critical for listeners’ strategies to remain stable across
test sessions for two reasons. First, none of the listeners were
able to complete all 600 sentence trials in one test session.
Therefore, listeners required two 2 h test sessions to com-
plete one experimental condition, which were always com-
pleted within 1 week. Second, to make comparisons between
the two experimental conditions, it was imperative to ensure
that weighting strategies were not changing over time. Two
listeners �HI3 and HI11� were tested across longer periods of
time. Both listeners’ weighting strategies remained consistent
with a 3 month �HI3� and 6 month �HI11� time gap between
test sessions.

A confounding factor of conducting sentence recogni-
tion tasks is the limited number of sentences. There are 720
Harvard/IEEE sentences. However, 600 trials were com-
pleted for each experimental condition. Therefore, listeners
were presented the same 600 sentences during both experi-
mental procedures. To reduce the potential of listeners learn-
ing the sentences, a time period of 6 months always passed
between experiments. Two listeners �HI4 and HI8� were
tested using the same SNR range in both experimental con-
ditions, yet their recognition scores hardly changed �see
Tables III and IV�. Thus, it is unlikely that these listeners
remembered the sentences they heard during the first experi-
ment. Recall that the sentences presented to the listeners are
very noisy, and often listeners do not hear all five key words
in each sentence. Therefore, due to the time interval between
experimental sessions and the noise within the sentences, it
appears that listeners did not learn the sentences they heard.

Sensation levels were estimated for each band in Experi-
ments I and II. These measurements were considered an “es-
timate” because the entire rms of each speech spectral band

was not computed in these measurements. Instead it was
based on the energy of specific frequencies within each band.
This method was adequate to determine if differences in the
SL between the experimental conditions accounted for the
listeners’ weighting strategies. The SL in three of the bands
�1, 3, and 4� was significantly different between the two con-
ditions, but the SL in the other two bands, 2 and 5, did not
differ significantly across the two experimental conditions.
Given that band 5 was the only band weighted significantly
different between the two conditions it suggests the SL be-
tween the two conditions did not account for differences in
the weighting strategies. In fact, the SL in band 5 was small
for both listening conditions. In Experiment I the stimuli
were unshaped and were presented below the listeners’
LDLs, thus the SL in the high frequency region, in which
listeners thresholds were most severe, was limited. In Experi-
ment II SL was limited in the high frequencies due to limi-
tations in providing high-frequency gains via the hearing
aids as well as the small amount of prescribed gain at those
frequencies. Similar results were reported by Leibold et al.
�2006� on a level-discrimination task. Low- and high-pass
noise maskers were used to manipulate the SLs across fre-
quencies. They showed that listeners’ weighting strategies
were affected primarily by overall presentation level, not
sensation level.

Overall presentation level was the main difference be-
tween the data presented here and the data reported for
normal-hearing listeners �Calandruccio and Doherty, 2007�.
The differences in presentation levels need to be given great
consideration when comparing the data between normal-
hearing and hearing-impaired listeners �see Fig. 5�. Korte-
kaas et al. �2003�, Leibold et al. �2006�, and Lentz �2007� all
report increases in spectral weights for high frequencies with
increases in presentation level. All of these data were re-
ported for normal-hearing listeners for nonspeech auditory
tasks. However, similar results, in which higher frequency

FIG. 5. Mean normalized weighting strategies from Experiments I �closed
circles� and II �open circles�. Error bars represent one standard deviation
from the mean. Normal-hearing data taken from Calandruccio and Doherty
�2007�.

FIG. 6. Sensation level differences for the five bands for Experiments I and
II. One-third octave bands centered at 250 and 500 Hz, 750 and 1000 Hz,
1500, 2000, 3000, and 4000 Hz, represent bands 1–5, respectively. An as-
terisk indicates a significant difference ��=0.05� between the aided and
unaided condition within bands.
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information received greater weight as presentation level in-
creased for speech recognition tasks, have also been reported
�Calandruccio, 2007�.

The two major qualitative differences observed between
the weighting strategies obtained for listeners with hearing
loss and normal-hearing listeners occurred in bands 2 and 5.
Based on the cutoff frequencies of the bandpass filters, band
2 contains a great amount of formant frequency information;
whereas band 5 contains consonant cues, such as place of
articulation. Previous research has shown that hearing-
impaired listeners use formant information and place of ar-
ticulation information differently than normal-hearing listen-
ers �e.g., Turner and Brus, 2001; Dorman et al., 1985;
Hedrick et al., 1995�. Hedrick et al. �1995� reported that
some hearing-impaired listeners are not able to make use of
formant transition cues. These results are in agreement with
the data reported in Fig. 5, where the hearing-impaired lis-
teners �when not fit with hearing aids� weight band 2 less
than normal-hearing listeners. Perhaps, since listeners with
hearing loss do not use this information “like” normal-
hearing listeners �i.e., they use different strategies, combine
acoustic cues differently�, their weighting strategies are less
effective and thus may account for the poorer speech recog-
nition scores obtained by the listeners with hearing loss. It is
interesting that in Experiment II hearing aids appeared to
permit the hearing-impaired listeners to use spectral informa-
tion in sentences more similarly to normal-hearing listeners.
In fact, the only difference between the weighting strategies
used by normal-hearing listeners compared to the results in
Experiment II is that normal-hearing listeners weighted band
4 significantly greater than hearing-impaired listeners. Fur-
ther research is needed to evaluate whether differences in
weighting strategies for speech between normal-hearing and
hearing-impaired listeners are due to hearing status, presen-
tation level, or hearing aid use.

In this study listeners were fit binaurally with linear
hearing aids. It is possible that if listeners wore compression
hearing aids their weighting strategies may have changed as
a result of low audibility speech. For example, certain spec-
tral features that may be audible to the listener with linear
hearing aids may become louder once compression circuitry
is used. This might allow the listeners to improve their rec-
ognition scores, or take advantage of different spectral cues.
However, since SL did not appear to account for differences
in listeners’ weighting strategies it is difficult to speculate
these results. Further research is needed to determine how
compression, and other hearing aid features �e.g., attack and
release times, noise reduction algorithms, etc.� would affect
the listeners’ weighting strategies.

The data from Experiments I and II lend support to the
idea that listeners with hearing loss �if the speech is made
audible to the listeners either through hearing aids or via an
external amplifier� are able to make use of high frequency
information to perform a sentence recognition task when lis-
tening in noise. Hornsby and Ricketts �2003, 2006� investi-
gated the effect of low- and high-frequency spectral informa-
tion on listeners’ sentence-recognition performance in noise.
All listeners, regardless of hearing loss configuration, ben-
efited from the addition of high- and low-frequency informa-

tion. Plyler and Fleck �2006� also examined the effects of
high-frequency audibility on listeners with various degrees
of symmetrical high-frequency hearing loss when listening
through a commercially available hearing aid. Having the
additional high-frequency amplification did not benefit lis-
teners in quiet. However, listeners’ speech recognition scores
were significantly better when high-frequency amplification
was provided to the listeners when tested in noise. The data
reported here, based on the results of Experiments I and II,
add additional proof to the growing body of research that
implies that high frequencies cannot be discarded for
hearing-impaired listeners when performing sentence recog-
nition tasks. The previously reported data that are in agree-
ment with this argument �Hornsby and Ricketts, 2003, 2006;
Turner and Henry, 2002; Plyler and Fleck, 2006� all tested
listeners in a fixed SNR condition. Therefore, it is hard to
determine whether or not different levels of noise would
have affected listeners’ scores in these previous experiments
in a more adverse or in a more favorable manner.

In the current study, five different SNRs were used
across trials and across spectral bands. Thus, conclusions can
be inferred about different noise levels and how they affect
specific spectral information. For example, when listening at
more favorable SNRs, listeners are able to use high fre-
quency information �band 5� more than the lower frequency
information presented by the other four spectral bands. That
is, average performance at the listeners’ most favorable SNR
was approximately 80% correct for bands 1–4. However,
average performance for band 5 was approximately 90% cor-
rect. This being said, when high frequency information is
competing with very difficult SNRs, listeners with hearing
loss may be more susceptible to masking in the high frequen-
cies �band 5� in comparison to the other four spectral bands.
Average performance at the most difficult SNR was approxi-
mately 62% correct while performance for the other four
bands ranged between 70% and 75% correct with the same
level of SNR difficulty. Pilot psychometric function data that
were also collected in our lab using broader SNR ranges �up
to 25 dB wide� indicated that the range of noise that was
used to degrade the speech stimulus in these experiments
was adequate for all five bands.

It is difficult to explain the differences observed between
the weighting strategies in Experiments I and II. However, it
should be noted that weights for these two listening condi-
tions were significantly different only in band 5, where sig-
nificantly less weight for band 5 was observed while the
listeners performed the task with hearing aids.

Interestingly, the greater weight on band 5 for Experi-
ment I did not relate to a decrease in weight on any one
specific band, but rather was evenly distributed across bands
2, 3, and 4. Throughout these experiments listeners’ raw cor-
relations were normalized to sum to one, which has been
referred to as a listener’s relative weighting strategy. There-
fore, in the unaided condition, the high weight on band 5 is
relatively much higher than the other four bands compared to
the aided condition. The high weight on band 5 may be
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excessive in that listeners do not weight the spectral infor-
mation in the other bands enough, which could have a nega-
tive impact on the listeners’ overall performance scores.

VII. CONCLUSIONS

Hearing-impaired listeners weight high frequency infor-
mation �2807–11 000 Hz� relatively the greatest when per-
forming a sentence recognition task. However, it is unclear if
the use of this information is beneficial to the listeners’ per-
formance. Unfortunately, the bandwidth of band 5 in these
experiments is quite broad and therefore, it is impossible to
determine if the entire band or just portions of the band were
important for sentence recognition. Further studies are
needed to �1� examine spectral-weighting strategies using
narrower bands to obtain finer spectral resolution �especially
in the high frequencies�, and �2� to identify the most efficient
weighting strategy to perform sentence recognition tasks.
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Using blind source separation techniques to improve speech
recognition in bilateral cochlear implant patients
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Bilateral cochlear implants seek to restore the advantages of binaural hearing by improving access
to binaural cues. Bilateral implant users are currently fitted with two processors, one in each ear,
operating independent of one another. In this work, a different approach to bilateral processing is
explored based on blind source separation �BSS� by utilizing two implants driven by a single
processor. Sentences corrupted by interfering speech or speech-shaped noise are presented to
bilateral cochlear implant users at 0 dB signal-to-noise ratio in order to evaluate the performance of
the proposed BSS method. Subjects are tested in both anechoic and reverberant settings, wherein the
target and masker signals are spatially separated. Results indicate substantial improvements in
performance in both anechoic and reverberant settings over the subjects’ daily strategies for both
masker conditions and at various locations of the masker. It is speculated that such improvements
are due to the fact that the proposed BSS algorithm capitalizes on the variations of interaural level
differences and interaural time delays present in the mixtures of the signals received by the two
microphones, and exploits that information to spatially separate the target from the masker
signals. © 2008 Acoustical Society of America. �DOI: 10.1121/1.2839887�

PACS number�s�: 43.66.Pn, 43.72.Kb, 43.72.Qr �DOS� Pages: 2379–2390

I. INTRODUCTION

Much progress has been made over the last three de-
cades in the development of new speech coding strategies for
cochlear implants �CIs� �Loizou, 1998�. Although CI recipi-
ents perform well in quiet listening conditions, several clini-
cal studies have provided evidence that their ability to cor-
rectly identify speech degrades sharply in the presence of
background noise and other interfering sounds, when com-
pared against that of normal-hearing listeners �Qin and Ox-
enham, 2003; Stickney et al., 2004�. Poor performance in
noise can be generally attributed to the significantly reduced
spectral resolution provided by current implant devices.

To improve speech intelligibility in noisy conditions, a
number of single microphone noise reduction techniques
have been proposed over the years �Hochberg et al., 1992;
Weiss, 1993; Müller-Deile et al., 1995�. Several pre-
processing noise reduction strategies have been applied to
cochlear implants, but most of these algorithms were imple-
mented on first-generation cochlear implant processors,
which were based on feature extraction strategies �e.g., see
Loizou, 2006�. A few pre-processing algorithms were also
evaluated using the latest implant processors. Yang and Fu
�2005� investigated the performance of a spectral-subtractive
algorithm using subjects wearing the Nucleus22®, Med
−El®, and Clarion® devices. Significant benefits in sentence
recognition were observed for all subjects with the spectral-
subtractive algorithm, particularly for speech embedded in
speech-shaped noise. Loizou et al. �2005� evaluated a sub-
space noise reduction algorithm that was based on the idea
that the noisy speech vector can be projected onto “signal”

and “noise” subspaces. Results indicated that the subspace
algorithm produced significant improvements in sentence
recognition scores compared to the subjects’ daily strategies,
at least in continuous �stationary� noise.

In short, the previous pre-processing methods attempt to
boost the overall speech quality and speech intelligibility by
“denoising” the received signal before feeding it to CI listen-
ers. Overall, tests with CI patients have demonstrated some
relative improvement in speech recognition. To further im-
prove on open-set speech recognition amidst noise, van Hoe-
sel and Clark �1995� considered a two-microphone noise re-
duction technique, based on adaptive beamforming, by
employing a generalized sidelobe canceller structure origi-
nally proposed by Griffiths and Jim �1982�, in which a single
directional microphone is mounted behind each implanted
ear. Their results showed some improvement for all four CI
patients tested, however, the effectiveness of the method is
limited to only zero-to-moderate reverberation settings �e.g.,
see Greenberg and Zurek, 1992�.

Hamacher et al. �1997� assessed the performance of two
adaptive beamforming algorithms in different everyday-life
noise conditions. The benefit of the two algorithms was
evaluated in terms of the dB reduction in speech reception
threshold. The mean benefit obtained using the beamforming
algorithms for four CI users �wearing the Nucleus22® de-
vice� varied between 6.1 dB for meeting-room conditions to
1.1 dB for cafeteria noise conditions. A number of studies
focusing on speech perception in noise with bilateral co-
chlear implants, have indicated a substantial and consistent
increase with regard to word recognition performance tasks
with bilateral electric stimulation when compared to monau-
ral listening conditions �e.g., see van Hoesel and Clark,
1997; Lawson et al., 1998; Müller et al., 2002; Tyler et al.,
2002; van Hoesel and Tyler, 2003; Tyler et al., 2003�. Posi-
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tive findings, in terms of improvement on localization and
speech reception, with bilaterally implanted adults and chil-
dren, have been documented in both quiet and noisy settings.
In the Tyler et al. �2002� study, a positive outcome was ob-
served for eight out of ten subjects tested. Much of the ben-
efit documented was due to the “head-shadow” effect �Shaw,
1974�, which amounts to the advantage gained by placing a
second ear with a better signal-to-noise ratio contralateral to
the competing noise source. The true “binaural advantage” or
“squelch” effect has been found to be considerably smaller
�1–2 dB� than the head-shadow effect.

In this contribution, we aim to exploit the presence of
two microphones using an adaptive multichannel processing
technique other than beamforming. In the multisensor array
configuration investigated in this work, speech is assumed to
be collected simultaneously over several �two or more� spa-
tially distributed sensors, possibly the microphones located
in each of the two �one per ear� behind-the-ear �BTE� pro-
cessors worn by the bilateral cochlear implant subjects. The
main objective is to recover and perceptually enhance the
waveform of the desired �target� source signal from a set of
composite �or mixed� signals. This paper is organized as fol-
lows. The next section offers a general introduction to the
topic of blind source separation �BSS� for linear convolutive
speech mixtures and a mathematical description of the model
and separation algorithm used throughout the paper. Section
III investigates the performance of the BSS algorithm in
anechoic settings �Experiment 1�. Section IV further evalu-
ates the performance of the BSS algorithm in the challenging
scenario of reverberant enclosures �Experiment 2�.

II. BLIND SOURCE SEPARATION: BACKGROUND

BSS and independent component analysis �ICA�, which
is the most effective and most widely used technique to per-
form BSS �Comon, 1994�, were first introduced in the early
1990s. Both methods quickly emerged as areas of intense
research activity showing huge potential for numerous prac-
tical applications. By definition, BSS deals with the task of
“blindly” recovering a set of unknown original signals, the
so-called sources from their observed mixtures, based on
little to no prior knowledge about the source characteristics
or the mixing structure itself. The lack of any a priori knowl-
edge regarding the origin of the linearly mixed observations
can be compensated well by the statistically strong yet physi-
cally plausible1 assumption of statistical independence
amongst all sources �Comon, 1994; Hyvärinen et al., 2001;
Stone, 2004�.

Proceeding blindly exhibits a number of advantages,
with the most important one being that assumptions regard-
ing the room configuration and the source-to-sensor geom-
etry are relaxed �by being only implicitly used� in the sepa-
ration process �Parra, 2000�. The simplest approximation of
this type of problem where the mixing coefficients are as-
sumed to be just scaling factors �memoryless channel� has
been extensively studied in the literature with the earliest of
approaches tracing back to the pioneering work of Cardoso
�1989�; Jutten and Hérault �1991� and also Comon �1994�.
Still, this hypothesis of instantaneous �static� mixing is un-

realistic for signal propagation inside a natural �or typical�
acoustic environment. In reverberant enclosures, each micro-
phone captures the weighted sum of multiple time-delayed
versions of the sources instead, which in fact is the convolu-
tion of each signal with the acoustic transfer function of the
room itself. Accordingly, the task of BSS then becomes
equivalent to estimating the unknown room transfer func-
tions �or their inverse� by relying only on combining infor-
mation obtained from the observed convolutive mixtures cap-
tured in each input channel of the microphone array.

Over the years, a number of techniques have been de-
veloped to address the problem of separating convolutive
mixtures �e.g., see Haykin, 2000; Hyvärinen et al., 2001�. In
time, the BSS framework has blossomed into a new disci-
pline that has widely benefited the fields of signal processing
and neural computation. Recently, some potential advantages
stemming from the use of spatial separation schemes to im-
prove speech intelligibility in hearing aid applications have
been discussed by Zhao et al. �2002�. The adaptive decorre-
lation filtering approach of Yen and Zhao �1999� was inves-
tigated in a “dinner-table” scenario, whereby the target
speech is corrupted by a number of speech jammers, as well
as noise. Experiments with eight normal-hearing and three
hearing-impaired subjects produced an increase in speech re-
ception, albeit the proposed method was somewhat limited to
cases where the hearing and microphones were placed closer
to the target sources than to the competing speakers.

A. Mathematical model

Focusing on the realistic dynamic scenario of signal
propagation inside a typically reverberant acoustic environ-
ment, we are normally confronted with a set of m observed
signals denoted here by vector x�t�= �x1�t� , . . . ,xm�t��T,
which are considered to be convolutive mixtures of a set of n
unknown, yet statistically independent �at each time instant�
source signals s�t�= �s1�t� , . . . ,sn�t��T. In this paradigm, the
transformation imposed on the sound sources can be essen-
tially seen as being equivalent to linear convolution. As such,
the proposed convolutive structure can take into account ba-
sic binaural cues used by the auditory system. In the model,
these cues can be incorporated in the form of interaural time
delays �ITDs� expressed as the delay or lag operator, and also
interaural level differences �ILDs� modeled by the variation
of the amplitude coefficients of the finite impulse response
�FIR� filters.

Consider the system shown in Fig. 1. In the context of
convolutive BSS, the signal xi�t� observed at the output of
the ith sensor, after being transformed in the z-domain can be
written as

Xi�z� = �
j=1

n

Hij�z�Sj�z�, i = 1,2, . . . ,m , �1�

where in our case m=2 and n=2. Note also that here Hij�z�
represents the z-transform of the room transfer function or as
otherwise referred to, the acoustic impulse response �AIR�2

observed between the jth sound source and the ith micro-
phone �or sensor�. The AIR is given by
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Hij�z� = �
k=0

�−1

hij�k�z−k �2�

where k denotes the discrete-time index, z−k is the time-shift
�unit-delay� operator and finally � defines the order of the
FIR filters used to model the room acoustic �or channel
transmission� effects. In the most general sense, the goal of
BSS is to produce a set of n signals denoted by vector u�t�
= �u1�t� , . . . ,un�t��T, namely the source estimates, which
when recovered would essentially correspond to the recon-
structed waveforms of the original and otherwise unknown
source signals, such that

Uj�z� = �
i=1

m

Wji�z�Xi�z� , j = 1,2, . . . ,n . �3�

In practice, Wji�z� defines the z-transform of the unmixing or
separating transfer function between the ith sensor and the
jth source estimate written as

Wji�z� = �
k=0

�−1

wji�k�z−k. �4�

The cascaded mixing and unmixing system in the case of a
two-source two-sensor configuration is shown in Fig. 1. Nor-
mally, to use BSS one must presume that the number of
microphones is greater than or equal to the number of ob-
served signals, such that m�n. In addition, it is often as-
sumed that the unknown mixing system of Eq. �1� can be
modeled by using a matrix of FIR filter polynomials. In
theory, AIR estimates need to be several thousands of coef-
ficients long, especially when sampled at a sufficiently high
sampling rate. However, considering relatively short rever-
beration times3 and assuming adequately long filters, virtu-
ally any source-to-sensor configuration can be adequately
modeled by using an FIR filter.4 From a practical standpoint,
such a task can be facilitated by resorting to the FIR matrix
algebra proposed by Lambert �1996� and Lambert and Bell
�1997�. Based on this formalism, both mixing and unmixing
systems may be ultimately expressed as FIR polynomial ma-
trices, denoted here as H�z��i�j�k� and W�z��j�i�k� having
complex-valued FIR polynomials as elements, which in turn

are given by Eqs. �2� and �4�. Note also that in this case i
= �1,2 , . . . ,m�, j= �1,2 , . . . ,n�, and k= �0,1 , . . . , �−1�, are
the indices corresponding to the observations, sources, and to
each filter coefficient, respectively.

B. Algorithm

Since its inception, the entropy maximization algorithm
or INFOMAX �see Bell and Sejnowski, 1995� fairly quickly
catalyzed a significant surge of interest in using information
theory to perform ICA. The potential of entropy �or informa-
tion� maximization in the framework of BSS for convolutive
speech mixtures was explored shortly after by Lambert and
Bell �1997� and also Lee et al. �1997�. In short, it was shown
that an efficient way of updating the separating FIR polyno-
mial matrix W with respect to its entropy gradient is to use
the natural gradient algorithm �NGA� first devised by Amari
et al. �1996�. In this paper, we opt to use a more efficient
implementation of the same algorithm. This employs a two-
step optimization strategy. The first step is to use the NGA
method to learn the unmixing filters shown in Eq. �4� with
independently and identically distributed or temporally inde-
pendent �white� observations of the sound sources written as

�i�z� = �
i=1

m

Ai�z�Xi�z�, i = 1,2, . . . ,m , �5�

namely the outputs of the linear prediction �LP� analysis FIR
polynomial matrix A�z� such that:

A�z� = diag�A1�z�, . . . ,Am�z�� �6�

with its elements subsequently given by

Ai�z� = 1 − �
k=1

p

�i�k�z−k, �7�

where each vector ��i�k�� represents the LP coefficients and
is defined for 1�k� p, as well as for every i=1,2 , . . . ,m.
Following this, the second step is to apply the estimated
unmixing filters to the initial streams of source observations
in order to restore the signals back to their original form
�e.g., see Kokkinakis and Nandi, 2004�. This alternative
“spatial-only” technique proposed for the separation of tem-
porally correlated speech sources by modifying the popular
NGA update rule is depicted in Fig. 2. By processing the
observed mixtures in such manner, we avoid whitening5 the
speech sources as we are successfully differentiating be-
tween the actual speech production system, namely the vocal
tract and the influence of the acoustic path on the signals at
hand. Ultimately, the filtering indeterminacies normally as-
sociated with existing BSS techniques are completely allevi-
ated, and the source signals are recovered with their spectral
information intact, by resorting to the following update rule
�Kokkinakis and Nandi, 2004, 2006�:

Wk+1 = Wk + ��I − FFT���u��uH�Wk �8�

operating solely on the spatially and temporally independent
outputs, written as

SOURCE
SIGNALS

+
+

+
+ +

+

+
+

OBSERVED
SIGNALS

ESTIMATED
SOURCES

X1

X2

S1

S2

U 1

U 2

11W

12W

21W

22W

11H

12H

21H

22H

FIG. 1. Cascaded mixing and unmixing MBD system configuration in the
two-source two-sensor convolutive mixing scenario.
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u�z� = W�z���z� , �9�

where �·�H is the Hermitian operator, � denotes the step-size
�or learning rate�, I defines the FIR identity matrix, FFT�·�
denotes the elementwise fast Fourier transform operation,
and finally, vector ��u�= ��1�u1� , . . . ,�n�un��T represents the
nonlinear monotonic activation �or score� functions. Note
that here these functions operate solely in the time domain
and can be further expressed as

�i�ui� = −
d

dui
log pui

�ui� �10�

with the term pui
�ui� denoting the �unknown� probability

density function of each source estimate ui. Optimal score
activation functions used in the BSS update can be derived
by resorting to a fixed family of densities or, alternatively,
they can be learned adaptively �e.g., see Kokkinakis and
Nandi, 2005�.

C. Implementation

When using BSS, it is often necessary to employ many
different FIR filters, and in realistic scenarios should contain
thousands of filter coefficients. Conventional adaptive filter-
ing techniques choose to operate solely in the time domain,
in which case the filter updates are carried out on a sample-
by-sample basis. In such cases, the complexity of the algo-
rithm can become prohibitive. Instead, to reduce excessive
computational requirements and potentially achieve consid-
erable savings in complexity, we can make use of a frame-

based—or as otherwise known block-based implementa-
tion—by relying on the efficient use of the fast Fourier trans-
form �FFT�. Such efficient block-wise operations are based
on the presumption that parameters remain invariant over a
block of data, for example over a predetermined length of
time. Block-based implementations demonstrate substantial
savings, which in some cases have been reported to be up to
10� faster, when compared against conventional sample-by-
sample iterative procedures �Shynk, 1992�. In our implemen-
tation, all transforms have been assumed to be of length 2L,
where L denotes the chosen block size. The overlap between
successive frames �or blocks� of data has been set to 50% in
all cases.

III. EXPERIMENT 1. SPEECH RECOGNITION BY
BILATERAL COCHLEAR IMPLANT SUBJECTS IN
ANECHOIC SETTINGS

A. Methods

1. Subjects

A total of five postlingually deafened adults were re-
cruited for testing. The participants of the study, three fe-
males and two males, were all bilateral implant patients fitted
with the Nucleus24® multichannel implant device manufac-
tured by Cochlear®. Their ages ranged from 36 to 67 years
old �M =61� and they were all native speakers of American
English. Special provisions were made to acquire subjects
having a minimum of at least 2 years of experience with their
bilateral device. Biographical data for the subjects tested is
given in Table I.

2. Stimuli

The speech stimuli used in this study, were sentences
from the IEEE database IEEE �1969�, which consists of a
total of 72 phonetically balanced lists of 10 sentences each.
Each sentence is composed of approximately 7 to 12 words,
with 5 key words identified for the purposes of scoring. Ev-
ery sentence in the IEEE speech corpus that was produced by
a male talker was designated as the target speech. In order to
simulate the speech interferer or competing voice in this ex-
periment, a female talker uttering the sentence “Tea served
from the brown jag is tasty” �also taken from the IEEE da-
tabase� was chosen as the female masker �or non-target�.
Speech-shaped noise generated by approximating the aver-
age long term spectrum of the speech to that of an adult male
taken from the IEEE corpus, was also selected to act as the
second type of noise masker. This is an effective masker of
speech. Twenty sentences �2 lists� were used for each condi-
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FIG. 2. Schematic diagram of the alternative BSS system configuration,
whereby the observations are first decorrelated through the LP analysis stage
yielding a set of temporally independent signals, which are then used to
adapt the spatial separation FIR filters.

TABLE I. Cochlear implant patient description and history.

S1 S2 S3 S4 S5

Age 61 58 36 65 67
Gender M F F M F
Etiology of impairment Noise Rubella Unknown Congenital Hereditary
Years of implant experience �L/R� 5/5 4/4 4/3 3/4 6/6
Years of deafness 15 8 15 12 22
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tion. Different sets of sentences were used for each condi-
tion.

B. Signal processing

The test sentences were originally recorded with a sam-
pling frequency of 25 kHz, but were later downsampled to
16 kHz to reduce overall computational time during the pro-
cessing of the stimuli. In addition, each sentence was scaled
to the same root-mean-square value, which corresponded to
approximately 65 dB. The sound level of each masker was
also adjusted relative to the fixed level of the target speech,
yielding a target-to-masker ratio �TMR� equal to 0 dB. Both
target and masker speech had the same onset, and, where
deemed necessary, the masker signals were edited to have
equal duration to the target speech tokens.

A set of free-field-to-eardrum �or anechoic� head-related
transfer functions �HRTFs� measured in an acoustic manikin
�Head Acoustics®, HMS II.3� as described in the AUDIS
catalog �see Blauert et al., 1998�, were used to simulate dif-
ferent spatial locations of the speech target and the masker
signals. HRTFs provide a measure of the acoustic transfer
function between a point in space and the eardrum of the
listener, and also include the high-frequency shadowing
component due to the presence of the head and the torso. The
length of the HRTFs was 256 sample points, amounting to a
relatively short delay of 16 ms and no reverberation. To gen-
erate the multisensor composite �or mixed� signals observed
at the pair of microphones, the target and masker stimuli for
each position were convolved with the set of HRTFs for the
left- and right-hand ear, respectively. For this experiment, the
target speech source was assumed to be placed directly in
front of the subject at 0° azimuth at the realistic conversa-
tional distance of 1 m. To generate stimuli in various spatial
configurations, we set the azimuth angles of the masker po-
sitions to 0°, 30°, 45°, 60°, and 90°. In all cases, the vertical
position of the sources was adjusted to 0° elevation.

The BSS algorithm, described in Sec. II B, was imple-
mented to run in an adaptive off-line mode with a multipass
processing scheme. Thus, the estimation of the unmixing fil-
ters was performed iteratively over a block of data and the
estimates obtained in the last iteration were then used to
perform source separation for the same data block. By ob-
serving Eq. �8� we note that the separating system is charac-
terized by the following two parameters: �1� The length of
the separating filters composing the unmixing FIR polyno-
mial matrix denoted by W and �2� parameter � that controls
the adaptive step size �or learning rate�. Theoretically, the
BSS system can remove more interference with longer FIR
filters, albeit at the cost of more computation and longer
adaptation time. Here, in order to achieve the best separation
quality possible, we chose the size of the unmixing filters to
be twice the size of the HRTFs previously used to generate
the target-masker signal mixtures. The BSS algorithm was
run with 512 sample point adaptive FIR filters and a fixed
large step size of �=0.01 maximized up to the stability mar-
gin to ensure fast adaptation time and algorithm conver-
gence. In addition, the algorithm was allowed to execute 20
passes through the data. This corresponds to a total of 60 s

training time as the average sentence duration is 3 s. Each set
of the mixtures was processed individually in order to extract
the speech target estimates. Upon algorithm convergence, all
the recovered �or enhanced� target speech segments were
saved locally in the lab computer.

1. Procedure

All subjects were wearing the Cochlear Esprit™ 3G BTE
processor with two directional microphone elements
�Knowles EL-7189�. During their visit, however, all subjects
were temporarily fitted with the new SPEAR3® wearable
research processor. SPEAR3® has the ability to indepen-
dently drive two implant devices and was developed by the
Cooperative Research Center �CRC� for Cochlear Implant
and Hearing Aid Innovation, Melbourne, Australia, in col-
laboration with HearWorks®. Before the scheduled visit, we
used the Seed−Speak® GUI application to adjust the ampli-
tudes for both threshold �T� and comfortable loudness levels
�C� previously established for each electrode and subse-
quently program the processor separately for each patient. In
addition, all participants used the device programmed with
the advanced combination encoder �ACE� speech coding
strategy �e.g., see Vandali et al., 2000� with the stimulation
rates set to the values used in their daily processor. The vol-
ume of the speech processor �values between 0 and 9� was
also adjusted to a comfortable loudness.

To evaluate recognition in anechoic conditions, the fol-
lowing conditions were used for each masker type and
masker azimuth angle: �1� binaural unprocessed and pre-
sented bilaterally and �2� BSS-processed and presented dioti-
cally. Hence, in total there were 20 different conditions
�2 maskers�5 angles�2 algorithms� using a total of 40
sentence lists. In the binaural unprocessed case, the two
simulated sensor observations captured from one micro-
phone were fed to one ear and similarly the composite sig-
nals observed in the other microphone, were presented to the
other ear via the auxiliary input jack of the SPEAR3® pro-
cessor. In the processed case, the BSS-enhanced signal was
presented diotically to the bilateral users via the auxiliary
input jack of the SPEAR3® processor. Prior to testing, all
subjects were given a short practice session, in order to gain
familiarity with the experiment. Separate practice sessions
were used for single talker and noise maskers. No score was
calculated for these practice sets. During the testing, the par-
ticipants typed their response using the computer keyboard
and were encouraged to guess if unsure. Feedback was pro-
vided during the practice session but not during the experi-
mental sessions. The listeners participated in two separate
experimental sessions with duration of 2–3 h each, that in-
cluded several breaks. The list number presentation order
was randomized across different participants, in order to
counterbalance possible order effects in the test, such as
learning or fatigue effects. After each test session was com-
pleted, the responses of each individual were collected,
stored and scored off-line by the percentage of the keywords
correctly identified.
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C. Results and discussion

The mean scores on speech recognition obtained with
and without BSS are shown in Fig. 3 for the female masker
�top� and the noise masker �bottom�.

1. Statistical analysis and comparisons

Two-way analysis of variance �ANOVA� �with repeated
measures� was performed separately for each masker
condition to assess significant effects of the processing algo-
rithm and spatial configuration. ANOVA performed on the
female masker data, indicated a significant effect �F�1,4�
=1615.02, p�0.0005� of processing with the BSS algorithm,
a significant effect �F�4,16�=419.2, p�0.0005� of the spa-
tial configuration of the masker, and a significant interaction
�F�4,16�=34.4, p�0.0005�. ANOVA performed on the
noise masker data, also indicated a significant effect
�F�1,4�=1311.5, p�0.0005� of processing with the BSS al-
gorithm, a significant effect �F�4,16�=206.3, p�0.0005� of

the spatial configuration of the masker, and a significant in-
teraction �F�4,16�=127.7, p�0.0005�. Post-hoc compari-
sons using Fisher’s LSD between the scores obtained with
the BSS algorithm and the subject’s daily processor indicated
that the BSS algorithm yielded significantly �p�0.005�
higher scores in all azimuth conditions and for both maskers.
Interestingly, the BSS scores obtained at 0° azimuth were
also significantly higher �p�0.005� than the scores obtained
with the subject’s daily processor in both masker conditions.
There is no theoretical explanation for this outcome, and
hence we can make no claims that BSS is able to segregate
co-located sources. This outcome may be instead attributed
to small variations in intelligibility among individual IEEE
sentence lists and the absence of counterbalancing on those
sentence lists.6 These small variations in intelligibility might
explain the differences in scores at 0° azimuth, but do not in
general account for the comparatively larger differences in
scores for other spatial configurations.

As shown in Figs. 3�a� and 3�b�, the scores obtained
with the unprocessed sentences were higher in the 90° con-
dition, where the masker and target signals were spatially
separated, than in the 0° condition, in which case the masker
and target signals originated from the same location. This
suggests that the bilateral-implant subjects were able to ben-
efit from spatial release of masking, an observation that is
consistent with previous studies �e.g., van Hoesel and Tyler,
2003; Stickney et al., 2004; Tyler et al., 2002, 2003�. That
release, however, seemed to be largely dependent on the
separation between the masker and target signals, as ex-
pected. According to Fig. 3, we can conclude that as long as
the separation between the target and masker signals is at
least 30° or more, the BSS algorithm can produce large im-
provements in intelligibility. In the noise masker condition
for instance, word recognition scores improved from roughly
40% correct with unprocessed sentences to 80% correct with
BSS-processed sentences. Large improvements in perfor-
mance were obtained with the BSS algorithm for both
maskers �female and noise�. Spatially separating the target
speech from its respective maskers by filtering the composite
signals through a set of FIR unmixing filters results in a
compelling release from masking. From a theoretical stand-
point, the fact that BSS performs equally well in settings of
both informational and energetic masking and for all con-
figurations is to be anticipated, as the algorithm utilizes no
prior knowledge with regard to the original signals or their
underlying mixing structure.

2. Effect of different training strategies on speech
recognition performance

Given that the BSS algorithm requires no previous in-
formation on the specifics of the acoustical setup, some
amount of training is essential in order to achieve a consid-
erable amount of masker suppression. In the present experi-
ment, a total of 60 s was required to achieve the level of
performance shown in Fig. 3. Logically, this raises the ques-
tion of the amount of training required for the BSS algorithm
to produce a reasonable separation performance and further
to achieve similar word recognition scores as the ones pre-
viously obtained in Fig. 3. To thoroughly investigate the ef-

FIG. 3. Mean percent word recognition scores for five Nucleus 24® implant
users on IEEE sentences embedded in female speech �top� and speech-
shaped noise �bottom�, both at TMR=0 dB. Scores for sentences processed
only through the default processor ACE strategy are shown in white, and
scores for sentences processed first through the BSS algorithm and then the
ACE strategy are in black. Error bars indicate standard deviations.
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fect of training on speech recognition for bilateral users, the
BSS algorithm was re-applied to enhance the male target
embedded in female speech and speech-shaped noise, syn-
thesized binaurally with HRTFs. The same subjects were
used and an identical procedure to the one described in Sec.
III A was followed.

The main difference here is that training was not carried
out individually for every single speech token as before. In-
stead, filters were adapted just for a randomly selected set of
signals. The algorithm was executed with identical param-
eters as before. After convergence to a separating solution,
the unmixing filters were saved, and then without any further
modification used to enhance the remaining sentences. Note
that in fact, we employed the same set of estimated filters to
enhance signals embedded either in female speech or noise.
The rationale behind this approach is that BSS should ideally
remain truly “blind” to the original sources, and hence per-
formance should not suffer. Based on this strategy, only a
limited number of filters, namely one set for every spatial
position of the maskers is required. This results in consider-
able savings in processing time. To further assess to what
degree training affects separation quality the algorithm is al-
lowed only 2, 3, and 5 passes �or iterations� through the data,
which in effect correspond to 5, 10, and 15 s of total training
time.

The results obtained for different training times are
given in Fig. 4 for two spatial configurations �30° and 90°�.
The data obtained in Fig. 3 with 60 s of training are also
included for comparative purposes. Nonlinear regression
analysis was run to determine the minimum amount of train-
ing time required to achieve high levels of performance.
Good fits, with correlation coefficients ranging from 0.67 to
0.77 �p�0.05�, were determined with a log-shaped function
in all conditions. The asymptote in performance was
achieved with 15 s of training. Performance obtained with
15 s of training was not significantly �p=0.05� different to
the performance obtained after a total of 60 s of training in
all conditions. From Fig. 4 we can draw the following con-
clusions. First, as expected from theory, by increasing the
adaptation time and hence the available signal length, the
separation performance improves. This is reflected by the
high recognition scores obtained when a total of 60 s �20
passes� of training is performed. Second, the BSS algorithm
requires no more than a few seconds of data �5–10 s� in
order to converge to a solution yielding an audibly distin-
guishable performance. Such observation can be confirmed
by the plots in both Figs. 4�a� and 4�b�, showing relatively
high word recognition scores for the 10 s case, for both types
of maskers and for both the 30° and 90° azimuths.

IV. EXPERIMENT 2. SPEECH RECOGNITION BY
BILATERAL COCHLEAR IMPLANT SUBJECTS
IN REVERBERANT ENVIRONMENTS

The previous experiment focused on assessing the per-
formance of the BSS algorithm in anechoic environments. In
the current experiment, we assess the performance of the
BSS algorithm in more challenging �and more realistic� con-
ditions, where reverberation is present.

A. Methods

1. Subjects

The same five postlingually deafened bilateral implant-
ees tested in Experiment 1, were asked back to participate as
subjects in this experiment.

2. Stimuli

The test material for the target and masker sentences
was again selected from the IEEE corpus IEEE �1969� used
in Experiment 1. None of the sentences previously used as
the target speech �or masker� was reused in an effort to avoid
potential learning effects.

3. Signal processing

To investigate the potential of BSS on speech intelligi-
bility inside challenging reverberant environments, the target
and masker stimulus for each position are convolved with a
set of binaural room impulse responses �BRIRs� �Shinn-
Cunningham et al., 2005�. Before filtering the signals with
the impulse responses, the level of each individual acoustic
interference was adjusted relative to the fixed level of the
target speech to reach a TMR=0 dB. The BRIRs were mea-

FIG. 4. Mean percent word recognition scores plotted against training time
for five Nucleus 24® implant users on IEEE sentences embedded in female
speech �top� and speech-shaped noise �bottom� at TMR=0 dB. Scores for
sentences processed first through the BSS algorithm and then the default
ACE strategy for a masker placed at 30° dB are in white. Scores for sen-
tences processed first through the BSS algorithm and then the default ACE
processor strategy for a masker placed at 90° dB are in black. Error bars
indicate standard deviations.
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sured in a small rectangular classroom with dimensions 5
�9�3.5 m and a total volume of V=157.5 m3 using the
Knowles Electronic Manikin for Auditory Research �KE-
MAR�, positioned at 1.5 m above the floor and at ear level as
described in the study by Shinn-Cunningham et al. �2005�. In
contrast to the relatively smooth free-field anechoic HRTFs
used in Experiment 1, these BRIRs exhibit rapid variations
with frequency in both phase and magnitude and are in gen-
eral, fairly difficult to invert even with FIR filters that em-
ploy a very large number of coefficients. Yet, only when
resorting to such BRIRs we are capable of achieving a truly
realistic binaural synthesis, and thus simulate a sound source
at the desired location in space by filtering the audio stream
with the left- and right-ear impulse responses corresponding
to a specific sound location in the room. To reduce extrane-
ous noise artifacts in their original measurements, Shinn-
Cunningham et al. �2005� used Butterworth filters to band-
pass filter the raw binaural responses in the 0.1–20 kHz
range. These BRIRs were then multiplied by a 500 ms time
window using a 50 ms cosine-squared fall time to produce
the final BRIRs.

Before performing any filtering on the speech tokens, we
downsampled the impulse responses to 16 kHz from their
original 44.1 kHz recorded sampling rate. After convolving
the signals with the pre-measured left- and right-ear re-
sponses obtained from the KEMAR, the target sound source
was placed directly at the front of the listener in virtual space
at 0° azimuth. Following the same procedure, the target
speech was positioned at either a distance of 0.90 or 1.50 m
away from the KEMAR dummy head. The female and noise
maskers were placed at an angle of incidence of either 30° or
90°, and also at either a distance of 0.90 or 1.50 m away
from the KEMAR. A total of 16 �2 distances�2 angles
�2 maskers�2 algorithms� different conditions were con-
sidered in this experiment using a total of 320 sentences.
Figure 5 provides a schematic representation of the afore-
mentioned configurations, as well as the location of the KE-
MAR manikin inside the classroom where the actual mea-
surements took place in the Shinn-Cunningham et al. �2005�
experiment.

The broadband reverberation time of the room was cal-
culated from the pre-measured impulse responses by resort-
ing to the Schroeder integration procedure �Schroeder, 1965�.
This technique first estimates the energy decay curve and

ultimately reveals the length of time required for the sound
pressure to decrease by 60 dB. We choose, as an example,
the topology where the source-to-sensor distance was equal
to 1.50 m and the masker was placed at a 30° angle to the
right of the target signal. As Fig. 6�b� reveals, for this par-
ticular enclosure, reverberation time is equal to around T60

=300 ms. In general, a rapidly decaying impulse response
corresponds to a short reverberation time, whereas longer
reverberation times are usually associated with impulse re-
sponses having much heavier tails. The first peak corre-
sponds to the sound coming directly from the source,
whereas the exponentially decaying tails, caused by succes-
sive absorption of sound energy by the walls, account for the
later reflection paths in the enclosure. Figure 6�a� depicts one
of the acoustic impulse responses used for the stimulus syn-
thesis, measured inside the rectangular classroom when the
KEMAR was placed 1.50 m away from the target speech
�see Fig. 5�.

To generate a set of shorter �and less reverberant� bin-
aural impulse responses, an exponential regression to the de-
cay curve was calculated from the original 0.90 m impulse
responses obtained in the Shinn-Cunningham et al. �2005�
KEMAR experiment. These responses were then faded in a
natural manner by applying an exponentially decaying time
window that was flat for up to around 100 ms and had a
cosine-squared fall time from 100 to 300 ms. This reshaping
ensured that most reverberant energy was removed from the
original set of the impulse responses, hence yielding a
shorter reverberation time, which was adjusted to be approxi-
mately T60=150 ms. Also computed were the averaged
direct-to-reverberant ratios �DRRs� for the �0° ,30° � and
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FIG. 6. �Top� Center-target to left-ear impulse response recorded inside the
classroom shown in Fig. 5. The reverberation time T60 of this enclosure
ranges from 150 to 300 ms depending on the source-to-sensor distance.
�Bottom� Energy decay curves of the left-ear �solid line� and right-ear �dash
line� impulse responses at 30°. The time taken for the amplitude to drop by
60 dB �thick line� below the original sound energy level is equal to 300 ms.

FIG. 5. Schematic diagram depicting the layout of the reverberant room and
location of the KEMAR manikin where the BRIRs were measured.
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�0° ,90° � configurations in both the 0.90 and 1.50 m set-
tings. DRR is simply defined as the log energy ratio of the
direct and reverberant portions of an impulse response and
essentially measures how much of the energy arriving is due
to the direct �source� sound and how much is due to late
arriving echoes �e.g., see Zahorik, 2002�. In general, the
DRR will change depending on the source-to-listener dis-
tance. As perceived reverberation increases the DRR de-
creases, since the energy in the latter part of the impulse
response will increase relative to that in the direct wave
front. When the KEMAR is placed at 0.90 m away from the
speech source, DRR90=0.21 dB, whereas for the 1.50 m set-
ting, the estimated DRR150 is equal to −4.87 dB.

The main goal of the present experiment was not only to
suppress the masker in order to allow the bilateral subject to
better focus on the target speech, but also to remove the
corrupting acoustic properties of the room and yield a nearly
anechoic �or clean� target source. In this context, convolutive
BSS is also usually referred to as multichannel blind decon-
volution �MBD� �e.g., see Haykin, 2000; Haykin and Chen,
2005; Kokkinakis and Nandi, 2006; Lambert, 1996�. Clearly,
if a source is successfully canceled, the output is then statis-
tically independent from the masker or interfering sound
source. To do so and enhance the target speech, we applied
the BSS algorithm to the binaural convolutive mixtures. The
setting chosen for the unmixing filters was 4,096 sample
points, which correspond to an overall delay of 256 ms at the
sampling rate of 16 kHz. Such filter size should be adequate
to invert the acoustic properties of the room in the moder-
ately reverberant 0.90 m setting with DRR90=0.21 dB and
T60=150 ms. However, note that the length of the impulse
response in the 1.50 m distance condition with DRR150=
−4.87 dB and T60=300 ms is somewhat longer than the
length of the unmixing filters. Due to this, we anticipate that
some degradation on the perceived speech due to reverbera-
tion will remain. As before, the BSS algorithm was executed
in an adaptive off-line mode based on a multipass processing
scheme with the learning rate equal to �=0.001 to ensure
prompt algorithm convergence. The training time in this case
was set to approximately 30 s.

4. Procedure

The experimental procedure was identical to the one fol-
lowed previously. The enhanced speech target signal pro-
cessed by our BSS method, was presented identically to both
implants �diotically�, whereas the unprocessed speech signals
were presented binaurally to the subjects. Overall, there were
16 different conditions that involved a total of 32 sentence
lists �2 lists per condition�. The invited subjects completed
the data collection process over a period of 4–5 h with regu-
lar breaks provided as needed. Performance was scored sepa-
rately for each subject as the percentage of words that were
correctly identified in each condition.

B. Results

The mean subject scores obtained with the BSS method
in reverberant conditions are shown in Figs. 7 and 8.

1. Speech recognition performance in 150 ms
reverberation

Figures 7�a� and 8�a� show the mean word recognition
score values for the female talker and noise maskers, respec-
tively, in moderate reverberant conditions. The target speech
was placed at 0° azimuth and the female and noise interferers
were located at 30° and 90° both at a distance of 0.90 m
away from the listener. For the female masker conditions,
two-way ANOVA �with repeated measures� indicated a sig-
nificant effect �F�1,4�=164.02, p�0.0005� of processing
with the BSS algorithm, a significant effect �F�1,4�
=106.3, p�0.0005� of the chosen spatial configuration for
the maskers, and a significant interaction �F�1,4�=53.15, p
=0.002�. Paired samples t-tests showed that the scores ob-
tained with BSS were significantly �p�0.0005� higher than
the scores obtained with the daily implant processor �unproc-
essed signals� in both the 30° and 90° masker positions. For
the noise masker conditions, two-way ANOVA �with re-
peated measures� indicated a significant effect �F�1,4�
=461.95, p�0.0005� of processing with the BSS algorithm,
a significant effect �F�1,4�=111.455, p�0.0005� of the spa-
tial configuration, and a nonsignificant interaction �F�1,4�
=2.27, p=0.206�. Based on this analysis, we can reason that
the scores obtained with BSS were substantially better than
the scores obtained with the subjects’ daily processors alone
for both masker configurations.

FIG. 7. Mean percent word recognition scores for five Nucleus 24® implant
users on IEEE sentences embedded in female speech at TMR=0 dB. Top
graph corresponds to a source-to-sensor-distance of 0.90 m and T60

=150 ms, and bottom graph to 1.50 m and T60=300 ms. Scores for sen-
tences processed only through the default processor ACE strategy are shown
in white, and scores for sentences processed first through the BSS algorithm
and then the ACE strategy are in black. Error bars indicate standard devia-
tions.
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In the unprocessed conditions, both the single talker and
noise maskers degraded speech intelligibility significantly.
Compared to the anechoic condition, performance decreased
in the female masker condition from nearly 60% correct as
shown in Fig. 3, to nearly 30%. A similar degradation in
performance was also observed in the noise masker condi-
tions. The performance obtained at 90° was not significantly
�p	0.05� better than the performance observed at 30° for
either masker. This points to the conclusion that the perfor-
mance of the BSS algorithm was not affected by the spatial
configuration. Equally large improvements in intelligibility
were noted in both angles and for both maskers. On average,
the subjects’ scores were 2�better �and in some cases 3
�better� when the mixtures were passed through the pro-
posed BSS algorithm.

2. Speech recognition performance in 300 ms
reverberation

Figures 7�b� and 8�b� show the mean word recognition
scores for the female and noise maskers, respectively, in
highly reverberant conditions. In this setup, the target speech
was placed at 0° azimuth and the female talker and noise
interferers were located at 30° and 90° both at a distance of
1.50 m away from the listener. The reverberation time as
measured from the binaural impulse responses, was equal to

around 300 ms �see Fig. 6�b��. Two-way ANOVA �with re-
peated measures� in the female masker conditions, indicated
a significant effect �F�1,4�=545.5, p�0.0005� of the BSS
processing algorithm, a significant effect �F�1,4�=27.7, p
=0.006� of the designated spatial configuration, and a non-
significant interaction �F�1,4�=19.4, p=0.012�. Similar re-
sults were obtained for the noise masker. ANOVA showed a
significant effect �F�1,4�=60.1, p=0.001� of processing
with the BSS algorithm, a significant effect �F�1,4�
=97.6, p=0.001� of the spatial configuration, and a non-
significant interaction �F�1,4�=2.17, p=0.214�. Paired
samples t-tests confirmed that the scores obtained after en-
hancing the target signals with BSS, were significantly �p
�0.0005� higher than the scores obtained with the daily pro-
cessor in both the 30° and 90°masker positions and for both
maskers.

Speech intelligibility in the unprocessed conditions was
reduced considerably as the reverberation time increased
from 150 to 300 ms. Mean scores dropped to 17% correct in
the female masker condition for 90° azimuth and to 15%
correct in the noise masker condition �same angle�. Equally
low were the scores observed at the 30° configuration, where
subjects scored 14% and 12% for speech signals embedded
in speech-shaped noise. Performance improved significantly
for the stimuli processed with the BSS algorithm in both
masker conditions. Word recognition scores in the 90° posi-
tion were found to be equal to 43% and 36% for the female
and noise maskers, respectively. Equal improvements were
noted in the 30° masker position. Overall, the above data
demonstrate that the BSS method can yield substantial ben-
efits in speech intelligibility even in reverberant listening
conditions.

C. Discussion

Comparing the outcomes of Experiments 1 and 2, we
observe that the bilateral cochlear-implant subjects’ abilities
to communicate in reverberant conditions is severely com-
promised. This was found to be true in both the female
masker �F�2,8�=344.1, p�0.005� and steady-noise masker
�F�2,8�=78.4, p�0.005� conditions. As shown in Figs. 7
and 8, the subject’s ability to benefit from spatial release of
masking is reduced substantially within reverberant settings.
This is consistent with studies involving normal-hearing and
hearing-impaired subjects �Culling et al., 2003; Nabelek et
al., 1989; Nabelek and Picket, 1994; Freyman and Zurek,
2002; Shinn-Cunningham and Kopco, 2002�. Culling et al.
�2003� carried out experiments with normal-hearing subjects
within a virtual room with controlled reverberation, and con-
cluded that reverberation can abolish a listeners ability to
exploit differences in spatial location, and hence to receive
benefit from release of masking. Reverberation has been
shown to blur temporal and spectral cues, to flatten formant
transitions, reduce amplitude modulations associated with
the fundamental frequency �F0�, and increase low-frequency
energy which in turn results in greater masking of higher
frequencies �e.g., see Bistafa and Bradley, 2000�. In effect,
reverberation can severely degrade consonant perception by
smoothing out the envelope modulations that carry informa-

FIG. 8. Mean percent word recognition scores for five Nucleus 24® implant
users on IEEE sentences embedded in speech-shaped noise at TMR=0 dB.
�Top� Corresponds to a source-to-sensor distance of 0.90 m and T60

=150 ms and �bottom� corresponds to 1.50 m and T60=300 ms. Scores for
sentences processed only through the default processor ACE strategy are
shown in white, and scores for sentences processed first through the BSS
algorithm and then the ACE strategy are in black. Error bars indicate stan-
dard deviations.
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tion about the abrupt onsets and offsets of consonants �Na-
belek et al., 1989�. In the context of cochlear implants, Pois-
sant et al. �2006� were the first to demonstrate, using
acoustic simulations, that the aforementioned temporal
smearing effects can become even more detrimental when
listening through only a limited number of spectral channels
that are usually available to implant subjects.

Beamforming techniques are known to work well in
anechoic settings, but their performance degrades in rever-
berant conditions �Hamacher et al., 1997; van Hoesel and
Clark, 1995�. In the study by van Hoesel and Clark �1995�,
beamforming attenuated �spatially separated� noise by 20 dB
in anechoic settings, but only by 3 dB in highly reverberant
settings. Additionally, beamformers are more prone to target
signal cancellation, when longer adaptation filters are used
�e.g., see Greenberg and Zurek, 1992�. In contrast, the pro-
posed BSS method seems to be robust in both anechoic and
reverberant conditions. No comparisons were provided in the
present study between the beamforming and BSS algorithms,
as the main scope of this paper is to provide a proof of
concept and establish the potential of BSS as an efficient
pre-processing technique that can be used in bilateral co-
chlear implant devices. Nevertheless, further experiments are
warranted comparing the performance of beamforming and
BSS algorithms using the same filter parameters and data.

The proposed BSS method operates by gaining access to
a single processor driving two implants. Such a processor,
the SPEAR3®, is currently made available from CRC for
research purposes. As illustrated in Fig. 1, the signals ac-
quired by the two microphones �placed in each of the two
ears� are fed as input to the BSS algorithm running on a
single processor. The main advantage in using this paradigm
�single processor driving two implants� is that it provides
access to intact binaural cues present in the incoming signals
�left and right�. As the BSS algorithm is formulated using a
convolutive setup, we can take advantage of binaural cues,
such as ITDs �expressed as filter delays� and ILDs �varia-
tions in the filters coefficients�. Consequently, the ITD and
ILD information is implicitly modeled and exploited by the
BSS algorithm. It should be noted that the BSS technique
described here, can also be easily applied to a unilateral im-
plant configuration, as long as the speech processor is fur-
nished with two microphones. An example of such speech
processor is the Nucleus Freedom™ implant system currently
being marketed by Cochlear®. The present study focused on
the potential of BSS in providing benefits in intelligibility for
bilateral implant subjects in anechoic and reverberant condi-
tions. Further work will assess whether the BSS-processed
signals �presented diotically� diminish the bilateral subject’s
ability to localize sounds.

V. CONCLUSIONS

The present study assessed the performance of BSS,
which has been largely unexplored in the context of bilateral
cochlear implants. Evaluation of the proposed BSS algorithm
with five bilateral cochlear implant users indicated signifi-
cant benefits in intelligibility in both anechoic and reverber-
ant conditions. The documented improvement in intelligibil-

ity was consistent for the two types of maskers tested and
was quite substantial particularly in the 90° and 30° spatial
configurations.

In our opinion, the established BSS framework is a cru-
cial contribution to the future development of novel speech
processing strategies for bilateral cochlear implants. Further
work is needed to reduce the computational load involved
with long adaptation filters, which can become increasingly
heavy within reverberant conditions. One possibility, cur-
rently under investigation, is to apply the BSS algorithm to
speech processed in subbands �e.g., see Kokkinakis and
Loizou, 2007�. This is similar to the subband processing
schemes widely applied to several commercially available
coding strategies to date.
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This paper presents experimental results that quantify the range of influence of vocal tract
manipulations used in saxophone performance. The experiments utilized a measurement system that
provides a relative comparison of the upstream windway and downstream air column impedances
under normal playing conditions, allowing researchers and players to investigate the effect of
vocal-tract manipulations in real time. Playing experiments explored vocal-tract influence over the
full range of the saxophone, as well as when performing special effects such as pitch bending,
multiphonics, and “bugling.” The results show that, under certain conditions, players can create an
upstream windway resonance that is strong enough to override the downstream system in
controlling reed vibrations. This can occur when the downstream air column provides only weak
support of a given note or effect, especially for notes with fundamental frequencies an octave below
the air column cutoff frequency and higher. Vocal-tract influence is clearly demonstrated when pitch
bending notes high in the traditional range of the alto saxophone and when playing in the
saxophone’s extended register. Subtle timbre variations via tongue position changes are possible for
most notes in the saxophone’s traditional range and can affect spectral content from at least
800–2000 Hz. © 2008 Acoustical Society of America. �DOI: 10.1121/1.2839900�

PACS number�s�: 43.75.Ef, 43.75.Pq, 43.75.St, 43.75.Yy �NFH� Pages: 2391–2400

I. INTRODUCTION

Since the late 1970s, there has been significant interest
in understanding the role and influence of a player’s vocal
tract in wind instrument performance. Acousticians generally
agree that, in order for such influence to exist in reed-valve
instruments, the player’s upstream windway must exhibit in-
put impedance maxima of similar or greater magnitude than
those of the downstream air column.1 Most musicians concur
that they can influence sound via vocal-tract manipulations,
though there is less consensus in terms of the extent of such
influence or the specifics of how this is done.2 A number of
previous studies have been reported but attempts to demon-
strate and/or quantify vocal-tract influence have not been
conclusive. These analyses have been complicated by the
fact that measurement of the upstream windway configura-
tion and impedance are difficult under performance condi-
tions.

It is the aim of this study to provide experimental results
that substantiate the discussion on the role of vocal tract
manipulations in wind instrument performance. The results
are obtained using a measurement system that allows the
analysis of vocal tract influence in real time during perfor-
mance.

Most previous acoustical studies of vocal-tract influence
have focused on the measurement of the input impedance of
players’ upstream windways while they simulate or mimic
oral cavity shapes used in playing conditions.1,3–6 These
measurements have then been compared with the input im-

pedance of the downstream instrument air column to show
instances where the vocal tract might be able to influence the
reed vibrations. The majority of these investigations are in
agreement with regard to the existence of an adjustable up-
stream wind-way resonance in the range of 500–1500 Hz,
which corresponds to the second vocal-tract resonance.3–6

On the other hand, musicians do not appear to manipulate the
first vocal-tract resonance, which is typically below about
300 Hz.6 In Ref. 6, players reported using a fairly stable
vocal-tract shape for most normal playing conditions, with
upstream manipulations taking place mainly in the altissimo
register and for special effects. A brief review of previous
studies and a discussion of their limitations is provided by
Fritz and Wolfe.6

Numerical investigations have also been reported that
couple an upstream windway model to a complete wind in-
strument system.7–10 Simplified, single-resonance models of
a player’s windway have been shown to reproduce bugling,
pitchbend, multiphonics, and glissando characteristics in
clarinet and saxophone models, effects generally associated
with vocal-tract influence.8,9

Many performers have used x-ray fluoroscopic or endo-
scopic approaches to analyze the vocal tract shapes and ma-
nipulations used while playing their instruments.2,11–15 These
studies have reported some general trends in vocal-tract con-
figurations for different registers, produced mainly by varia-
tions of the tongue position, but have not well addressed the
underlying acoustic principles involved.

A fundamental limitation of previous acoustical investi-
gations is related to the fact that the measurements were not
conducted in real time. Subjects were required to mime anda�Electronic mail: gary@music.mcgill.ca.
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hold a particular vocal-tract setting for up to 10 s, a task that
is likely difficult and uncomfortable for the player. Despite
the results of Fritz and Wolfe6 that indicate players’ have
consistent “muscle” �or procedural� memory, it is not clear
that subjects can accurately reproduce the exact vocal-tract
configurations of interest in this study without playing the
instrument because auditory, and perhaps vibrotactile, feed-
back is important in fine-tuning and maintaining an oral cav-
ity configuration. Further, these methods only provide data
for the held setting, without indicating the time-varying char-
acteristics of vocal-tract manipulations. This last issue re-
mains for a recently reported approach that allows the up-
stream impedance to be measured while the instrument is
played.16

This paper addresses the previously mentioned limita-
tions by providing a running analysis of vocal-tract influence
over time �not solely at discrete moments in time�. This is
achieved using a measurement system embedded in an E�
alto saxophone that allows a relative comparison of the up-
stream windway and downstream air column impedances un-
der normal playing conditions. The same approach could
also be applied to clarinets, though we chose to concentrate
on saxophones given our own playing experience with them.

This paper is organized as follows: Section II describes
the measurement approach, including the system and proce-
dures used to evaluate vocal-tract influence. Section III pre-
sents the measured data for playing tasks involving tradi-
tional and extended registers, pitch bend, bugling,
multiphonics, and timbre variation. Finally, Sec. IV con-
cludes with an analysis of the results in the context of saxo-
phone performance practice.

II. MEASUREMENT APPROACH

Measurements made for this study were based on conti-
nuity of volume flow at the reed junction,

Uu = Ud =
Pu

Zu
=

Pd

Zd
⇒

Zu

Zd
=

Pu

Pd
, �1�

where u and d subscripts represent upstream and downstream
quantities, respectively. This expression is attributed first to
Elliot and Bowsher17 in the context of brass instrument mod-
eling. This implies that a relative measure of the upstream
and downstream impedances can be obtained from the en-
trance pressures in the player’s mouth and the instrument
mouthpiece, which is sufficient to indicate when vocal-tract
influence is being exerted. That is, it is assumed that the
upstream system can be influential when values of Zu are
close to or greater than those of Zd and this can be deter-
mined from their ratio without knowing the distinct value of
each. Because measurements of the mouth and mouthpiece
pressures can be acquired while the instrument is being
played, this approach allows the player to interact normally
with the instrument. Further, as modern computers can cal-
culate and display the pressure spectra in real time, players
and researchers can instantly see how vocal tract changes
directly affect the upstream impedance.

In this context, the reed is assumed to be primarily con-
trolled by the pressure difference across it and thus, a mea-

surement of these two pressures can provide a good indica-
tion of how the reed oscillations are influenced by the two
systems on either side of it. While it may not be possible to
use this approach to reconstruct or calculate an upstream
impedance characteristic from measurements of Zd, Pd, and
Pu �as attempted by Wilson5�, it is valid to indicate instances
of upstream influence. This argument ignores the possible
effect of hydrodynamic forces on the behavior of the reed
due to unsteady flow.18–20

A. Measurement system

The measurement approach used in this study requires
the simultaneous acquisition of the “input” pressures on the
upstream and downstream sides of the instrument reed under
normal playing conditions. Therefore, it was necessary to
find a nonintrusive method for measuring pressures in the
instrument mouthpiece and the player’s mouth near the reed
tip. Such measurements are complicated by the fact that the
sound pressure levels �SPL� in a saxophone mouthpiece un-
der playing conditions can reach 160 dB or more21 and that
the dimensions of the alto saxophone mouthpiece require
relatively small microphones to allow normal playing condi-
tions and to avoid interference with the normal reed/
mouthpiece interaction.

After tests with a prototype system,22 a special saxo-
phone mouthpiece was developed as shown in Fig. 1. An
Endevco 8510B-1 pressure transducer was threaded through
the top of the mouthpiece 55 mm from the mouthpiece tip to
obtain internal pressure values. For pressure measurements
inside the player’s mouth, a groove was carved in the top of
the saxophone mouthpiece for an Endevco 8507C-1 minia-
ture pressure transducer of 2.34 mm diameter such that the
transducer tip was positioned 3 mm behind the front edge of

FIG. 1. Saxophone mouthpiece system.
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the mouthpiece. This position is well within the mouth given
that the player’s teeth typically rest anywhere from about 13
to 20 mm from the mouthpiece tip. Both Endevco transduc-
ers are rated for maximum SPLs between 170 and 180 dB
and were found to be unaffected by moisture.

Ideally, both microphones would be located at the front
edge of the mouthpiece �inside and outside�, which repre-
sents the input to both the downstream and upstream air
columns. Wilson5 experimented with two mouthpiece trans-
ducer locations on a clarinet and selected the more distant
position �39 mm� because of noise due to unsteady flow
nearer the reed tip. The results from a digital waveguide
simulation using a cylinder-cone model23 suggest that the
signal recorded by the 8510B-1 transducer at a distance of
55 mm from the tip differs from the downstream input im-
pedance peak values by less than 2 dB for frequencies up to
1500 Hz and less than 3.7 dB for frequencies up to 2000 Hz.
Thus, the microphone positioning does not represent a limi-
tation, considering that the frequency range analyzed in this

study does not exceed 2000 Hz and that we are mainly in-
terested in the use of a vocal-tract resonance that runs from
about 500 to 1500 Hz.

The pressure transducers were connected to an Endevco
136 differential voltage amplifier and the signals from there
were routed to a National Instruments �NI� PCI-4472 dy-
namic signal acquisition board. The acquisition card sample
rate was set to 12 000 Hz. An NI LABVIEW interface was
designed to allow real-time display of the spectra of the two
pressure signals. The Endevco transducers were calibrated
relative to one another prior to the experiment, as described
in the Appendix.

To help distinguish between vocal tract and embouchure
changes, a small circular �12.7 mm diameter� force sensing
resistor �FSR� made by Interlink Electronics was placed un-
der the cushion on the top of the saxophone mouthpiece to
obtain a relative measure of the upper teeth force �see Fig.
1�. The time-varying sensor voltages were input to the signal
acquisition board for storage and to provide a running dis-
play of “embouchure movement” in the LABVIEW interface.
Although this setup provided no data on movements of the
lower lip, normal embouchure adjustments involve a simul-

FIG. 2. �Color online� Spectrograms of the SPL ratio between the mouth-
piece and the mouth pressures when playing a scale �Subjects A and D, from
top to bottom�.
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taneous variation of both the upper teeth and lower lip. The
primary purpose of this sensor was to provide players with
visual feedback to help them focus on maintaining a fixed
embouchure setting, rather than acquiring an absolute mea-
sure of lip or teeth force.

Playing tests were conducted in an IAC �Industrial
Acoustics Company� double-walled sound isolation booth to
minimize external sound interference. In addition to the
mouthpiece described previously, a single Vandoren #3 �me-
dium hardness� reed and Selmer Super Action Series II alto
saxophone �serial number 438024� were used for the entire
experiment.

B. Player tests

Upstream influence was evaluated using the measure-
ment system through a series of playing tests with a group of
four professional saxophonists. Subject C was the first author
of this paper. The subjects filled out a questionnaire about
their saxophone background and experience and were given

about 5 min to become accustomed to the mouthpiece and
saxophone setup. They were allowed to practice the re-
quested tasks before the recording began. After the subjects
were comfortable with all the tasks, data storage was initi-
ated and each task was performed in sequential order. When
subjects had difficulty with a given task, they were allowed
to repeat it. A large real-time display of the FSR reading was
provided and the subjects were told to avoid making embou-
chure changes while performing the tasks.

III. RESULTS

To examine variations of upstream influence over time,
many of the results in the subsequent sections are displayed
via spectrograms of the ratio of the SPL in decibels �or
power spectral densities� of the mouth and mouthpiece pres-
sures. To reduce artifacts arising from the ratio calculation,
spectral bins containing no significant energy in both the
upstream and downstream power spectra were masked. The
measured upper teeth force is also plotted to indicate the
relative steadiness of a player’s embouchure setting.

A. Traditional and extended registers

The traditional range of a saxophone is from written
B�3–F�6, which on an alto saxophone corresponds to the
frequency range 138.6–880 Hz. Advanced players can play a
further octave or more using cross-fingerings, a range re-
ferred to as the “altissimo” or extended register. In order to
evaluate general player trends over the full range of the in-
strument, each subject was asked to play an ascending legato
written B� �D� concert pitch� scale from the lowest note on
the instrument to the highest note that could comfortably be
held �which was typically near a written C7 in the extended
register�, playing each note for about 0.5 s.

Representative spectrograms of the SPL ratios of up-
stream and downstream pressures for this task are shown in
Fig. 2, as played by Subjects A and D. Breaks in the mea-
sured upper teeth force indicate instances where subjects
stopped to breath. SPL averages computed at the fundamen-

FIG. 4. �Color online� Spectrograms of the SPL ratio between the mouth-
piece and the mouth pressures when playing a written D6 without vibrato,
with a slow lip vibrato, and bending via vocal tract manipulations �Subjects
B and D, from top to bottom�.
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tal frequencies for each scale note are shown in Fig. 3 for
each subject and averaged across all subjects. For most notes
in the traditional range, the SPL ratios at the fundamental
frequencies are below −20 dB. In other words, pressures in
the mouthpiece for these notes are typically 10 times greater
than those in the players’ mouths. Based on the assumptions
outlined in Sec. II, this indicates a similar ratio of input
impedance peak levels at the fundamental playing frequen-
cies on either side of the reed and thus minimal upstream
influence for notes in this range. These ratios display a local
minima centered at the thirteenth note of the scale �466 Hz�,
which may be related to the fact that notes in this range are
relatively easy to play. The standard deviation of the SPL
ratios are shown by the error bars in the lower plot of Fig. 3.

A fairly abrupt change in SPL ratios is evident when
subjects prepare to enter the extended register, a result that
was also reported by Fritz and Wolfe.6 Scale note index 19 in
Fig. 3 is the highest note �written F6� in the scale that falls
within the traditional register. An alternate fingering exists
for F6 on the saxophone that has a playing behavior more
like extended register notes �it is based on the use of a third
air column partial�, though the fingering used by subjects in
this study was not specified or recorded. Averaged SPL ratios
across all subjects for the extended register notes are be-
tween 3 and 5 dB, though the standard deviation is signifi-
cant. In particular, Subjects A and B show large variations in
SPL ratios from note to note in this range, whereas the re-
sults for Subjects C and D are more consistent. It should be
noted that the task called for a legato scale, or slurring from
note to note. Future studies could investigate potential varia-
tions of SPL ratios in the extended register when the notes
are attacked individually, with or without breaks between
each.

It has been suggested by Wilson5 that performers might
tune upstream resonances with higher harmonics of a played
note. There are some instances in Fig. 2 �and the data for the
other subjects� where the ratios for upper partials of notes are
near 0 dB, typically in the range 600–1600 Hz, though this
varies significantly among the subjects. However, no system-

atic note-to-note tuning with an upper harmonic was found.
It is unlikely that upstream tuning would help stabilize a note
unless the fundamental is weak and only one or two higher
partials exist below the cutoff frequency of the instrument.
That said, variations of upper partial ratios could affect the
timbre of the instrument and this is investigated further in
Sec. III E.

B. Pitch pending

Saxophonists make frequent use of pitch bends in their
playing, especially in jazz contexts. There are several ways
such frequency modifications can be achieved, including lip
pressure and tonehole key height changes, as well as vocal
tract manipulations. Lip pressure variations, which are used
to produce vibrato, affect the average reed tip opening and
can yield maximum frequency modulations of about half a
semitone. The use of vocal tract manipulations for pitch bend
can achieve downward frequency shifts of a musical third or
more. Significant upward frequency shifts using lip pressure
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FIG. 7. �Color online� Spectrograms of the SPL ratio between the mouth
and mouth piece pressures when performing the bugling task �Subjects B
and C, from top to bottom�.
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or the vocal tract are not possible. On an alto saxophone,
bends produced via vocal-tract manipulations are easiest
when starting on notes above concert E�5. Bends that start
above a concert C5 tend to have a lower limit around the C5
frequency �523 Hz�. In other words, the fingered note con-
trols the starting �and highest� frequency of the bend range
but the minimum frequency is generally always between 500
and 600 Hz.

Pitch bending has previously been investigated with re-
spect to vocal tract influence.5,6 In the present study, subjects
were asked to finger a written high D6 �698 Hz� with the first
palm key and to play the note normally, without vibrato, for
about 3 s. They were then asked to play the note with a slow
vibrato �about 1 Hz�, modulating the pitch up and down as
much as possible using lip pressure only. Finally, subjects
were instructed to perform, without varying their lip pres-
sure, a slow downward pitch bend to the lowest note they
could comfortably maintain, hold that note for about 1 s, and
then bend the note back to the starting D pitch.

Figure 4 shows representative spectrograms of the SPL
ratios of upstream and downstream pressures for Subjects B
and D when performing the requested tasks. The average

SPL ratio at the fundamental frequency, across all subjects,
when played normally without vibrato was −25 dB, with a
standard deviation of 9.3. Subjects B, C, and D demonstrated
a consistent vibrato frequency range, using lip pressure
variations only, of about 677–700 Hz �or 54 cents down and
about 5 cents up�. Subject A’s range for the same task was
655–690 Hz, but his SPL fundamental ratios were as high as
3.4 dB at the vibrato frequency dips, indicating that he used
some vocal-tract manipulation as well. For the pitch bend
performed without lip pressure variation, the lower fre-
quency limits of the four subjects were 583, 597, 558, and
570 Hz, respectively, with corresponding fundamental fre-
quency SPL ratios of 29.1, 22.7, 30.7, and 25.1 dB. The sub-
jects averaged a frequency drop of 330 cents with a SPL ratio
of 26.9 and a standard deviation of 3.7. Snapshots of the
upstream and downstream spectra at the starting frequency
and lowest frequency trajectory of the pitch bend task for
Subject D are overlaid in Fig. 5. At the starting frequency of
about 700 Hz, the upstream and downstream SPLs differ by
about −35 dB, while at the bottom of the bend, they differ by
about 25 dB.

The input impedance of the alto saxophone used for this
study with a D6 fingering is shown in Fig. 6, from which it is
clear that the instrument has no strong resonance between
400 and 650 Hz. This measurement was obtained using a
two-microphone transfer function technique.24,25 Given the
fixed fingering and relatively constant lip pressure used by
the subjects, as well as the fact that lip pressure variations
alone can only produce bends of about 54 cents, the pitch
bends of 300 cents and more can only be the result of vocal-
tract manipulation. The high SPL ratio during the bend indi-
cates that a significantly stronger resonance exists in the
players’ mouths during the pitch bend than in the down-
stream air column. The implication is that performers can
create a resonance in the upstream windway in the range
700–550 Hz �for this task� that is strong enough to override
the downstream air column and assume control of the reed
vibrations.

The upstream resonance frequency is mainly controlled
via tongue position variations. The pitch bend is only pos-
sible for notes higher in the traditional range, where the air
column resonance structure is relatively weak. We speculate
that the lower frequency limit on the pitch bend is related to
the vocal-tract physiology and players’ control of the second
upstream resonance within an approximate range of about
520–1500 Hz, which is close to that reported by Benade.3

This is corroborated by the fact that a similar lower fre-
quency limit is found when pitch bending on both soprano
and tenor saxophones. Informal tests on a B� clarinet indi-
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FIG. 9. �Color online� Fingerings and approximate sounding notes �written
and frequencies� for four requested multiphonics.
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cate a greater variance in the lower pitch bend range with
different fingerings, though the overall range still falls within
the limits mentioned earlier.

C. “Bugling”

Bugling involves the articulation of the notes of an over-
tone series while maintaining a fixed low note fingering. Be-
ginning students can normally produce the first and second
overtones, sometimes inadvertently while trying to play the
fundamental. It typically takes many years of practice to de-
velop the flexibility that allows one to cleanly attack the
higher overtones. In this task, subjects were asked to finger a
written B�3 �all holes closed� and to play an overtone se-
ries, attacking each note individually.

Representative spectrograms of the SPL ratios for the
bugling exercise are shown in Fig. 7, as played by Subjects B
and C. Individual subject averages, as well as averages
across all subjects, computed at the fundamental frequencies
of each overtone are shown in Fig. 8. Subject D did not play
overtones 8–9 and Subject A was unable to play overtones
2–4 and 9. Vocal tract influence is not clearly evident until
the third overtone, where downstream instrument resonances
begin to weaken. In general, it is difficult to play the third
overtone without some vocal tract manipulation and it ap-
pears that a ratio of about −7 dB is sufficient to allow this to
happen. It also may be possible that, when playing the third
overtone, players reinforce the 1130 Hz component with an
upstream resonance rather than the component at 563 Hz,
which falls at the lower end of the adjustable upstream reso-
nance range. Averaging across Subjects B, C, and D, the SPL
ratio of the 1130 Hz component when playing the fundamen-
tal of the overtone series is −8.7 dB. The ratio at this same
frequency when playing the third overtone is 4.8 dB.

D. Multiphonics

Multiphonics involve oscillations of the reed based on
two inharmonic downstream air column resonance frequen-
cies and their intermodulation components.26 Two relatively
easy and two more difficult multiphonics were chosen for
analysis with respect to potential vocal-tract influence. The
four multiphonic fingerings and their approximate sounding
notes are illustrated in Fig. 9.

Figure 10 shows the SPL ratios for four different multi-
phonics, as played by Subjects B and D. The sounds pro-
duced by the two subjects differed significantly. From the
plots, there are more spectral components evident in the
sounds of Subject D. We expect that a player can influence
the sound quality of a multiphonic by aligning an upstream
resonance with one or more components. For example, both
subjects appear to reinforce a group of partials in the range
875–1075 Hz for the last multiphonic. SPL ratio levels for
Subject D were, across all tasks, generally higher than those
of Subject B. This suggests that Subject D makes use of
stronger upstream resonances, which likely explains both the
higher ratios for this task, as well as the greater spectral
density of the multiphonic sounds.

E. Timbre variations

In a questionnaire, all subjects indicated that they
thought they could influence the sound of the saxophone via
vocal-tract variations. They reported using upstream influ-
ence to control and adjust tone color �timbre�, pitch, and
extended register notes. To investigate timbre variations via
vocal-tract manipulation, subjects were asked to play a
steady written F4 �207.7 Hz� and to move their tongue peri-
odically toward and away from the reed while maintaining a
constant embouchure setting.

Figure 11 shows spectrograms of the SPL ratios result-
ing from this task, as played by Subjects A and C. Partials
four and higher show clear variations in SPL ratios with
tongue motion. Snapshots of the mouth and mouthpiece
spectra for Subject C are shown in Fig. 12 at times of 4 and
5 seconds. Although both the upstream and downstream
spectra varied with tongue position, the upstream changes
were most significant. For example, the downstream SPL of
the fourth partial only changes by +3 dB between the two

FIG. 10. �Color online� Spectrograms of the SPL ratio between the mouth
and mouthpiece pressures when playing four multiphonics �Subjects B and
D, from top to bottom�.
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times, whereas the upstream SPL increases by +13 dB. For
this partial and subject, the SPL ratio goes from an average
of −0.7 to 9.9 dB, or a difference of 10.6 dB between the
two tongue positions. The change of downstream and up-
stream SPL for two tongue position extremes is collated for
partials 1–9 and Subjects A-C in Fig. 13. Subject D’s results
showed no clear variation of SPL ratios over time and it is
likely this person did not properly understand the requested
task. In general, tongue movements toward the reed tended
to boost upstream frequency components from about 800 Hz
to at least 2000 Hz. Note that these spectral changes occur
simultaneously over a wide frequency range and thus are
likely the result of a more wide bandwidth upstream reso-
nance. Below 800 Hz, the effect of the tongue position
movement varied significantly among the subjects. It is not
possible to say whether these variations were the result of
differences in physiology or tongue positions.

IV. DISCUSSION

Results of the tongue movement task indicate that vocal-
tract manipulations can be used throughout the playing range

of the saxophone to produce subtle timbre variations involv-
ing frequency components from at least 800–2000 Hz.
These timbre variations simultaneously affect partials over a
wide frequency range, which implies the use of a relatively
wide bandwidth upstream resonance. The pitch bend, ex-
tended register, and bugling tasks, however, indicate that
vocal-tract influence significant enough to override down-
stream air column control of reed vibrations is only possible
when the downstream system provides weak support of a
given note. This is normally the case for notes with funda-
mental frequencies an octave below the downstream air col-
umn cutoff frequency �around 1500 Hz for the alto
saxophone27� and higher. Thus, significant vocal-tract influ-
ence can be exerted for notes near the top of the alto saxo-
phone’s conventional range and on into the extended �or al-
tissimo� register. This type of influence makes use of a
narrow upstream resonance that the player manipulates to
control the fundamental vibrating frequency of the reed.

Various special fingerings are used when playing notes
in the saxophone’s extended register but these provide only
weak downstream support of a note. When students unaccus-
tomed with altissimo register playing try these fingerings,
they produce a weak tone lower in the traditional range of

FIG. 11. �Color online� Spectrograms of the SPL ratio between the mouth
and mouthypiece pressures when varying tongue position while holding an
F3 �Subjects A and C, from top to bottom�.
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the instrument. From the discussion above, this implies the
need for vocal-tract influence when playing in the extended
register. There were a few instances when the SPL ratios for
Subjects A and B fell below 0 dB while playing in this range
�see Figs. 3 and 8�. This might happen because a given fin-
gering produced a relatively strong downstream resonance at
the fundamental playing frequency or it is possible these
subjects made embouchure adjustments that were not de-
tected by the FSR on the top of the mouthpiece. The subjects
were instructed to avoid making embouchure changes for all
tasks in this study. However, it is common for performers to
move their lower lip forward, away from the reed tip, in
preparation for playing in the saxophone’s altissimo register.
The authors assume this reduces the reed damping, with a
corresponding increase in the reed resonance frequency, and
that this may help to maintain normal operation of the reed in
its “stiffness controlled” region. As well, extended register
playing is generally easier with stiffer reeds. Notes near the
top of the extended register, with fundamentals in the range
1400–2000 Hz, may be beyond the range of a high-Q sec-
ond vocal-tract resonance. It is not clear whether players
stabilize these extreme high notes, which are difficult to pro-

duce consistently even for professionals, with a vocal-tract
resonance and/or by manipulating the reed resonance fre-
quency.

One of the clearest examples of the use of vocal-tract
influence involves pitch bending, with downward frequency
modulations 5–6 times greater than that possible via lip pres-
sure variations alone. Pitch bends are not possible for notes
lower than about a concert C5 �523 Hz�, at the lower ex-
treme of the main adjustable upstream resonance and where
several downstream air column resonances can help stabilize
a note.

The results of this study are less conclusive with respect
to the production of multiphonics. Performers who are un-
able to play in the extended register of the saxophone nor-
mally also have trouble producing the more difficult multi-
phonics. This would imply the use of an upstream resonance
to support one or more intermodulation components. A future
study should compare successful and unsuccessful multi-
phonic attempts for a fixed fingerings in an effort to verify
this behavior. There were considerable differences in the
sound and quality of the multiphonics produced by the sub-
jects of this study and this is likely related to variations in the
upstream system.

Finally, there is a common misconception among some
scientists and players that vocal-tract influence is exerted on
a nearly continuous basis while playing a single-reed instru-
ment in its traditional range.5,13 For example, an early study
by Clinch et al.13 concluded “that vocal tract resonant fre-
quencies must match the frequency of the required notes in
clarinet and saxophone performance.” Likewise, Wilson5

claims that for most tones in analyzed melodic phrases, “the
performer’s airways were tuned to the first harmonic or to
the second harmonic, or there was a resonance aligned with
both the first and second harmonics.” A related conclusion is
made by Thompson28 with respect to variations of the reed
resonance. These suggestions have no basis in performance
practice. Although it is true that effects such as pitch slides
common to jazz playing may involve some level of vocal-
tract influence, most professional musicians use and advo-
cate a relatively fixed vocal-tract shape during normal play-
ing. This behavior is corroborated by Fritz and Wolfe.6 It
seems likely that players vary their embouchure and perhaps
their vocal-tract shape gradually when moving from low to
high register notes, but this should be understood to vary
with register and not on a note-by-note basis �until one gets
to the altissimo register�. The results of this study indicate
that vocal-tract influence for “normal” playing within the
traditional range of the alto saxophone is primarily limited to
timbre modification because most of these notes are well
supported by the downstream air column.

A website and video demonstrating the measurement
system described in this paper is available online.29
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APPENDIX: TRANSDUCER CALIBRATION

A JBL 2426H compression driver was connected to a
steel cylindrical pipe of 150 mm length and 25.4 mm diam-
eter. The calibration is valid up to the cutoff frequency of the
first higher order mode, which is fc=1.84c / �2�a��8 kHz
for a radius a=12.7 mm and a speed of sound c=347 m /s.30

At the far end of this pipe, the two transducers were fit
through a cap such that they extended a few millimeters be-
yond the cap surface. A 60-s noise sequence was played
through the system and power spectral densities were deter-
mined using a modified averaged periodogram of 1024 data
points and 50% overlap �Hanning windows� at a sampling
rate of 48 kHz. In order to match fast Fourier transform bins
used in the LABVIEW interface and the subsequent data analy-
sis, the calibration data was downsampled to 12 kHz. The
power spectral densities were computed with the pwelch
and cpsd functions in MATLAB. The transfer function relat-
ing the gain and phase differences between the microphones
was obtained as:31

Ĥ12 =
Ŝ22 − Ŝ11 + ��Ŝ11 − Ŝ22�2 + 4�Ŝ12�2

2Ŝ21

,

where

Ŝ11 = PWELCH�P1,HANNING�N�,N/2,N,FS� ,

Ŝ22 = PWELCH�P2,HANNING�N�,N/2,N,FS� ,

Ŝ12 = CPSD�P1,P2,HANNING�N�,N/2,N,FS� ,

and

Ŝ21 = CPSD�P2,P1,HANNING�N�,N/2,N,FS� .

A similar calibration technique was previously reported
by Seybert and Ross.24
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Numerical simulation of a piano soundboard under downbearing
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A finite element model of a piano soundboard is used to study the effect of the strings tension
�downbearing� on its vibration, considering the ribs, the bridges and the crown. The downbearing is
modeled with the prestress theory. Prestress calculation with linear and nonlinear models including
geometric rigidity are compared in terms of the modal frequencies. The effects of the downbearing
in modal frequencies and mobility are investigated and the importance of the crown on these results
is evaluated. A simple phenomenological law is exhibited, which characterizes the evolution of
eigenfrequencies with downbearing, including the initial crown.
© 2008 Acoustical Society of America. �DOI: 10.1121/1.2836787�
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I. INTRODUCTION

In 1940, Bilhuber and Johnson1 tackled the question of
the importance of the downbearing of the soundboards in the
piano sound quality. They observed notable differences in the
energy of vibration related to the downbearing level, but they
did not come to a conclusion about changes in perceivable
timbre due to downbearing. From that work, measurements
have dealt with the soundboards’ properties,2–8 for different
kinds of pianos, including a one-design prototype.2 Moore
and Zietlow3 are the only ones who make a comparison in
modal shapes for an upright piano without and with strings.
They observed large changes in the first modal shapes and
frequencies with the strings application. Wogram4 and
Conklin5 showed that the soundboard mobility on the bridges
depends on the strings tension in terms of frequencies and
quality factor.

Some authors have proposed models of piano sound-
boards. Wogram felt the possible use of the finite element
analysis to simulate the making process. Giordano9 showed
that a simple model made of an orthotropic plate and ribs is
sufficient to simulate the global properties. Berthaut et al.6

chose a precise finite element model, and confirmed the per-
formance of this method thanks to a comparison with an
experimental modal analysis. But even if the downbearing
was considered as one of the most important techniques for
piano making, its influence has never been modeled. This
paper proposes one modeling of the downbearing by using a
prestress approach, including the crown amplitude.

If one considers the vibration, the prestress theory con-
sists of attributing a geometric energy due to an external
loading. The total rigidity is the sum between the classical
elastic rigidity and the geometric one. Finite element soft-
wares are able to express this total rigidity. Considering
small deformation due to the wood characteristics and with
the hypothesis of an elastic and linear material, the nonlin-
earity may come only from the change in geometry during

the loading. Two approaches to include prestresses have to
be decided:

• the linearized one.10 The geometric energy is simplified as
a linear expression of the loading parameter. This approxi-
mation reduces the time of calculus but is limited by the
amplitude of displacement.

• the geometrically nonlinear one,11 including the hypothesis
of static large displacements and small deformations of the
structure. The geometric rigidity is calculated by an itera-
tive method. The updating at each step of displacement
requires much more time for calculus but is necessary if
the shape of the system is greatly modified by the loading
process.

This paper proposes to find the best way to model the effect
of the downbearing on the soundboard properties. This
model is made of a soundboard with ribs and bridges coming
from a real one. The downbearing is introduced by an in-
duced geometric rigidity. An emphasis is given to the influ-
ence of the initial crown on downbearing effects.

II. FINITE ELEMENT MODEL

The finite element model is based on the soundboard of
a 1.80 m IBACH piano in Fig. 1. It is made of the plate, 15
ribs and two bridges. The model considers precisely the ge-
ometry of the plate and the ribs, the position of the ribs and
the bridges. Implemented with CAST3M software,12 the mesh
has 3742 nods and triangle elements with a kinematic of
Kirchhoff plates, modeling the whole soundboard. The ma-
terial properties have been found in the literature,6 and are
presented in Table I.

The thickness is here considered as a 8 mm constant,
and the shape of the bass bridge is simplified as a simple
plate. The formulation of the discretized eigenvalue problem
is

Kq = �2Mq, �1�

where K is the elastic rigidity, q a eigenvector of a mode, �
the associated modal pulsation and M the mass matrix of the
actual system. Adding a simply supported boundary condi-

a�Author to whom correspondence should be addressed. Electronic mail:
mamou-mani@lmm.jussieu.fr
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tion in Eq. �1�, we find the modal shapes presented in Fig. 2.
The effects of simple boundary conditions in the first eigen-
frequencies of the soundboard are presented in Table II.

These results are the classical flexuring modes, close to
the literature ones. However, Suzuki7 found an extra mode
with a geometry close to the second mode but a little larger.
He explains this mode by the presence of the rim in the
experiment, and calls it the “rim mode.” But the model of the
present paper does not consider the rim and this mode is not
observed. The other modes are close to his results. Table II
gives the influence of the boundary conditions on the modal
frequencies. Further in this paper, we use a simply supported
boundary condition, to simply model the rim possible dis-
placement and the diminution of thickness of the spruce plate
close to the rim.

A. Crown modeling

The initial crown of the soundboard is also implemented
into the finite element model. The making process to obtain
crown depends on the maker and consists of gluing the ribs
and using the humidity.13 Because of the too large complex-

ity of these processes, the crown is only modeled as a geo-
metric change, excluding the induced prestress field resulting
from the process.

The crown is incurred by solving a harmonic scalar
problem of the soundboard on the mesh with a constant
source in the whole domain and Dirichlet boundary condi-
tions. We then get the altitude at each point of the plate
through a smooth function of the coordinates with a zero
value on the boundary. The crown level is characterized by
the altitude of the top of the crown, named b and expressed
as a multiple of the thickness. A modal calculus gives the
evolution of the frequencies and the modal shapes with b.
Figure 3 shows an increase of all frequencies for values
above about b�1. A cross between the first two modes is
observed for b=5 due to the geometric changes.

B. Downbearing modeling

The downbearing is modeled as a vertical force per unit
length between 0 and 5000 N /m applied on the two bridges,
perpendicular to the soundboard. The value of 5000 N /m is
approximately the double of the maximum force used in pi-

(b)(a) (c)

(d) (f)(e)

(g)

FIG. 2. Shapes of the first seven modes of the piano soundboard with fixed boundaries.

(b)(a)

FIG. 1. �Color online� Photographs of the piano soundboard.
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ano making.5 The loading parameter is finally the maximum
displacement of the soundboard induced by the load, denoted
�.

C. Linearized or geometrically nonlinear model?

The downbearing is modeled using the prestress theory.
The Hamilton principle for a soundboard subjected to an
initial stress �0 �due to the downbearing on the two bridges
here� is �see Ref. 10�

��
t1

t2

�T* − Vint
* − Vg − Vext

* �dt = 0, �2�

�u
i
*�t1� = �u

i
*�t2� = 0, �3�

where

T* = �
�*

�*u̇
i
*u̇

i
*dV the kinetic energy, �4�

Vint
* = �

�*
Cijkl�1

2
�

ij
*�1�

�
kl
*�1��dV the linear strain energy,

�5�

Vg = �
�*

�ij
0 �

ij
*�2�

dV the geometric strain energy

due to the downbearing, �6�

Vext
* the potential of the external dynamical loading,

�7�

u
i
* the displacement during the interval of time �t1,t2� ,

�8�

where �* is the prestressed soundboard, �ij
0 is the initial

stress field due to downbearing, �* is the density �
ij
*�1�

= 1 / 2 ��u
i
*

/ �xj + �u
j
*

/ �xi � and �
ij
*�2�

= 1 / 2 ��u
m
*

/ �xi �u
m
*

/ �xj �
are, respectively, the linear part and the quadratic part of the
strain field, Cijkl is the elasticity tensor.

Using a finite element method, the discretized Hamilton
principle is

��
t1

t2 �1

2
q̇TMq̇ −

1

2
qTKq −

1

2
qTKgq + qTg�dt = 0, �9�

where M is the mass matrix, K is the stiffness matrix Kg is
the geometric stiffness matrix, g is the dynamical load vec-
tor and q are the generalized coordinates of the problem.

The discretized equations of the motion are

�K + Kg�q + Mq̈ = g�t� �10�

and the discretized eigenvalue problem

�K + Kg�q = �2Mq, �11�

where � is the eigenpulsations of the structure.
The shape of the soundboard �*, the natural rigidity K,

the mass M and the geometric rigidity due to downbearing
Kg may be calculated using two approaches: a linearized
one, usually used in engineering, and a nonlinear one which
considers static large displacements. The first one consists to
suppose that the static displacements are small and the geo-
metric rigidity is then proportional to the loading parameter
�:

Kg = �Kg
* �12�

where K
g
* is the geometric rigidity obtained under a unitary

load. Equation �11� becomes

TABLE I. Mechanical properties of a spruced soundboard �see Ref. 6�.

� Ex Ey 	xy Gxy

392 kg m−3 11.5 GPa 0.47 GPa 0.005 0.5 GPa

TABLE II. Frequencies of the first seven modes of the piano soundboard for different boundary conditions.

Mode Clamped �Hz� Fixed �Hz� Free �Hz�

1 93.7 75.9 34.0
2 169 143 52.4
3 216 186 81.8
4 273 237 89.8
5 299 260 119
6 356 310 123
7 383 339 147
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FIG. 3. Evolution of frequencies with crowning without downbearing.
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�K + �Kg
*�q = �2Mq �13�

This approximation drives to fast calculus, because only
one calculus of K

g
* is needed. But it gives erroneous results

when the displacements are large enough.
In the case of large displacements, an iterative method

with an updated geometric rigidity Kg and shape of the
soundboard �* at each step of calculus are necessary. The
Newton–Raphson method has to be used.

Figure 4 shows the evolution of the first seven eigenfre-
quencies with these two methods, for the example where b
=1 �top of the crown=8 mm�. Significant differences occur,
particularly when the displacements become about the thick-
ness of the plate �8 mm�, that is large displacements. The
initial crown has also effects on these differences in fre-
quency �see Fig. 5�. When b=2 �top of the crown=16 mm�,

25% of differences occurs for �=10 mm �1.125 times the
thickness�. The linearized prestress model seems to be unac-
ceptable in this case and a complete nonlinear one is then
chosen.

III. EFFECT OF DOWNBEARING ON MODAL
FREQUENCIES

As known experimentally, the modal frequencies are no-
ticeably modified by the down-bearing. In the case of an
initially flat soundboard, the eigenfrequencies are only in-
creasing with downbearing. These results are presented in
Fig. 6 and are in a good qualitative concordance with the
experimental measurements. But when b=1, a new situation
is observed numerically �see Fig. 4�. The first frequency pri-
mary decreases then increases for the transverse displace-
ment � about 3.5 mm �about half of the thickness�. The first
decreasing of frequency comes from the global compression
introduced by the downbearing. In this case, the effects of
downbearing are in opposition with the initial crown. When
b�1 �Fig. 6�, the first frequency only decreases, the upper
range of downbearing 5000 N /m is not sufficient to induce a
global traction and then an increase of the eigenfrequencies.
These results are more or less identical for all modal frequen-
cies, but with different variations.

We tried to fit the evolution of the frequency as a poly-
nomial function of the loading parameter. Calculations have
shown the second degree function of Eq. �14� is sufficient to
obtain an excellent fit as one can see in Table III.

� �

�0
�2

= k0 + k1
�

e
+ k2��

e
�2

, �14�

where � is the eigenpulsation, �0 the eigenpulsation without
downbearing �, and e the thickness of the plate.

The values of the interpolating coefficients for different
crowns are presented Table III. This function models very
well the relation between the square of the pulsation �2 and
�, for all values of b. The value of k0 has to be equal to 1
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FIG. 4. Evolution of eigenfrequencies with the transverse loading for an initial crown b=1 with linearized �dashed� and nonlinear prestresses approaches
�non-dashed� �left� and a zoom on the first frequency �right�.
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because it gives the relation �=�0 without downbearing ��
=0�. The values of k1 give the initial slope. The sign of k1

seems to be independent of the eigenmode and is negative
for b�0 �due to the opposition between downbearing and
crown�. The quadratic term k2 is never negligible relatively
to k1, which characterizes the importance of taking into ac-
count the large displacements in the model. It is important to
note that the crown b affects these values. That means the
downbearing effects are very dependent of the initial crown.

A. Effects on mobility

1. The question of dissipation

The question of losses has not been considered in the
previous calculus. But the losses largely characterize the

soundboard, which acts as a strings vibration filter. There are
many sources of losses in the soundboard because of the
material, the radiation and the assembling with rim, ribs,
bridges and finally strings. Suzuki7 expressed these losses as
modal damping factor and found a value of 0.064 for the first
mode and about 0.02 for the others.

2. Examples of mobility

The experimental values of the damping �see H.
Suzuki7� are introduced in complement the finite element
results. The transverse mobility of the bridge Y is easy to
express as Y =v /F where 
 is the vertical velocity and F is
the vertical applied force. The mobility for the middle of the
treble bridge is presented Fig. 7.
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FIG. 6. Effects of downbearing on a flat soundboard �left� and the case b=2 �right�, using a geometric nonlinearity calculus.

TABLE III. Coefficients of the interpolating quadratic functions for b=0, b=1, and b=2.

Mode k2 k1 k0 Error max

1 0.212 0.421 0.992 8.00.10−3

2 0.0980 0.1871 0.999 2.10.10−3

3 0.0497 0.0796 1.00 4.43.10−4

4 0.0458 0.102 1.00 9.04.10−4

5 0.0425 0.0625 1.00 1.10.10−3

6 0.0435 0.0388 1.00 1.00.10−3

7 0.0156 0.0675 0.998 2.00.10−3

Mode k2 k1 k0 Error max
1 0.365 −0.293 0.994 8.10.10−3

2 0.150 −0.0410 1.00 2.86.10−4

3 0.0627 −0.0476 1.00 5.47.10−4

4 0.0658 −0.00260 1.00 3.30.10−4

5 0.0616 −0.0525 1.00 1.87.10−4

6 0.0586 −0.0647 1.00 4.16.10−4

7 0.0432 −0.0287 1.00 3.65.10−4

Mode k2 k1 k0 Error max
1 0.254 −0.766 1.00 2.90.10−3

2 0.136 −0.320 1.00 1.07.10−4

3 0.0640 −0.179 1.00 1.73.10−4

4 0.0594 −0.128 1.00 2.04.10−4

5 0.0519 −0.171 1.00 7.78.10−4

6 0.0606 −0.183 1.00 5.37.10−4

7 0.0461 −0.1304 1.00 4.80.10−5
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The general shape of the mobility is similar to the results
of the experimental literature in the range of �0,450 Hz� �see,
for example, H. Suzuki7�. One can see the noticeable effects
of the downbearing when b=0, as it has been shown experi-
mentally by Wogram.4 The modifications of frequencies have
been explained in a previous section.

The amplitude of the pics of mobility are also modified
by downbearing, due to the slight changes in the modal
shapes. When b=2, the mobility differs from the previous
case, and the tendancies are inverted.

IV. CONCLUSION

This numerical work describes the changes in the sound-
board vibrations due to the downbearing. To be correctly
modeled, the downbearing must be calculated with a geomet-
ric nonlinear approach with prestresses �including the hy-
pothesis of large displacements�, because a linear model
gives erroneous modal behavior in the range of the making
process. Frequencies and modal shapes are affected by this
part of piano makers know-how.

The experimental increase of eigenfrequencies is nu-
merically obtained for an initially flat soundboard. However,
the initial crown modifies largely these effects, introducing
an initial decrease of eigenfrequencies, and has to be consid-
ered for future experiments.

This work is part of a research about consequences of
making processes on the quality of musical instruments.
Even if this paper is focused on the mechanical effects of the
downbearing, the objective is to link these effects to changes

in perceivable timbre. An interesting way to create this link
is to include the results of this paper into some synthesis of
piano sounds.
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In this study the attenuation coefficient and dispersion �frequency dependence of phase velocity� are
measured using a phase sensitive �piezoelectric� receiver in a phantom in which two temporally
overlapping signals are detected, analogous to the fast and slow waves typically found in
measurements of cancellous bone. The phantom consisted of a flat and parallel Plexiglas™ plate
into which a step discontinuity was milled. The phase velocity and attenuation coefficient of the
plate were measured using both broadband and narrowband data and were calculated using standard
magnitude and phase spectroscopy techniques. The observed frequency dependence of the phase
velocity and attenuation coefficient exhibit significant changes in their frequency dependences as the
interrogating ultrasonic field is translated across the step discontinuity of the plate. Negative
dispersion is observed at specific spatial locations of the plate at which the attenuation coefficient
rises linearly with frequency, a behavior analogous to that of bone measurements reported in the
literature. For all sites investigated, broadband and narrowband data �3–7 MHz� demonstrate
excellent consistency. Evidence suggests that the interference between the two signals
simultaneously reaching the phase sensitive piezoelectric receiver is responsible for this negative
dispersion. © 2008 Acoustical Society of America. �DOI: 10.1121/1.2839893�

PACS number�s�: 43.80.Ev, 43.80.Jz, 43.80.Qf, 43.80.Vj �FD� Pages: 2407–2414

I. INTRODUCTION

A number of studies have addressed the anomalous
negative dispersion �decreasing phase velocity with increas-
ing frequency� widely observed in ultrasonic studies of bone
in vitro1–5 and in vivo.6 In those studies, for the sites that
display negative dispersion, the bone specimens investigated
typically exhibit an attenuation coefficient that rises approxi-
mately linearly with frequency. A positive dispersion might
be expected in these cases based on consideration of the
causality-induced Kramers–Kronig relations.7–9

In previous work we proposed an alternative explanation
of the observed negative dispersion and presented the results
of numerical simulations demonstrating that negative disper-
sion can result from the interference of two propagating
modes, each of which exhibits a positive dispersion, consis-
tent with the Kramers–Kronig predictions.10,11 The goal of
the present study is to demonstrate this negative dispersion
experimentally using the simplest example of a phantom that
is capable of producing two such interfering waves.

Most ultrasonic experimental data are acquired using
phase sensitive piezoelectric devices. Effects associated with
phase cancellation at a piezoelectric detector on ultrasonic
measurements have consistently been investigated over the
past fifty years.12–21 Artifacts resulting from phase aberra-
tions can manifest themselves as acoustic speckle in B-mode

images,22 or as gross overestimations of the �apparent� at-
tenuation coefficient.12,14,23 In a previous paper,21 we ad-
dressed the issue of phase cancellation at a phase sensitive
piezoelectric receiving aperture and its effect on the validity
of measurements made with an experimental setup sensitive
to phase cancellation errors. Other authors have addressed
these issues in bone, and have demonstrated the artifacts in-
herent in phase sensitive measurements.20,24,25

II. METHODS

A. Sample preparation

The phantom used in this investigation was con-
structed from a single sheet of polymethyl methacrylate
�Plexiglas™ � initially machined into a flat and parallel plate
2 in. �50.8 mm� long, 1 in. �25.4 mm� wide, and 0.5 in.
�12.7 mm� thick. The resulting plate then had a small step
discontinuity of 0.3 mm milled into one of its surfaces, as
seen in Fig. 1. This step size was chosen so that phase can-
cellation artifacts would occur at approximately the mid-
bandwidth frequency of the insonifying ultrasonic field,
which for our experiment was approximately 5 MHz. Addi-
tional details can be found in Bauer et al.21

B. Equipment and experimental setup

Through-transmission measurements were performed in
a water tank �T=21.50�0.02 °C� using separate transmit-
ting and receiving 5 MHz center frequency, 0.25 in. diam-a�Electronic Mail: james.g.miller@wustl.edu.
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eter, single element, unfocused, immersion transducers
�Panametrics V310; Waltham, MA�. The propagation path
between the transmitting and receiving transducers was 3 in.

Broadband measurements were collected by exciting the
transmitting transducer with a broadband radio frequency �rf�

pulse from a pulser/receiver �Panametrics 5800, Waltham,
MA� in through-transmission mode. The output of the re-
ceiving transducer was fed into the 50 � input of an 8-bit
digitizing oscilloscope �Tektronix 5052b, Beaverton, OR�.
The resulting time-domain broadband signals were digitized
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FIG. 1. Measured attenuation coefficient �second column� and phase velocity �third column� as a function of insonification location. Panels �a� and �f� show
the measured ultrasonic properties for the thin and thick regions, respectively. Panels �b�–�e� show the measured apparent ultrasonic properties as the
interrogating field traverses the step from the thin side to the thick side. The percentages shown serve as a qualitative description of the amount of the thin
and thick side of the plate interrogated by the ultrasonic field.
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at a 2.5 GS /s digitization rate �400 ps /pt� and temporally
averaged 256 times.

Narrowband measurements were performed using a
pulse/function generator �Hewlett-Packard HP8116A; Palo
Alto, CA� to create a sinusoidal tone burst at selected fre-
quencies from 3 to 7 MHz in steps of 500 kHz. The sinu-
soidal tone bursts were used to drive the transmitting trans-
ducer and the output from the receiving transducer was fed
into the 50 � input of the Tektronix 5052b oscilloscope. The
received time-domain narrowband signals were digitized at a
rate of 1.25 GS /s �800 ps /pt� and averaged 256 times. The
number of cycles in each tone burst was varied so that each
frequency component exhibited the same absolute band-
width. The length of the tone burst was chosen to be suffi-
ciently long �4 �s� to minimize correlation errors associated
with the transients occurring at the beginning and end of
each tone burst.

The phase velocity and attenuation properties of the
plastic were measured by utilizing a substitution method.26

Systematic measurements of different locations of the
stepped plastic plate were achieved by motion control �Aero-
tech Unidex 511; Pittsburgh, PA�. Values for the phase ve-
locity and attenuation of the Plexiglas plate uncomplicated
with details of the stepped region were obtained by averag-
ing the results 25 individual sites for the thin and thick re-
gions. The stepped region of the plate was investigated by
translating the region of insonification in increments of
0.050 mm �0.002 in.� from the thin region of the stepped
plastic plate to the thick region, as seen in Fig. 1. One hun-
dred and fifty one �151� sites were insonified across the step,
from the thin side of the plate to the thick side of the plate.
�Only selected regions are displayed in Fig. 1 for illustrative
purposes.�

C. Data

1. Broadband analysis

The data collected were analyzed using a phase spec-
troscopy broadband ultrasonic technique described
elsewhere.21 The frequency resolution of the acquired signals
was enhanced by zero padding the digitized time-domain
wave forms prior to data reduction in order to achieve an
interpolated frequency spacing of �� /2�=25 kHz between
successive data points. The frequency dependent phase ve-
locity, c���, of the sample was calculated by comparing the
difference in the phase spectra, ��, of the sample trace to
that of the reference trace,

c��� = cw� �d

�d + cw������ , �1�

where cw is the known speed of sound in the water27 and d is
the effective sample thickness. The effective sample thick-
ness in the region of the step was calculated by linearly in-
terpolating the sample thickness from the thin side, dthin, of
the plate to the thick side

d = dthin +
m

n
�x , �2�

where m=1,2 ,3 , . . . ,151, �x is the thickness of the step, and
n=151, the number of locations investigated across the step.

The amplitude attenuation coefficient of the sample �dB/
cm� is determined from a log-spectral subtraction
technique,28

����

=
20 log��Ũw����� − 20 log��Ũs����� + 10 log�Tws

I Tsw
I �

d
,

�3�

where �Ũw���� and �Ũs���� are the magnitudes of the Fourier
transforms of the water and sample path signals, and Tws

I and
Tsw

I are the intensity transmission coefficients of the water–
sample and sample–water interfaces, respectively.

D. Narrowband analysis

The received sample path and reference path narrow-
band signals were gated with a 10 �s rectangular window.
The narrowband phase velocity measurements of the stepped
plastic plate were calculated with a time-domain rf correla-
tion technique using a positive-peak criterion. The narrow-
band attenuation coefficient calculations were performed us-
ing Eq. �3� applied to each individual frequency component
transmitted in the total bandwidth.

III. RESULTS

The first column of Fig. 1 illustrates the experimental
procedure outlined in Sec. II A. As shown, the six horizontal
panels of Fig. 1 encompass the measured apparent ultrasonic
properties of the stepped plastic plate as the ultrasonic field
produced by the transmitting and receiving transducers
moves from the thin side of the plate, across the step, to the
thick side of the plate. The thin and thick percentages indi-
cated at the bottom of each panel are intended to give the
reader a qualitative measure of how much of the thick and
thin portions of the plate are interrogated by the ultrasonic
field, and are not meant as a quantitative description of the
behavior of the ultrasonic field at this location. The second
and third columns of Fig. 1 show the measured attenuation
coefficient and measured phase velocity as a function of lo-
cation along the stepped plastic plate.

Figure 1�a� shows the measured attenuation and phase
velocity for investigation of the thin, flat, and parallel portion
of the plate. Figures 1�b�–1�e� show the behavior of the mea-
sured attenuation coefficient and phase velocity as the
stepped region of the plate is moved through the ultrasonic
field from the thin side to the thick side. Figure 1�b� shows
the measured properties for the ultrasonic field that traverses
approximately 70% of the thin part of the plate and approxi-
mately 30% of the thick part. Figures 1�c� and 1�d� show the
measured attenuation and phase velocity as the incident ul-
trasonic field is approximately “cut in half” by the step,
though more of the thin side of the plate is present in Fig.
1�c� �51% thin 49% thick�, whereas more of the thick side is
present in the detected ultrasonic field in Fig. 1�d� �49% thin
51% thick�. Pictured in Fig. 1�e� are the measured ultrasonic
properties of the phase sensitively detected field where ap-
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proximately 30% of the field passes through the thin portion
of the plate and 70% of the field passes through the thick
portion of the plate. In Fig. 1�f�, the measured attenuation
coefficient and phase velocity for the investigation of the
thick, flat, and parallel side of the plate are presented.

Figure 2 shows the comparison of broadband and nar-
rowband measurements made on the 100% thin and 100%
thick sides of the stepped plastic plate. As shown, the attenu-
ation and phase velocity properties of both regions agree
within the experimental uncertainty for both broadband and
narrowband measurements. Error bars for the attenuation

coefficient data are too small to be seen on this plot, and are
not shown. The errors bars shown in the phase velocity plot
are two standard deviations from the mean of the broadband
measurements made by averaging the results of 25 sites. The
phase velocity data of the 100% thin and 100% thick regions
do not statistically differ. The broadband and narrowband
measurements within the stepped region of the plate are
compared in Fig. 3. The broadband and narrowband data
were collected from the same spatial locations along the
stepped plastic plate, and represent the same locations illus-
trated in Fig. 1.
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FIG. 2. Broadband and narrowband
phase velocity and attenuation coeffi-
cient measurements of the thin and
thick sides of the stepped plastic plate.
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attenuation measurements of the stepped region of the
plate as a function of insonification location. The rows
correspond to panels �b�–�e� of Fig. 1.
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IV. DISCUSSION

For the flat and parallel regions of the plate, an attenua-
tion coefficient that rises approximately linearly with fre-
quency, as well as an approximately logarithmically increas-
ing phase velocity was observed, and is shown in Figs. 1�a�,
1�e�, and 2. The behavior of the ultrasonic field as it passes
through the flat and parallel �thick and thin� regions of the
plate remains relatively undisturbed when compared with
that of the field emerging from the stepped region of the
plate. After compensation for the sample thickness, the at-
tenuation coefficient and phase velocity of the thin and thick
regions of the plate are nearly identical as shown in Fig. 2.
However, a comparison of the ultrasonic properties in Figs.
1�b� and 1�e� with those of Figs. 1�a� and 1�f�, indicate that
even a modest amount of the step discontinuity introduced to
the system results in dramatic changes in measurements of
ultrasonic properties obtained with a phase sensitive piezo-
electric receiver. The data presented in Figs. 1�c� and 1�d�
serve as extreme examples of how a phase aberrating me-
dium affects the apparent properties of a sample when they
are detected by a phase sensitive aperture.

A. Attenuation coefficient

The trend in the frequency dependence of the attenua-
tion coefficient in Figs. 1�a�–1�f� can be explained by con-
sidering the phase fronts of the incident ultrasonic field as
they pass through the step. When the two transducers are
transmitting and receiving a broadband pulse through the flat
and parallel sides of the plate, the frequencies contained in
the pulse �with a −6 dB bandwidth of 3–7 MHz� are attenu-
ated in a uniform way, commensurate with the native attenu-
ation properties of the sample. Because these surfaces are
nominally flat and parallel, the planes of constant phase en-
tering the sample remain constant as they emerge from the
plastic plate. If, instead, the ultrasonic field begins to traverse
the stepped region of the plate, the phase fronts of the field
passing through the thin portion of the plate will be out of
phase with those passing though the thick portion of the plate
by an amount, ��= �kw−ks��x, where kw and ks are the wave
numbers of the water and sample, respectively, and �x is the
step thickness. This step thickness was chosen so that �ap-
proximately� the 5 MHz component of the incident ultra-
sonic field, when emerging from the stepped region of the
plate, would be nominally cancelled upon detection with a
phase sensitive aperture.21 Because the phase of the wave
fronts passing through the thicker part of the plate are ad-
vanced by an odd multiple of � radians relative to the phase
fronts emerging from the thinner region, the charge distribu-

tion induced on the receiving piezoelectric transducer, when
summed across the receiver, nominally cancels the 5 MHz
component of the incident field. The frequency components
above and below 5 MHz are progressively less and less out
of phase with each other. The apparent attenuation coeffi-
cient therefore reaches a maximum near 5 MHz and de-
creases slowly on either side of this frequency to that of the
native attenuation coefficient of the sample.

B. Phase velocity

As the transmitted field progresses from the thin region
of the plate to the thick region of the plate, the behavior of
the apparent phase velocity appears to be more complicated
than that of the apparent attenuation coefficient. The appar-
ent phase velocity starts as an approximately logarithmically
increasing function of frequency �Fig. 1�a��, but begins to
deform as a result of the step’s influence on the transmitted
ultrasonic field. As the insonifying field further progresses
towards the step �Fig. 1�b��, this deformation increases and
the apparent phase velocity goes through its maximum in
dispersion with a specific curvature �Fig. 1�c��. As the field
continues towards the thick side of the plate, the sign of the
curvature of the apparent phase velocity changes �Fig.
1�d��—the data are reflected about a horizontal axis—and
then the apparent phase velocity gradually returns to its loga-
rithmic dependence on frequency, the native dispersion of
the sample �Fig. 1�f��.

This trend can be accounted for by writing the ultrasonic
field incident on the stepped plastic plate as two signals: one
signal, 	Thin, describing the portion of the field traversing
the thin region of the plate, and another signal, 	Thick, that
describes the portion of the field traveling through the thick
region of the plate. The ultrasonic field, 	, is then a super-
position of these two signals:

	 = 	Thin + 	Thick. �4�

This superimposed signal will be referred to as a mixed sig-
nal. The role each signal plays in the detected ultrasonic
field, and ultimately the phase velocity, becomes apparent by
writing 	Thin and 	Thick as a complex phasor in polar �mag-
nitude and phase� form,

	̃�x = L,�� = �	̃Thin����ei�Thin + �	̃Thick����ei�Thick, �5�

where �	̃Thin���� and �	̃Thick���� are the complex magnitudes
of the thin and thick signals, and �Thin and �Thick are the
phases of the thin and thick signals, respectively.

After some algebraic manipulation, the overall phase of
the mixed signal can be written in terms of its real and
imaginary parts as

�Mixed��� = a tan� �	̃Thin����sin��Thin���� + �	̃Thick����sin��Thick����

�	̃Thin����cos��Thin���� + �	̃Thick����cos��Thick����
� + 2�m, �6�
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where the factor of 2�m comes from the ambiguity resulting
from a four quadrant inverse tangent operation.29 The phases
of the thin and thick signals are themselves also ambiguous
to an integer multiple of 2�. As noted in Trousil, et al.,29 an
improper choice of m results in dramatic changes in the ap-
parent dispersion, so it is often possible to infer the proper
choice of m based on some a priori knowledge about the
system under investigation.

It is clear from Eq. �6� that the phase of the overall
mixed signal is a function of the magnitudes and phases of
the individual thin and thick signals. In the limit that the
transmitting and receiving transducers are only interrogating
the thin region, the detected ultrasonic field is only a function
of the magnitude and phase of the thin signal, and similarly
for the thick signal. The interesting behavior arises as a result
of the superposition, or interference, of these two signals as
the magnitude of one signal dominates that of the other in
their relative contributions to the mixed signal. The reflection
in the curvature of the measured apparent phase velocity oc-
curs because the phasor of the mixed signal at 5 MHz under-
goes an abrupt 180° rotation in the complex phase plane as
the ultrasonic field traverses from the thin side of the plate to
the thick side �Figs. 1�c� and 1�d��. As the field approaches
the step discontinuity, the mixed signal becomes composed
approximately of equal parts thin and thick signal, with a
slightly greater contribution from the thin signal �Fig. 1�c��.
As the beam crosses the step, the mixed signal suddenly
receives a greater contribution from the thick signal �Fig.
1�d��. The 5 MHz phasor of the mixed signal therefore im-
mediately rotates 180° in the complex phase plane as the
second signal becomes more dominant. Because the thin and
thick signals are nominally � radians out of phase at 5 MHz,
higher frequencies contained within the experimental band-
width have rotated almost completely around the complex
phase plane, thus almost moving from one phase sheet �e.g.,
the phase sheet of the lower frequencies� to the next �the
phase sheet of the higher frequencies�. In the context of the
phase sheet offset discussed in Trousil et al.,29 the frequen-
cies from �5 to 7 MHz have a phase sheet offset of +1 /2 in
Fig. 1�c� and −1 /2 in Fig. 1�d� relative to the frequencies
from 3 to 5 MHz.

The results of Fig. 1 indicate that given two measure-
ments of the phase velocity in this stepped plastic plate, one
could measure two different phase velocity values. For in-
stance, in Figs. 1�c� and 1�d�, at 6 MHz, one could measure
a phase velocity of 2690 m /s while insonifying one site,
whereas another measurement taken 100 �m away would
yield a result of 2809 m /s. This apparent inconsistency is
due to the standard method used to measure the phase veloc-
ity of a sample supporting two temporally overlapping sig-
nals with broadband spectroscopic techniques on data col-
lected with phase sensitive devices.

If the two waves were of finite extent, and were able to
be temporally gated from one another, then this apparent
inconsistency could be resolved. By isolating the two signals
from one another �e.g., by using a gate applied in the time
domain�, the native ultrasonic properties underlying each
wave could be determined. However, when a single rf signal
is detected, regardless of the constituent waves or modes

superposed to create it, one is left with little choice but to use
traditional phase spectroscopy �i.e., treating the received sig-
nal as a single signal�.

C. Narrowband

Because of the initially puzzling behavior of the broad-
band phase velocity data, narrowband measurements were
carried out over the same spatial locations as the broadband
measurements. As a check on the consistency of the broad-
band measurements, Figs. 2 and 3 demonstrate the marked
agreement between the broadband and narrowband data over
the flat and parallel sides of the plate, as well as over the
stepped portion, respectively. For all narrowband frequency
components used to interrogate the sample, a positive peak
correlation method was used to determine the appropriate
time shift between the sample path and water path rf signals.
The 4.5 and 5 MHz components of the 51% thin 49% thick
and 49% thin 51% thick narrowband data are not shown in
Fig. 3. For these four points the positive peak correlation
criterion gave results consistent with a phase sheet offset of
2�.29 That is, if the next nearest peak in the correlation wave
was chosen as the appropriate time shift, these four data
points would lie directly on top of the broadband data, in line
with the other narrowband data points. Even without these
four points, the narrowband results agree quite well with the
broadband data collected over this phantom.

D. Negative dispersion

The results of measuring selected locations across the
phantom used in this study �over a slightly different band-
width than that of Figs. 1–3� are shown in Fig. 4. The band-
width of 2.25 to 4.5 MHz was chosen to illustrate a specific
behavior that is characteristic of many measurements on
bone. Over this bandwidth, spanning a factor of 2 in fre-
quency, the data exhibit many apparent attenuation coeffi-
cients, all of which increase approximately linearly with fre-
quency. Yet over this same bandwidth, at exactly the same
sites, an apparent phase velocity is measured that appears to
decrease with increasing frequency �i.e., to exhibit negative
dispersion.�

The slope of the attenuation coefficient plotted as a func-
tion of frequency is often used to characterize biological ma-
terials. Researchers who investigate bone refer to this param-
eter as normalized broadband ultrasound attenuation, or
nBUA. Fig. 4 clearly shows that one can measure many dif-
ferent apparent slopes of attenuation, or nBUA, for which
one finds an apparently negative dispersion even though the
material itself exhibits a positive dispersion as shown in Fig.
2. �For clarity, only a few locations from the total observed
on the plate displaying negative dispersion are shown in Fig.
4.�

In Waters and Hoffmeister,3 rf data from trabecular bone
samples exhibiting three different mass densities are shown
�low, medium, and high�. It was observed that even for low-
density specimens, for which a seemingly undistorted rf is
obtained, one could still measure negative dispersion. In Fig.
5 of the present manuscript, three different time-domain ul-
trasonic signals �typical of data collected for this study� are
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shown. The left-most panel shows an rf signal acquired from
the 100% thin side of the plate. To the right are two different
rf signals acquired as one insonifies locations closer and
closer to the step, 80% thin 20% thick and 51% thin 49%
thick, respectively. Even when a modest amount of the step
is interrogated by the ultrasonic field, and then when the
observed rf signal appears to be relatively undistorted, one
still measures a linearly increasing attenuation coefficient
with an apparently negative dispersion. Hence the presence
of only a small amplitude of a second signal �in bone, for
example, a fast wave mode in a signal dominated by a slow
wave mode, or visa versa� could account for the presence of
negative dispersion observed in many measurements of
bone.1–6 This hypothesis is the basis for a model introduced
by our laboratory that might account for the measurements of
�anomalous� negative dispersion observed in studies of can-
cellous bone.11 More sophisticated models, such as the strati-
fied model30–32 or extensions of the porous media model of
Biot,33–35 will be necessary to account for the detailed behav-

ior of bone. But such models are likely to include the simul-
taneous existence of multiple modes of propagation, which is
the fundamental feature of the unsophisticated phantom em-
ployed in the present experiment to demonstrate the under-
lying physics resulting in apparent negative dispersion.

E. Limitations of the present study

The ultrasonic frequencies used to investigate the phan-
tom described in this study are substantially higher than
those typically used in the quantitative ultrasonic study of
bone. However, the range of frequencies �3–7 MHz� repre-
sents a fractional bandwidth similar to that employed in
many studies of bone �300–700 kHz�.

The sample used in the present study was not capable of
propagating fast and slow modes, nor did it exhibit the ultra-
sonic attenuation and speed of sound of cancellous bone. The
purpose of this study was to address the frequency depen-
dence of an apparent attenuation coefficient and an apparent
phase velocity of a sample that mimicked the anomalous
properties of those often reported for cancellous bone: a lin-
early increasing attenuation coefficient and a negatively de-
creasing phase velocity. The sample with which we chose to
pursue this goal was designed to be the simplest possible
type of phantom that could propagate two temporally over-
lapping signals. The goal was to illustrate the fact that when
one detects two overlapping signals, analogous to the super-
imposed fast and slow modes common to studies of cancel-
lous bone, it is possible for traditional phase spectroscopy to
yield negative dispersion.

We suggest that for some signals transmitted through
cancellous bone, one often cannot distinguish whether there
are, in fact, two superimposed signals. For low and medium
density cancellous bone,3 the acquired signal through the
bone can be a single rf signal that appears relatively undis-
torted, yet this signal might be comprised of two modes. The
potential misinterpretations of this undistorted signal are the
focus of this manuscript.

The mechanism described in this manuscript may not be
the sole explanation for the observation of negative disper-
sion. Scattering and mode conversion within the stratified
microarchitecture of the trabeculae presumably result in
complex signals that may contribute to other sources of
negative dispersion. Although the totality of possible sources
of the causal inconsistency between a linearly increasing at-
tenuation coefficient and a simultaneously decreasing with
frequency phase velocity remains unclear, evidence in this
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study suggests that the anomalous dispersion observed in
ultrasonic studies of cancellous bone can arise from an inter-
ference between two waves, such as the fast and slow waves
predicted by Biot theory.

V. SUMMARY

Broadband and narrowband measurements were made
on two overlapping signals arising from propagation through
a simple phantom. The phase sensitively measured broad-
band phase velocity and attenuation coefficient were ob-
served to undergo drastic changes in frequency dependence
as a function of location on the sample. Despite this behav-
ior, narrowband measurements agreed very well with broad-
band data taken at the same spatial locations. Further, it was
possible to measure negative dispersion at sites exhibiting a
linearly increasing attenuation coefficient, in contrast to what
might be expected based on the nearly local form of the
once-subtracted Kramers–Kronig equations.
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This paper is devoted to the experimental determination of distinctive macroscopic structural
�porosity, tortuosity, and permeability� and mechanical �Biot–Willis elastic constants� properties of
human trabecular bones. Then, the obtained data may serve as input parameters for modeling wave
propagation in cancellous bones using Biot’s theory. The goal of the study was to obtain
experimentally those characteristics for statistically representative group of human bones �35
specimens� obtained from a single skeletal site �proximal femur�. The structural parameters were
determined using techniques devoted to the characterization of porous materials: electrical
spectroscopy, water permeametry, and microcomputer tomography. The macroscopic mechanical
properties, Biot–Willis elastic constants, were derived based on the theoretical consideration of
Biot’s theory, micromechanical statistical models, and experimental results of ultrasonic studies for
unsaturated cancellous bones. Our results concerning structural parameters are consistent with the
data presented by the other authors, while macroscopic mechanical properties measured within our
studies are situated between the other published data. The discrepancies are mainly attributed to
different mechanical properties of the skeleton frame, due to strong structural anisotropy varying
from site to site. The results enlighten the difficulty to use Biot’s theory for modeling wave
propagation in cancellous bone, implying necessity of individual evaluation of input parameters.
© 2008 Acoustical Society of America. �DOI: 10.1121/1.2839016�

PACS number�s�: 43.80.Ev, 43.80.Qf, 43.80.Cs, 43.20.Jr �KA� Pages: 2415–2423

I. INTRODUCTION

Quantitative ultrasound has received significant attention
during the last decade, for its potential to noninvasive assess-
ment of bone quality, in particular in the context of os-
teoporosis �Williams, 1992; Williams et al., 1996; Hosokawa
and Otani, 1997, 1998; Haire and Langton, 1999; Hughes et
al., 1999, 2003, 2006; Laugier et al., 1997; Padilla and
Laugier, 2000; Kaczmarek et al., 2002, 2005; Lee et al.,
2003; Fellah et al., 2004; Sebaa et al., 2006; Wear et al.,
2005; Wear, 2007�. Compared to reference x-ray absorptiom-
etry techniques, which measure the amount of bone mineral
content, ultrasound is sensitive not only to bone mass but
also to structural and material properties of the propagation
medium. Therefore, it should allow an advanced assessment
of bone strength. Despite the relatively large number of mul-
tidisciplinary approaches reported so far, the potential of ul-
trasound techniques is not fully exploited yet because of mis-
understanding of basic physical mechanisms implied in the
interaction between the ultrasound and bone structure. There-
fore, currently one of the important issues is to develop a

comprehensive theoretical model, which will be helpful in
solving the inverse problem, i.e., in extracting bone struc-
tural and mechanical properties from ultrasonic measure-
ments. Modeling propagation of ultrasound in trabecular
bone �also termed cancellous or spongious bone� is difficult
because of the complexity of the medium. Trabecular bone at
the macroscopic level is a two-phase, anisotropic material
composed of solid rod-like or plate-like skeleton filled in
vivo with viscous fluid-like marrow �Baron, 1999�. Consid-
ering ultrasonic wave propagation in trabecular bone, both
the mechanical properties as well as the structure strongly
influence wave parameters such as attenuation and velocity.
As theoretical basis for modeling elastic wave propagation in
cancellous bone, mostly two-phase theory of dynamics of
fluid-saturated porous materials proposed by Biot
�1956a,b�and extended by Johnson et al. �1994a,b� has been
used �Williams, 1992; Williams et al., 1996; Haire and Lang-
ton, 1999; Hosokawa and Otani, 1998, 1997; Padilla and
Laugier, 2000; Kaczmarek et al., 2002, 2005; Lee et al.,
2003; Fellah et al., 2004; Wear et al., 2005; Sebaa et al.,
2006�. However, currently no consensus has been reached
among the researchers working in the field about the rel-
evance of Biot’s theory for modeling of wave propagation. A
reasonable agreement between Biot’s theory and experiments
has consistently been obtained when the phase velocity was
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considered �Williams, 1992; Williams et al., 1996;
Hosokawa and Otani, 1997, 1998; Padilla and Laugier, 2000;
Wear et al., 2005; Wear, 2007�. However, in the case of
attenuation, significant discrepancies were observed between
predictions reported by different authors �Williams et al.,
1996; Kaczmarek et al., 2002, 2005; Lee et al., 2003; Fellah
et al., 2004�. One of the reasons for the discrepancy between
predictions obtained by different laboratories comes from the
difficulties in measurements of many input parameters, with
high accuracy, required by the model. While these param-
eters vary from one specimen to another, usually generic
�constant� values are used in the model. These parameters are
three macroscopic pore structure parameters �porosity, per-
meability, and tortuosity�, mechanical properties of the solid
frame, as well as physical and mechanical properties of the
solid, the fluid phase.

Measurements of porosity of human and bovine cancel-
lous bone has been reported by many authors. Usually po-
rosity is calculated from three-dimensional �3D� microcom-
puted tomography ��CT� �Salome et al., 1999� or measured
using Archimede’s principle by weighting dry and fully satu-
rated bone specimens �Williams et al., 1996; Hosokawa and
Otani, 1997, 1998; Wear et al., 2005�. The values of porosity
for human cancellous bones vary from 55% to 95%, depend-
ing on the anatomical site and bone status.

Permeability is the physical property that measures the
ability of a fluid to filter through a porous medium. The
published values of permeability for human cancellous bones
range over three orders of magnitude and depend strongly on
porosity and anatomical site �Arramon and Naumann, 2001;
Grimm and Williams, 1997; Nauman et al., 1999�. Arramon
and Naumann �2001� reported permeability values for both
human and animal cancellous bones. They concluded that
generally animal bones are more permeable than human
bones, mainly because of their higher porosity. For human
femoral bone with a porosity ranging from 60% to 95%, the
permeability was found to vary from 5�10−6 to 1
�10−4 cm2, respectively. Grimm and Williams �1997� pub-
lished the results of permeability measurements in human
calcaneal trabecular bone using linseedoil as the flowing me-
dium. Their results ranged from 0.1 to 1.1�10−6 cm2 �for
porosity values between 78% to 93%� and correlated
strongly with porosity �r2=0.91�. Nauman et al. �1999�,
compared the permeability of human vertebral and femoral
bone specimens measured for two different flow directions
�longitudinal and transverse�. They reported that permeabil-
ity is strongly influenced by both: �i� relative orientation be-
tween flow direction and the principal orientation of trabecu-
lar network �p�0.0001� and �ii� anatomic site �p�0.0001�.
For vertebral specimens, permeability for longitudinal and
transverse directions were found to be 8�10−5 and 3.6
�10−5 cm2, while for femoral specimens the values for those
two directions were 10−6 and 2.8�10−6 cm2, respectively.

Only a few papers report tortuosity values for human
cancellous bones. Tortuosity values of human calcaneus ob-
tained by Williams et al. �1996� using the electrical spectros-
copy method were found between 1.6 and 2.3 for porosities
ranging from 58% to 82%. Wear et al. �2005� following Wil-
liams �1992� and Hosokawa and Otani �1997, 1998� calcu-

lated the tortuosity from the relation tortuosity=1−s�1
−1 / porosity�, where the structural parameter s was assumed
to be 0.25. He calculated tortuosity values between 1.01 and
1.16 for narrow porosity range of 86%–97% �Wear et al.,
2005�. Fellah et al. �2004� and Sebaa et al. �2006� have
measured the tortuosity of three unsaturated human cancel-
lous bone samples �porosities of 83%, 77%, 88%� using a
wave reflectometry method. Their results �tortuosity values
of 1.05, 1.01, and 1.02� are generally lower than that ob-
tained by the other authors using electrical spectroscopy
method. Finally, Attenborough et al. �2005� measured tortu-
osity as a function of structural anisotropy and porosity for
“original” and “inverse” air-filled stereolithographical bone
replicas using audio-frequency pulses. Their results obtained
for three perpendicular directions of original replica of femo-
ral head bone �having porosity about 74%� range from 1.274
to 1.694. They confirmed anisotropy in the tortuosity and
that the value of tortuosity decreases as porosity increases.

Macroscopic elastic coefficients of the saturated porous
frame, usually denoted as P, Q, and R �see Eq. �7��, intro-
duced by Biot and Willis �1957�, are related to the bulk and
shear moduli of the solid skeleton �N ,Kb� as well as to the
intrinsic bulk compression moduli of the solid �Ks� and fluid
phases �Kf�. To the authors’ knowledge, no study focused on
the determination of the Biot–Willis elastic coefficients for
human cancellous bones has been reported. However, each
time Biot’s theory is applied for modeling wave propagation
in cancellous bone, these coefficients need to be calculated or
estimated. Usually, intrinsic physical and mechanical proper-
ties of each phase are assumed �extracted from literature�, or,
when it is possible, measured by means of modern experi-
mental techniques like atomic force microscopy �Hengs-
berger et al., 2001�, nanoidentation method �Zysset et al.,
1999�, or acoustical microscopy �Turner et al., 1999; Lit-
niewski, 2005�. Once the intrinsic material properties are
known, micromechanical models �e.g., Biot and Willis,
1957; Bourbie et al., 1987; Roberts and Garboczi, 2002a,b�
can be applied in order to calculate values for bulk and shear
modulus of the solid frame �Kaczmarek et al., 2005�. The
intrinsic properties of marrow or water commonly filling the
pore space are taken from the literature �Hosokawa and Ot-
ani, 1997, 1998; Kaczmarek et al., 2002, 2005; Fellah et al.,
2004; Wear et al., 2005�.

The absence of comprehensive study reporting measure-
ments, for the same set of bone specimens, mechanical, and
structural properties required by the Biot model motivated
the present work. Our study aims at providing an experimen-
tal determination of these parameters for a statistically rep-
resentative group of cancellous bone specimens, collected
from the same anatomical site. Therefore, within the present
paper combined experimental and theoretical approaches are
used to measure the material, structural, and elastic param-
eters for the set of 35 human trabecular bone samples ob-
tained from proximal femur. The results are compared with
the values reported in the literature. In a subsequent paper,
these individual parameters will be used to predict phase
velocity and attenuation according to the macroscopic two-
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phase Biot’s model. The relevance of the theory will be
evaluated by comparison of the model predictions and ex-
perimental data obtained from ultrasonic studies.

II. BONE SPECIMENS AND EXPERIMENTAL SETUP

A. Bone specimens

Twenty-eight human right femur specimens were dis-
sected from fresh cadavers �9 women, mean age of 78�11
years, age range 55–91; and 21 men, mean age of 71�10
years, age range 45–86�. Ethical approval for collection of
samples was granted by the Human Ethics Committee of the
Institute of Anatomy at the University René Descartes �Paris,
France�. The tissue donors or their legal guardians provided
informed written consent to provide their tissues for investi-
gation, in accord with legal clauses stated in the French Code
of Public Health �Code de la Sant Publique Français�. None
of the donors underwent femoral prosthesis surgery. The
skeletal status of the donors was undocumented. The speci-
mens were stored at −20 °C after dissection. The bone speci-
mens were prepared in several steps. The femoral head and
the diaphysis were first removed leaving the proximal part of
the femur �neck and trochanter�. Slices of trabecular bone
with parallel faces and 10 mm thickness were cut from the
proximal femur, in the plane defined by the cephalo-caudal
and medio-lateral directions using a circular saw under con-
tinuous irrigation. The samples thickness was measured us-
ing an electronic caliper. Finally, cylindrical cores were ma-
chined in the prepared specimens �typically 10 mm in height
and 8 mm in diameter�, leading to a total of 35 cores speci-
mens. The specimens were defatted using a dichloromethane
�C2H2C12� solution �immersion for two or three days� and
water jet. They were stored in air at room temperature after
marrow removal.

B. Measurements of porosity

Porosity was measured from 3D reconstructions of the
trabecular structures obtained after scanning the specimens
with high resolution synchrotron radiation �SR� �CT at the
European Synchrotron Radiation Facility �ESRF, Grenoble,
France�. SR �CT allows 3D reconstruction of volumes with
an isotropic spatial resolution of 10 �m. The detailed de-
scription of the experimental device has been reported else-
where �Salome et al., 1999�. Starting with 3D data sets re-
constructed from projections of the bone samples, a global
threshold was applied to separate bone from background,
leading to 3D binary data sets from which the bone volume
fraction �bone volume/total volume, BV /TV=1 porosity�
could be extracted. Because the reconstructed 3D data sets
provide complete information on the bone volume, no model
assumption is required to obtain the porosity �Nuzzo et al.,
2002�. Porosity is denoted fv in what follows.

C. Measurement of skeleton material density

The mass of the specimens �mS� was measured precisely
using a high precision ��ms=0.1 mg� balance �TB-224 Den-
ver Instruments GmBH, Göttingen, Germany�. Then, the

density of solid phase ��s� constituting the skeleton of the
porous material was derived as the ratio of the mass over the
bone volume BV:

�s = ms/BV. �1�

D. Permeability measurements

Permeability measurements have been performed for
water saturated bone samples. Because of the high porosity
and relatively high permeability of cancellous bone, the fall-
ing head method was applied using custom-made digital sys-
tem for falling time measurement. Satisfying the condition
for laminar flow through the bone samples �Reynolds
number=1 �Arramon and Naumann �2001��, intrinsic perme-
ability k was determined based on Darcy’s law of fluid flow
through porous media accordingly to the following formula:

k =
�

� fg

a2

A2

L

ti+1 − ti
ln� hi

hi+1
� . �2�

In Eq. �2�, L denotes sample thickness, � is the dynamic
viscosity, � f is the fluid density, g is acceleration due to grav-
ity, ti is the time corresponding to the hydraulic head height
hi, A and a are cross-sectional area of the sample and the
measuring tube, respectively. In order to improve the accu-
racy of the method, a four points time control system �in-
stead of standard two points� was used. Permeability was
calculated as an average value of six measurements: two se-
ries of three measurements with intermediate repositioning
between the two series.

E. Tortuosity measurements

Tortuosity was determined using an electrical spectros-
copy method �Lukowski et al., 2000�. The experimental
setup for conductivity measurements includes: the chamber
made from transparent PVC, system of two electrodes made
from stainless steel, and the RLC electrical bridge �HIOKI
3532 LCR HiTester, HIOKI E.E. Corporation, Nagano, Ja-
pan�. Prior to the experiments, cancellous bone specimens
were saturated under vacuum with isotonic physiological liq-
uid �0.15 mol /L of NaCl�. It is worth noticing that the de-
termination of the formation factor and then tortuosity ��T�
using conductometric method on porous samples filled with
conducting liquid is possible in the case when the volume
conductance dominates over the surface conductance
�Brown, 1980; Lukowski et al., 2000�. Given that, the tortu-
osity was determined from the consecutive measurements of
the conductivity of the electrolyte �	E� and the bone speci-
men filled with electrolyte �	B� �Brown, 1980; Lukowski
et al., 2000�. The tortuosity is given by the relation �Brown,
1980; Lukowski et al., 2000�:

�T = fv
	E

	B
. �3�
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F. Estimation of shear and bulk modulus of solid
skeleton from ultrasonic measurements

The shear �N� and bulk �Kb� moduli of the solid frame
can be derived based on the knowledge of the speed of sound
of the longitudinal �VL� and shear waves �VSH� propagating
in dry bone, the density of the solid skeleton ��s�, and the
porosity �fv�. Assuming that the frame is isotropic and is
composed by homogeneous material the relationships pro-
posed by Bourbie et al. �1987� and Cieszko et al. �2000�
allows one to calculate these moduli:

N = VSH
2 �1 − fv��s, Kb = �1 − fv��s�VL

2 − 4
3VSH

2 � , �4�

The longitudinal wave velocity of the skeleton frame was
estimated by transmission measurements through the unsat-
urated bone specimens. A pair of longitudinal contact ultra-
sonic transducers of center frequency 0.5 MHz �Panametrics
V101-RB, Waltham, MA� was excited by a high voltage
pulser-receiver �Panametrics 5058PR� and the signal was ac-
quired by Digital Storage Oscilloscope �DSO-28200, Link
Instruments Inc., Fairfield NJ�. A shear wave couplant �SWC
Panametrics, Waltham, MA� was used between the probes
and the specimens. The transducer frequency of 0.5 MHz
was selected in order to ensure propagation of bulk wave in
the bone samples and to avoid propagation of a bar mode
that appears at lower frequencies. Typical diameter of the
specimens was 8 mm �see Sec. II A� therefore for 0.5 MHz
frequency measured wavelengths range approximately from
3 to 5 mm. Given that, one can conclude that the lateral
dimensions of our specimens are not significantly smaller
than the wavelengths and necessary condition for propaga-
tion of bulk wave is fulfilled �Achenbach, 1980; Nicholson
and Strelitzki, 1999�. For each specimen the transmission
time of flight was evaluated automatically as the first sample
after the uniform threshold set as 5% of maximum amplitude
of the transmitted pulse. The speed of sound was then de-
rived as the ratio between the thickness of the specimens,
measured by digital caliper �Mitutoyo Corp., Japan� having
0.01 mm precision, and the time of flight. Tests were made to
measure the propagation of a shear wave through the dry
specimens, but it was observed that two kinds of waves �lon-
gitudinal and shear� were generated simultaneously by the
shear wave transducer with comparable amplitudes. As a re-
sult, in most cases it was not possible to distinguish the pulse
associated with the shear wave from the signal associated
with the longitudinal wave. Therefore, it was decided to de-
rive the shear wave velocity of the skeleton frame, assuming
bone to be isotropic and using the following relationship
�Achenbach, 1980�:

VSH = VL� 1 − 2
b

2�1 − 
b�
, �5�

where 
b is the Poisson ratio of the skeleton frame. Kacz-
marek et al. �2005� showed that for cancellous bones 
b can
be related to the porosity and Poisson ratio of bone tissue
�
s� according to the equation proposed by Roberts and Gar-
boczi �2002a�:


b = 
s +
fv�0.233 − 
s�

0.886
, �6�

where 
s was assumed to be 0.3, an average value of the
measured Poisson ratio in cortical bone �Shahar et al., 2007�.
Equation �6� was proposed by Roberts and Garboczi
�2002a,b�, who have calculated the relationship between me-
chanical properties of the porous materials at the micro-
scopic and macroscopic levels, based on various statistical
3D random models of microstructure. From this study, the
so-called Gaussian open-cell model was chosen, because the
structure described by this model is very similar to the struc-
ture observed in cancellous bones �Gibson, 1985�.

G. Derivation of the Biot–Willis elastic constants

The shear �N� and bulk �Kb� moduli of the skeleton
frame were obtained, based on the results from ultrasonic
measurements of our unsaturated bone specimens. Assuming
then mechanical properties of the fluid �Kf =2.25 GPa for
water� and solid phase �Ks=10.8 GPa for bone tissue—Sebaa
et al. �2006�� and knowing the porosity fv from the measure-
ments, it was possible to derive the so-called macroscopic
Biot–Willis elastic constants �P ,Q ,R� for water-saturated
cancellous bone. Following Biot and Willis �1957� these con-
stants can be defined as

P =
�1 − fv��1 − fv − Kb/Ks�Ks + fvKbKs/Kf

1 − fv − Kb/Ks + fvKs/Kf
,

Q =
fv�1 − fv − Kb/Ks�Ks

1 − fv − Kb/Ks + fvKs/Kf
, �7�

R =
fv

2Ks

1 − fv − Kb/Ks + fvKs/Kf
.

III. RESULTS AND DISCUSSION

Porosity measured by SR �CT within our studies ranges
from 67% to 96% �mean value�s.d.:88�6% �. These val-
ues are in the range of published values for cancellous bone
at other skeletal sites �Chaffai et al., 2000; Lundeen et al.,
2000; Chappard et al., 2006; Khosla et al., 2006�.

Density of the solid phase ��s� was found to be in the
range 1.04–1.88 g /cm3 �mean value 1.46�0.06 g /cm3�.
The results are consistent with those obtained by Morgan
et al. �2003� and Keaveny and Hayes �1993�, who reported
values ranging from 1.76 to 2.41 g /cm3 and from 1.6 to
2.2 g /cm3, respectively. It is worth noticing that for a few
samples the obtained density was low �around 1.1 g /cm3�.
Because no information about the pathological status of the
donors is available, it is difficult to interpret these low values
of material density.

Figure 1 shows intrinsic permeability as a function of
porosity. Both quantities are significantly correlated �Spear-
man rank correlation coefficient rs=0.66, p=0.002�. Such
behavior is in agreement with results found in the literature
both for saturated porous materials following the Kozeny–
Carman relation �Carman, 1956� as well as for cancellous
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bones �Arramon and Naumann, 2001; Grimm and Williams,
1997�. Values of permeability, ranging from 0.08 to 10.15
�10−6 cm2, are of the same order of magnitude as those
measured by other authors for human trabecular bone �Arra-
mon and Naumann, 2001�. It is worth noticing, as also ob-
served by Arramon and Naumann �2001� for cancellous
bones, that permeability can vary at fixed porosity even one
order of magnitude �in our studies from 1 to 10�10−6 cm2

around 90% porosity, see Fig. 1�. It suggests that permeabil-
ity is related not only to porosity itself but also to void
shapes, and orientation of the trabeculae, which can be in-
cluded in the so-called specific surface function �Arramon
and Naumann, 2001�.

Tortuosity as a function of porosity is displayed in Fig.
2. Most of the measured values are concentrated around 1.5
and ranges from 1.1 to 2.8. The absolute errors were calcu-
lated using error propagation method. The error values do
not exceed 10%. Tortuosity is a decreasing function of po-
rosity, like for the other porous materials �Salem and Chilin-
garian, 2000�. These values of tortuosity are in agreement
with the values obtained by Williams et al. �1996�, who used

the same experimental method on human calcaneus speci-
mens. In comparison with the results obtained by Wear et al.
�2005�, Fellah et al. �2004�, and Sebaa et al. �2006� our
values are higher. This apparent discrepancy may be attrib-
uted to several reasons, including difference in investigated
anatomical sites and differences in measurement methods.

Figure 3 displays values of speeds of sound of longitu-
dinal wave �VL� and the estimated �based on Eqs. �5� and �6��
values of shear wave velocities �VSH� as a function of poros-
ity. The velocity values range from 1313 to 2848 m /s �VL�
and from 774 to 1678 m /s �VSH�. No correlation was ob-
served between VL or VSH and porosity. To the knowledge of
the authors there are no data for the longitudinal and shear
wave velocities obtained for completely dry human cancel-
lous bones. However, ultrasonic experiments using similar
experimental technique were done by Vastel et al. �2007� for
moist human cancellous bones obtained from the center of
femoral head. The values they measured for velocity of lon-
gitudinal wave, obtained using low frequency �60 kHz� and
high frequency �2 MHz� transducers, are of the same order
of magnitude as in our studies. However, detailed compari-
son with present studies is not possible because of the differ-
ent frequencies used �in our studies 500 kHz� and different
bone status �in our case bones were completely dry�.

Figures 4–6 show the calculated �based on Eq. �7�� val-
ues of the Biot–Willis elastic moduli P, Q, and R as a func-
tion of porosity. P presented in Fig. 4 is found in the range
0.5–3.5 GPa and correlates to porosity �r2=0.77�. The abso-
lute measurement errors �calculated based on Eq. �7� using
error propagation method� are low �mean error value
=0.05 GPa�. The absolute measurement errors of Q �Fig. 5�
were found to be the same as for P, but the relative errors
were higher than for P because of smaller absolute values of
Q, which were varying in the interval 0.08–0.38 GPa. Q was
also strongly correlated with porosity �r2=0.81�. Finally, a
very high correlation was found between R �range:
1.1–2.1 GPa� and the porosity �r2=0.99�. In addition, for
comparison, Figs. 4–6 present the values of the P, Q, R
moduli obtained by other authors. Table I summarizes the
values assigned in different studies to all input parameters
that are required for the calculation of Biot–Willis elastic

FIG. 1. Intrinsic permeability ��10−6� measured using falling head method
vs porosity.

FIG. 2. Tortuosity measured by electrical spectroscopy vs porosity.

FIG. 3. Sound velocity of longitudinal VL and shear VSH waves vs porosity.
Ultrasonic studies were performed for dry cancellous bones.
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moduli �based on Eq. �7��. These parameters were chosen for
specimens having porosity 79% from bovine �Hosokawa and
Otani, 1997� and human �Fellah et al., 2004; Wear et al.,
2005; Sebaa et al., 2006� cancellous bone specimens. These
values are compared with the data obtained within our study
�presented in the last column of Table I�, for one typical
specimen having the same porosity as the specimens inves-
tigated by the other authors.

When the P parameter is considered �Fig. 4�, it is worth
noticing that the results obtained following the input param-
eters used by Fellah et al. �2004�, Sebaa et al. �2006�, or
Hosokawa and Otani �1997�, are higher than our experimen-
tal values, while the results obtained following Wear et al.
�2005� are lower than our data. Focusing on the studies per-
formed for human bones and considering that in Eq. �7� five
parameters—two phase-specific �Kf ,Ks� and three macro-
scopic �fv ,Kb ,N�—define the Biot–Willis elastic constants,
one can conclude that source of discrepancy between results
presented by the different authors comes from different val-

ues of Kb, N, and Ks, because the porosity fv of the speci-
mens and the bulk modulus of fluid phase Kf in all studies
are almost the same. The values of Ks for human femoral
neck reported by Sebaa et al. �2006� and in the present paper
are the same �10.8 GPa�. Therefore the main source of dis-
crepancy for P between our results and the data reported by
Sebaa et al. �2006� has to be found in the values of bulk and
shear moduli of the porous frame �our values are lower than
these in Seeba’s study�. Sebaa et al. �2006� observed propa-
gation of two longitudinal waves in their specimens which
were characterized by tortuosity almost equal to 1. It implies
that average orientation of trabecular network was mostly
parallel to the direction of wave propagation �Hosokawa and
Otani, 1998; Hughes et al., 1999, 2006; Padilla and Laugier,
2000; Kaczmarek et al., 2002, 2005; Fellah et al., 2004;
Sebaa et al., 2006�. In our study, tortuosity varied from 1.1 to
2.8 and the propagation of two longitudinal waves was ob-
served only in a few samples �data not shown�. This suggests
that the orientation of trabecular network is perpendicular to
the wave propagation. Given that, it is likely that discrepan-
cies in bulk and shear moduli of the porous frame, leading to
different values of P, result from differences in anisotropic
structural properties of the specimens. It is also worth notic-
ing lower values of P derived based on the data taken from
Wear et al. �2005� for calcaneal bone specimens. One of the
hypotheses of the discrepancy are lower values of the me-
chanical properties of the calcaneus �Ks, Kb, and N see Table
I� chosen by Wear et al. �2005� compared to our values.
However, there is not consensus among researchers working
in the field if comparison of the mechanical properties from
different anatomic sites is reasonable.

In contrast to the results obtained for P, the values for Q
measured by Fellah et al. �2004� and Sebaa et al. �2006� are
lower than our experimental data, while the values obtained
following Wear are higher �see Fig. 5�. Again, the source of
the discrepancy between the different studies comes from the
different values of �Ks, Kb, and N� used in the calculation of

FIG. 4. P elastic constant vs porosity. Our experimental results �closed
squares� are compared with the data obtained by the other authors,
Hosokawa and Otani �1997�, Wear et al. �2005�, Fellah et al. �2004�, Sebaa
et al. �2006�.

FIG. 5. Q elastic constant vs porosity. Our experimental results �closed
squares� are compared with the data obtained by the other authors,
Hosokawa and Otani �1997�, Wear et al. �2005�, Fellah et al. �2004�, Sebaa
et al. �2006�.

FIG. 6. R elastic constant vs porosity. Our experimental results �closed
squares� are compared with the data obtained by the other authors,
Hosokawa and Otani �1997�, Wear et al. �2005�, Fellah et al. �2004�, Sebaa
et al. �2006�.
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Q. The best agreement between our results and those re-
ported by different authors is obtained for R �see Fig. 6�,
because this modulus is mainly associated with the proper-
ties of fluid phase �water or marrow�, which, for a porosity of
80%, dominates over the solid phase �Cieszko et al., 2000�.

IV. SUMMARY AND CONCLUSIONS

The present study was focused on the experimental
evaluation of macroscopic structural �porosity, permeability,
and tortuosity� and macroscopic elastic properties of human
cancellous bone specimens treated as homogeneous saturated
porous material. The structural parameters were measured
using standard methods dedicated to the study of porous ma-
terials: electrical spectroscopy �tortuosity� and water per-
meametry �intrinsic permeability�. Macroscopic elastic con-
stants, introduced by Biot–Willis, were calculated using the
data derived from ultrasonic measurements of unsaturated
specimens. The values of the measured structural parameters
were found to be in agreement with previous published val-
ues. Interestingly, our results showing a substantial variabil-
ity of the permeability �approximately one order of magni-
tude� for fixed porosity suggest that permeability is not only
sensitive to porosity, but also probably to microstructure. For
the macroscopic Biot–Willis elastic moduli �P, Q, R�, our
data were situated between the results obtained by the other
authors, the discrepancies are attributed to differences in val-
ues of macroscopic mechanical properties of the skeleton
frame, due to strong structural anisotropy varying from site
to site. These results enlighten the difficulty to use Biot’s
model in such kind of specimens with a tremendous variabil-
ity in structure. As a consequence, because of the lack of

comprehensive knowledge of the elastic, structural, and ma-
terial properties of cancellous bone, it seems unavoidable to
carefully and individually measure these properties before
using them in the Biot’s model.

The present study therefore presents three major
strengths: �i� the first one is to provide almost complete char-
acterization of the parameters that play a role in the Biot’s
model. Previous investigations were the subject of many
complementary studies, performed on bovine or human
specimens taken from different anatomical sites. �ii� The sec-
ond one is the statistically representative number of studied
specimens, which cover, in comparison with previous stud-
ies, a relatively large range of porosities �67%–95%�, and
which were well localized in the proximal femur �neck and
great trochanter�. �iii� Finally it is worth noticing that, to the
knowledge of the author, there is lack in the literature of
experimental data concerning such statistically representative
data of macroscopic Biot’s elastic coefficients for human
cancellous bones.

The results stress the wide variability found for some
parameters even when they are measured within a single
skeletal �proximal femur� site for a single specimens �hu-
man�. For example, the permeability was found to vary by a
factor of 100, the tortuosity and the Biot–Willis moduli by a
factor of approximately 3. Therefore, the individual determi-
nation of macroscopic mechanical and structural properties
for each tested cancellous bone specimen seems mandatory
for an accurate prediction of both static and dynamical pro-
cesses. Such theoretical predictions of ultrasonic wave dis-
persion and attenuation will be the subject of further work.

TABLE I. Input parameters for calculations of P ,Q ,R elastic moduli. In the case of Fellah et al. �2004� and
Sebaa et al. �2006�, data for the sample M2 were chosen. All modulus are in GPa. Opt: Value obtained using
optimization; m: Marrow; w: Water; b.f.: Bovine femur; h.f.: Human femur; h.c.: Human calcaneus.

Parameter

Hosokawa
and Otani,

1997
b.f.

Fellah et al.,
2004
h.f.

Wear et al.,
2005
h.c.

Sebaa et al.,
2006
h.f.

Our
studies

h.f.

Fluid density
g /cm3

� f 0.93�m� 1�w� 1�w� 1�w� 1�w�

Fluid viscosity
g / �cm s�

� 15�m� 0.01�w� 0.01�w� 0.01�w� 0.01�w�

Bulk modulus of fluid Kf 2�m� 2.28�w� 2.2�w� 2.28�w� 2.28�w�

Density of solid phase
g /cm3

�s 1.96 1.96 1.8 1.99 1.8

Young modulus of solid phase Es 22 ¯ 8.3 13 13
Poisson ratio of solid phase 
s 0.32 ¯ 0.3 0.3 0.3
Bulk modulus of solid phase Ks 20.37a 20 6.9a 10.8a 10.8a

Porosity fv 0.79 0.77 0.79 0.79 0.79
Exponent n 1 .46�Opt�

¯ 1.75�Opt�
¯ ¯

Young Modulus of trabecular frame Eb 2.25b
¯ 0.54b 2 .47�Opt�

¯

Poisson ratio of trabecular frame 
b 0.32 ¯ 0.23 0.25�Opt� 0.24
Bulk modulus of solid frame Kb 2.08c 4 0.33c 1.64c 0.67
Shear modulus of solid frame N 0.85d 1.7 0.22d 0.99d 0.42

aCalculated using the formula Ks=Es / �3�1−2
s��.
bCalculated using the formula Eb=Es�1− fv�n.
cCalculated using the formula Kb=Eb / �3�1−2
b��.
dCalculated using the formula N=Eb / �2�1+
b��.
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Behavioral and ecological studies would benefit from the ability to automatically identify species
from acoustic recordings. The work presented in this article explores the ability of hidden Markov
models to distinguish songs from five species of antbirds that share the same territory in a rainforest
environment in Mexico. When only clean recordings were used, species recognition was nearly
perfect, 99.5%. With noisy recordings, performance was lower but generally exceeding 90%.
Besides the quality of the recordings, performance has been found to be heavily influenced by a
multitude of factors, such as the size of the training set, the feature extraction method used, and
number of states in the Markov model. In general, training with noisier data also improved
recognition in test recordings, because of an increased ability to generalize. Considerations for
improving performance, including beamforming with sensor arrays and design of preprocessing
methods particularly suited for bird songs, are discussed. Combining sensor network technology
with effective event detection and species identification algorithms will enable observation of
species interactions at a spatial and temporal resolution that is simply impossible with current tools.
Analysis of animal behavior through real-time tracking of individuals and recording of large
amounts of data with embedded devices in remote locations is thus a realistic goal.
© 2008 Acoustical Society of America. �DOI: 10.1121/1.2839017�

PACS number�s�: 43.80.Ka, 43.72.Ne, 43.60.Lq �JAS� Pages: 2424–2431

I. INTRODUCTION

Bird songs play an important role in species-specific
communication, primarily for mate attraction and territory
defense �Catchpole and Slater, 1995�. Species identification
based on acoustic communication is particularly important in
rainforest environments because of the limited visibility
caused by dense vegetation. Within such environments there
is a need to efficiently distinguish between species’ songs in
order to understand how species interact. While there is no
substitute for the experienced human observer, automated
monitoring, using sensor networks, is increasingly recog-
nized for its unobtrusiveness, constant alertness, and ex-
tended presence for localization and situational awareness
�Sczewczyk et al., 2004�. The required software methods to
automatically analyze bird vocalization from using embed-
ded networked sensors have only very recently become
available. This study focuses on a class of methods called
hidden Markov models to automate recognition of birds in a
Mexican rainforest.

Species recognition based on objective analysis of vo-
calization has been applied to a wide variety of animals,
including whales �Scheifele et al., 2005�, marmots �Blum-
stein and Munos, 2005�, grasshoppers �Chesmore, 2004�, and
birds �Fagerlund, 2004�. Previous studies have used a variety
of methods for species recognition. At the simplest level, that
of filtering for species or individual identification, several
approaches have been explored. These approaches include:
multivariate statistical analysis of song properties �Clark
et al., 1987; McIlraith and Card, 1997�, cross correlations of
spectra �Clark et al., 1987�, artificial neural networks with or
without backpropagation �Ashiya and Nakagawa, 1993;
McIlraith and Card, 1997�, dynamic time warping �Anderson
et al., 1996; Kogan and Margoliash, 1998�, Kohonen self-
organizing maps �Somervuo, 2000�, and sinusoidal modeling
of syllables �Härmä, 2003�.

Some researchers have attempted to describe and sepa-
rate species’ song according to temporal and spectral features
of the acoustic signal. Typically, from the large number of
features that can be extracted from bird songs, a small per-
centage is generally sufficient for correct classification. How-
ever, these distinguishing features are not invariant, but
rather change from population to population, based on com-
munity structure �Nelson, 1989�. Other variants of feature
analysis include metrics to quantify song similarity �Tcherni-
chovski et al., 2000�, linear discriminant functions �Fager-
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lund and Härmä, 2004�, and data mining �Vilches et al.,
2006� to identify rules for maximum discriminative power.

In the last decade, most of these efforts have benefited
from progress in the field of automated speech recognition,
in particular with hidden Markov models �HMMs� �Kogan
and Margoliash, 1998; Kwan et al., 2004; Wilde and Menon,
2003�. These methods are usually more efficient than
knowledge-based recognition methods, especially when used
in noisy environments. This method is commonly used in
automated speech recognition and is generally known to be
effective for modeling time-series data �Rabiner, 1989�.
Vilches et al. �2006� presents a comparison between HMMs
and Bayes classifiers where the features used had been iden-
tified by data mining for the ability to discriminate among
three species of antbirds. They found that both methods per-
formed very well, over 90% of correct classification. Data
mining is a more statistically optimal method for classifica-
tion, but the drawback is that it requires extensive data
preparation. Most previous work used laboratory recordings,
which simplifies the analysis as it increases signal-to-noise
ratio �SNR�, minimizing any background noise interference.
In principal, HMMs have the advantage of not requiring ex-
pert human intervention for preprocessing �feature extrac-
tion� and thus can run in real-time �in Vilches et al. �2006�,
features were extracted manually�, while still exhibiting
comparable performance to data mining methods.

The study reported here employs HMMs to distinguish
among the songs of antbirds from a tropical rainforest in
Southern Mexico. The goal is to provide a standard, yet ef-
ficient, method of bird species classification that can be eas-
ily implemented, customized, and run in real-time using off-
the-shelf hardware and software. In contrast with most
previous work, whole songs rather than individual syllables
were used in the classification. In addition, the role of several
parameters of the HMM analysis was investigated, particu-
larly the quality of data used for training and for testing, and
the minimal number of samples required to train the models
while ensuring sufficiently good recognition.

II. METHODS

A. Data collection and filtering

Bird songs were recorded at the Estacion Chajul in the
Reserva de la Biosfera Monte Azules, in Chiapas, Mexico
�approximately 16°6�44� N and 90°56�27� W�, during June
2005 and February 2006. Recordings were made using a
Sennheiser ME67/K6 directional microphone and a Marantz
PMD670 digital recorder directly onto Compact Flash cards
at a sample rate of 44.1 kHz and a resolution of 16 bits per
sample. Recordings were collected at various distances from
subjects, resulting in a high variation in SNR to replicate
conditions of recordings that would be collected from remote
recording devices. Full recordings were processed with a
high-pass filter to remove noise in the low frequencies with
the filtering function implemented within RAVEN �high-pass
filter with cutoff frequency 400 Hz�. Afterward, single songs
were manually extracted and classified in order to provide
the set of songs used for the training of the models �typical
length of each song: between 2 and 3.6 s, depending on the

species�. Each song was initially assigned a value �A–E� to
reflect the quality of the recording based on subjective esti-
mation of its SNR, where highest quality songs were as-
signed an A and the poorest quality ones were assigned an E.
Songs rated A, B, or C are considered as high quality, while
D or E are considered too noisy. Training samples �TS� refers
to the number of random samples �grades A–E� used to train
the network; clean training samples �CTS� refers to only
clean recordings �grades A–C� used for training. Every indi-
vidual antbird song was extracted from the recordings using
the RAVEN 1.3 program �Charif et al., 2006�, and then used for
the HMM analysis as a training or test song. Such a subjec-
tive measure of the recording quality was chosen—as op-
posed to a quantitative SNR estimated �e.g., ratio of peak
power versus noise power�—because there is interest to see
how such a system could perform mainly with songs that
human experimenters can discern, while discarding the ones
that would be too weak to be recognized by human observers
�as it is difficult to obtain any meta information about the
caller, e.g., the location, species, and other individual char-
acteristics�. The real-time detection and extraction of full
songs in noisy environments is not addressed in this article,
therefore interested readers are invited to consult Ali et al.
�2007� for details about how this procedure would be imple-
mented.

Five antbird species were included in the analysis. These
are the typical antbirds �Thamnophilidae�: Great Antshrike
�GAS� �Taraba major�, Barred Antshrike �BAS� �Thamno-
philus doliatus�, Dusky Antbird �DAB� �Cercomacra tyran-
nina�, Dot-winged Antwren �DWAW� �Microrhopias quixen-
sis�, and the ground antbird �Formicariidae� Mexican
Antthrush �MAT� �Formicarius analis�. Spectrograms of the
songs of these species are illustrated in Figs. 1–5.

B. Hidden Markov models

A HMM is a statistical tool that can model a discrete-
time dynamical system described by a Markov process with
unknown parameters. In the context discussed here a bird
song can be considered as a sequence of observations pro-
duced by such a dynamical system. A simple representation
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FIG. 1. Spectrograms of songs of species used in this study: Dusky Antbird
�DAB� �Cercomacra tyrannina�.
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where each state of this Markov process corresponds to an
observable event is too restrictive to be applied to real world
problems, because of the difficulty in relating the states with
observable events. Accordingly, the model is extended to al-
low each observation to be modeled as a probabilistic func-
tion of the state. In this paradigm, the sequence of observa-
tions will not tell anything about the state sequence that
generated them, because the sequence of states that produced
the observation is not visible. For each bird species, a differ-
ent HMM is used to model the temporal progression of the
acoustic features of its species, and recognition can be done
by inferring from observed data which HMM is the most
likely one to produce the given sequence of observations.
The challenge becomes to estimate the parameters of the
HMM from sample observations �training observation�, and
then use the estimated parameters to infer the probability that
a dynamical system produced a given observed sequence, so
as to find the most probable sequence of unobservable states
that produced the observed sequence �this sequence can be
used as a classification method�.

Opposed to pattern matching, the concept of knowledge-
based methods requires one to analyze the signal in order to
quantify a set of features at regularly spaced discrete time

steps, and then compare songs based upon this information.
For example, a vector of features is extracted from a signal at
discrete time step �each of these vectors will be called an
observation�, and these vectors will result in a time series.
Afterwards, an HMM for each class to recognize �here each
class refers to a different bird species� is used to model the
temporal evolution of the features of its class, and recogni-
tion is done by looking at which HMM is the most likely to
produce a given sequence of observations. The ability to
model such time series with subtle temporal structure makes
HMMs an interesting alternative to pattern-matching meth-
ods, as HMMs are very efficient for modeling patterns of
varying length.

Experimental evidence has shown that the human ear
does not resolve frequencies linearly across the audio spec-
trum, and empirical evidence suggests that designing a front-
end to operate in a similar manner typically yields better
recognition performance than a simple Fourier transform.
The principle of this approach, called mel-frequency cepstral
coefficients �MFCC�, is similar in principle to a Fourier
transform, but the frequency bands in the MFCC filters are
equally spaced in mel frequency, a linear-log function of fre-
quency which explains the sensitivity of human pitch percep-
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FIG. 3. Spectrogram of song from Great Antshrike �GAS� �Taraba major�.
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FIG. 4. Spectrogram of song from Dot-winged Antwren �DWAW� �Micror-
hopias quixensis�.
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FIG. 5. Spectrogram of song from Barred Antshrike �BAS� �Thamnophilus
doliatus�.
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FIG. 2. Spectrogram of song from Mexican Antthrush �MAT� �Formicarius
analis�.
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tion. Such a filter bank can be implemented by taking the
magnitude of the Fourier transformation for a window of
data, and then multiplying the resulting magnitudes coeffi-
cients using triangular filters for different frequency bands.
Thus, each band will contain a weighted sum representing
the spectral magnitude in the corresponding particular chan-
nel.

An alternative method to generate the observation vec-
tors from a signal is to use linear predictive coding �LPC�,
which is commonly used in communication systems. Usu-
ally, there exists a correlation between the samples in a seg-
ment of acoustic data, and the idea behind LPC is to encode
an acoustic segment as a set of coefficients in a given equa-
tion that allows one to predict the value of all samples in the
segment according to the preceding samples ones. The coef-
ficients are then chosen so that they minimize the error be-
tween the actual values of the samples and the values pre-
dicted by the equation.

1. HMMs theory

Formally, a HMM is a five-tuple ��X ,�O ,A ,B ,��,
where �X= �S1 . . .SN� is a finite set of N distinct states, while
�O= �v1 . . .vk� is the set of possible observation symbols �the
alphabet of observation�, where �= �A ,B ,�� denotes the pa-
rameters of the hidden Markov chain, with AN�N the transi-
tion probabilities matrix, BN�k the probabilities of observing
each symbol for each state, and �1�N the distribution of the
initial state �see illustration Fig. 6�.

The state of the system can change at discrete time steps,
and the next state is defined by the matrix of transition prob-
abilities A. The state of the system at time t is denoted qt.
The Markov chain assumption states the probability of pass-

ing from state Si into state j at time t depends only on the
current state only and not on the previous state changes, that
is

P�qt = Sj�qt−1 = Si,qt−2 = Sk, . . . � = P�qt = Sj�qt−1 = Si�

= aij . �1�

Also, this probability is considered as being independent of
the time, and aij is called the state transition �from state i to
state j� coefficient �A is the matrix composed of aij for all
i , j�, having the following properties:

0 � aij � 1, �
j=1

N

aij = 1. �2�

The probability of observing a particular multidimensional
configuration is modeled using Gaussian mixture models, as
follows

bj�Ot� = �
m=1

M

cdimN�Ot;�dim,�dim� , �3�

where M is the number of mixtures, cdim is the weight of
mixture m, N�Ot ;�dim,� jm� is a Gaussian density with mean
vector �1�P and covariance matrix �P�P, both of same di-
mension as the observation vector Ot, that is P.

In practice the parameters of HMMs are unknown and
have to be estimated from data during the training phase. The
choices made for these parameters are determinant for per-
formance of the model, and thus should reflect as reliably as
possibly the data to be modeled.

2. The three problems of HMMs

There are three major problems to solve when using
HMMs for real-world applications. The reader is invited to
consult Rabiner and Juang �1993� and Rabiner �1989� for
detailed explanations about mathematical description of
HMMs and solutions used for each of these problems, which
are presented here only for general understanding:

a. Problem 1. Given an observation sequence O
=O1 . . .OT and a model �= �A ,B ,��, how to estimate the
probability P�O ��� that the sequence O has been produced
by the model �? In other terms, how to score each model
according to how well it matches the observation?

A straightforward solution to this problem is simply
to enumerate every possible sequence of length T and com-
pute their probability to be observed �assuming statistical
independence between observations�, that is

P�O�Q,�� = �
t=1

T

P�Ot�qt,�� = bq1
�O1� . . . bqT

�OT� . �4�

The probability of the observation is simply a sum
of this joint probability over all possible sequences of length
T,

FIG. 6. �Color online� Illustration of the HMM theory. From the original
acoustic signal, observation vectors �Oi� are extracted from blocks of dura-
tion WINDOWSIZE ms. The interval between two observations is TARGETRATE

ms. The transition probability from state i to state j is aij, and the probability
of observing a vector k while in the state i, is denoted by bi�Ok�. Illustration
inspired from Young et al. �2002�.
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P�O��� = �
Q

P�O�Q,�� · P�Q���

= �
q1. . .qT

�q1
bq1

�O1�aq1q2
bq2

�O2� . . . aqT−1qT
bqT

�OT� .

�5�

However, using Eq. �5� to compute P�O ��� is not feasible in
practice, as the computational complexity of this procedure
is far too big to be useful, so much more efficient methods to
compute this value have been proposed.

b. Problem 2. Given an observation O and a model �,
how to choose the “correct” state sequence Q=q1 . . .qT that
best explains the observation O? Here, the problem is to
attempt to discover the hidden part of the model.

c. Problem 3. How to adjust the model parameters � in
order to maximize P�O ���? This is a crucial aspect of
HMMs as it is the training procedure, i.e., adapt the param-
eters of � to fit optimally each of the samples of the training
data set.

C. Hidden Markov model toolkit „HTK…

As described in Young et al. �2002�, HTK is a package
of libraries and tools written with the C programming lan-
guage that provides sophisticated facilities for designing,
training, and testing of HMMs, as well as analyzing the re-
sults. HTK has been chosen in this project as it is one of the
most common and flexible implementation of HMMs and
has been successfully applied in many automatic speech rec-
ognition applications. Also, the source code is freely avail-
able, thus HTK could be compiled and run on customized
embedded computers.

D. Model parameters

The experiments presented used two standard feature ex-
traction methods proposed by HTK, MFCC, and LPC were
used. Observations are extracted from a segment of the sig-
nal of length WINDOWSIZE, and a segment is extracted every
TARGETRATE.

To improve the recognition performance, one can add to
the coefficients generated using MFCC or LPC, other infor-
mation extracted from the signals, and some of these terms
were also investigated here. These were: the logarithm of the
signal energy �_E�, the first-order regression coefficients �the
rate of change� of the basic static parameters �the LPC/
MFCC coefficients� between two consecutive time frames,
�delta coefficients _D�, and second-order regression coeffi-

cients �the second time derivative, acceleration _A�, and the
zeroth-order cepstral coefficient �_0�. The other parameters
are set to HTK default values �the filterbank has 26 channels
and 12 MFCC coefficients are output, LPC order is 12�.

Practical use of HMMs is still an art, as much as it is a
science. One of the difficulties in using HMMs is that the
procedure requires parameters for which there is no algo-
rithm to obtain an optimal value based on the data at hand.
From pilot studies, the following settings were found to best
represent the data: WINDOWSIZE=25 ms and TARGETRATE

=15 ms. If the songs differ greatly in length across species,
then increasing the state length �increase the TARGETRATE

parameter, so a state is responsible for a longer segment of
the song� should be considered. The resulting state transition
probabilities will be more different across models, resulting
in less ambiguous recognition. The number of states was set
to 5, based on the simplicity of antbird songs. More complex
songs would be expected to require models with a higher
number of states.

E. Experimental design

The number of songs recorded for each species varied
from 237 for Dot-winged Antwrens to 1333 for Dusky Ant-
bird �see Table I�. The files were selected so as to contain
very different amounts of background noise and highly vari-
able song lengths, thus providing a realistic environment for
testing the system. Unless otherwise noted, features were ex-
tracted using the method MFCC_0_A_D. Several HMMs
design issues were investigated:

1. Number of training samples

HMMs were trained with 10, 20, 50, and 100 samples
�TS� to test the relative performance of training set size. In
each case, 50 recognition trials were performed. For each test
there was a random repartition of the song samples into
training and testing sets, with no overlap between the two.

2. Quality of training and testing samples

The effects of sample quality were investigated by using
one set of 50 songs with high quality recordings. First, HMM
performance was measured with these clean training samples
�CTS�, 10 samples for training and 40 for testing. In a second
set of experiments, HMM performance was measured again,
but this time using 10 and 50 CTS for training, and all the
remaining A–E quality songs for testing.

TABLE I. Average recognition performance �% of correctly classified songs� for five species of antbirds using the method MFCC_0_A_D, thus the size of
the observation vector is 39. Numbers in parentheses are the standard deviation of the results over 50 trials. TS refers to the number of random samples that
were to train the network �grades A–E�; CTS refers to the number of clean recordings �grades A–C only�. All results refer to tests against the remaining grade
A–E songs.

Species Total songs 10 TS 20 TS 50 TS 100 TS 10 CTS 50 CTS

Barred Antshrike �BAS� 360 95.2 �3.2� 96.23 �2.1� 97.7 �0.9� 97.8 �0.9� 95.3 98.4
Dusky Antbird �DAB� 1333 93.1 �3.4� 95.05 �1.83� 96.2 �1.0� 96.5 �1.0� 85.9 95.2
Dot-winged Antwren �DWAW� 237 96.3 �1.7� 96.3 �1.45� 96.8 �1.0� 97.1 �1.7� 99.5 99.5
Great Antshrike �GAS� 525 91.0 �3.6� 92.58 �2.22� 93.3 �2.3� 94.2 �1.7� 81.4 90.5
Mexican Antthrush �MAT� 913 92.5 �4.1� 93.99 �2.59� 96.3 �1.3� 96.8 �1.2� 91.3 95.6
Overall performance �%� 93.04 �1.65� 94.59 �1.04� 95.97 �0.63� 96.38 �0.51� 88.56 95.19
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3. Feature extraction methods

The performance of two different song feature extraction
methods, MFCC and LPC, was investigated in order to de-
termine which one was best for each species. Optional
MFCC features included: Energy �E�, Delta coefficients �D�,
Acceleration �A�, and zeroth order �0�.

4. Frequency range and number of states

The role of frequency range was addressed in a final
series of experiments. In one set of experiments, features
were extracted over the entire frequency range of the record-
ing, while in another set features were extracted only in the
frequency range �800–4000� Hz. The experiment was run 50
times using the method MFCC_E_D_A, with WINDOWSIZE

=25 ms and TARGETRATE=15 ms, with 50 TS and the remain-
ing samples for testing. The set of tests was repeated, this
time varying the number of states in the Markov model, from
5 to 15 states.

III. RESULTS

In this section a brief summary of the obtained results is
presented to illustrate several aspects of HTK for bird spe-
cies recognition.

A. Number and quality of training samples

The percentage of calls correctly identified to species
was almost perfect �99.5% overall recognition� when only
clean recordings �grades A–C� were used for both training
and testing, and only one song out of 200 test samples was
misidentified even though only 10 samples per species have
been used to train the models. Performance decreased
slightly when the testing set included calls of all grades A–E,
though recognition was still typically quite high, as seen in
Fig. 7 and Table I. For both training sets, performance in-
creased when more training samples were used, though not
linearly. Looking first at the TS training sets, recognition was
most successful with 100 training files �96.38% overall rec-
ognition�, but was still high �93.04% overall� with just 10
training files per species. It appears that the standard devia-
tion of performance decreased when more training sets were
used, probably because more training samples captured a
better approximation of the background noise. The results
are substantially the same for all species, but different feature
extraction methods are more appropriate for some species
and less for others, suggesting that antbirds might use differ-

ent features to convey information, though many more test-
ing samples would be required to statistically test this idea.

Concerning the CTS training set, the overall perfor-
mance was slightly lower when a large training set �50 songs
per species� was used, but poorest overall �89%� with a small
�10 CTS� training set. This suggests that recognition perfor-
mance is highly related with the amount of background noise
in the set used for training, and that data with various
amounts and nature of noise during training permitted better
generalization, and subsequently had better performance
when tested in real environments. The standard deviation of
performance in these cases is quite small because the same
training data were used in every test, and a high proportion
of the test songs were used in all tests, resulting in only a few
independent tests.

B. Feature extraction, frequency range, and number
of states

The different MFCC feature extraction methods did not
differ appreciably in performance, though LPC was substan-
tially poorer for all species �see Table II�.

Given that noise affects the recognition performance, as
seen in the difference between the TS and CTS trials, band-
limiting is often useful to reject unwanted frequencies or
avoid allocating filters to frequency regions in which there is
no useful signal energy. This limitation is actually used by
the MFCC method, where the frequency bands are distrib-

10 TS 20 TS 50 TS 100 TS 10 CTS 50 CTS

89

90

91

92

93

94

95

96

97

%
C

or
re

ct

Experiment

FIG. 7. �Color online� Recognition performance averaged across all species,
with variable numbers of training samples. The box has lines at the lower
quartile, median, and upper quartile values. The lines extending from each
end of the box show the extent of the rest of the data.

TABLE II. Effects of varying parameters in HTK for species recognition. The models were trained using 10 CTS. The characters after the underscore are
optional features for HMM recognition: E stands for energy, D stands for delta coefficients, 0 for zeroth-order coefficients, and A stands for acceleration �the
reader is invited to refer to the text for more information about the optional features�.

Species Total songs MFCC MFCC_E MFCC_E_D MFCC_0_A_D MFCC_E_D_A LPC

Barred Antshrike �BAS� 360 96.20 95.31 95.61 95.30 97.94 47.53
Dusky Antbird �DAB� 1333 92.76 88.12 93.68 85.84 87.98 45.28
Dot-winged Antwren �DWAW� 237 96.33 95.87 100.00 99.54 97.26 35.79
Great Antshrike �GAS� 525 80.04 74.69 82.41 81.23 77.47 28.25
Mexican Antthrush �MAT� 913 90.49 92.18 90.17 91.28 91.72 38.37
Overall performance �%� 90.78 88.42 91.60 88.50 89.03 40.37
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uted only across a restricted range, instead of whole frequen-
cies between 0 Hz up to the Nyquist frequency. As expected,
the performance of the system is significantly superior when
the frequency range is bounded according to the spectrum of
the bird under consideration; the reason is that the noise lo-
cated outside this frequency range is not taken into account
by the HMMs. An average performance of 88.4% was ob-
served when the frequency range was unrestricted, and
95.5% when the frequency was limited to the range
�800–4000� Hz.

Overall performance decreased when the number of
states was varied between 5 and 15 states. When 20 TS are
used, performance dropped from 94.6% to 82.5%, when us-
ing six states instead of five. Adding more than 15 states
degraded the performance strongly. One explanation would
be that the addition of more states degrades performance
because it increases the number of parameters to be esti-
mated, thereby increasing the number of training samples
that are required to obtain good generalization properties.

IV. DISCUSSION

The results presented earlier suggest that hidden Markov
models are an effective method for discriminating bird spe-
cies using vocalizations recorded in the field. Correct classi-
fication was superior to 95% in several experiments reported
here, with 50 training samples used to discriminate between
the songs of five antbird species in the tropical rainforest.
When only songs with a high SNR �which is still low in
comparison with laboratory recordings due to considerable
ambient noise present in rainforest� were used for training
and testing, only one song out of 200 was misidentified. This
indicates the potential of using these methods to differentiate
signals, even where noise is prevalent.

Because bird songs are modeled as a time series when
using HMMs—unlike with pattern-matching methods, the
length of the songs can vary without significantly affecting
the recognition performance. In a Markov chain, every single
observation is assumed to be statistically independent from
the previous ones. Even if this is rarely the case with real
signals such as bird songs or human speech, the performance
was observed to be reasonably high.

Performance could be improved by developing methods
to increase SNR. Recent progress in acoustic source local-
ization using in microphone arrays allows one to implement
beamforming algorithms that can enhance the quality of a
signal coming from a particular direction. Approximate
maximum likelihood methods that can localize antbird songs
quite accurately have been developed, and experiments
where beamforming is used to efficiently separate the songs
of two distinct sources recorded simultaneously are pre-
sented in Chen et al. �2006�.

HMM methods have been developed largely for under-
standing human speech. As a result, the most widely used
software packages, such as HTK, are optimized for that ap-
plication, rather than for bird songs. One example of this was
observed in the experiments reported here, where LPC fea-
ture extraction performed poorly compared to MFCC. Kogan
and Margoliash �1998� pointed out that LPC is appropriate to

model quasilinear signals such as human voice. Such linear
parametrizations do not have the ability to efficiently repre-
sent sharp transitions and other nonlinearities commonly
present in bird songs. Nelson �1989� demonstrated that the
dominant frequency of a call is one of the most efficient
acoustic cues used by animals to convey individual informa-
tion. In contrast to linear prediction coefficients, it is more
likely for a bird brain to process and extract frequency infor-
mation from a signal. It is possible then, that HMM models
that are optimized for bird vocalizations might lead to an
improved performance, for example by using specific feature
extraction methods based on information gathered with data
mining methods.

The methods described here were kept consistent across
the five species, despite differences in signal structure. One
might increase performance by introducing separate band-
pass filters for every training and test signal for each species.
One might also increase performance by introducing specific
feature analyses that aid in species recognition from data
mining methods �e.g., Vilches et al., 2006�. However, to run
such a method in real time, it would be necessary to run the
tests sequentially for one species at a time, and this for every
species. In practice, the computational demands would cer-
tainly become overwhelming as the number of considered
species increases.

HMMs do have certain limitations. Special care must be
taken when preparing and choosing the training samples in
order to obtain a high generalization ability. Performance
was comparable when using 50 and 100 training samples
with five antbird species, but many more samples would be
required for discriminating between signals that are more
similar, and particularly between songs of different individu-
als of the same species. Nonetheless, this method has been
successfully used to identify different individuals of acorn
woodpeckers.

Detecting each species occurring within a community
appears to be an achievable goal. The focus in this article has
been on classification. An automated species recognition sys-
tem would also require event detection from streaming data
with a classification system. Event detection algorithms have
been developed recently using energy and entropy as the
identifying criterion, e.g., �Ali et al., 2007; Trifa, 2006,
2007�, with varying success rates. Detected events are then
sent to HTK for classification and species presence, and per-
formance of this fully automated procedure using raw field
recordings lasting several hours can be ascertained.

Combining sensor network technology with effective
event detection and species identification algorithms can al-
low for observation of species interactions at a finer spatial
and temporal scale than previously possible. Analysis of ani-
mal behavior through unattended real-time tracking of indi-
viduals and recording of large amounts of data with remote
devices has become a realistic goal.
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Erratum: “Phoneme representation and classification in primary
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There is a publisher’s error in Figure 2 of this paper. The
errors are: 1� the text in the box to the right of Section B.I is
incorrect, and 2� the title panel B.II should be “Scale-Rate”
and not “Rate-Scale”.

The online version of the article has been corrected and
the correct Figure 2 and its caption are printed below.
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FIG. 2. Population response to vowels.
�A� I. Average auditory spectrogram of 12
vowels organized approximately accord-
ing to their open-closed and front-back ar-
ticulatory features. The arrows at top indi-
cate the degree of these features, with
arrow “tips” representing minima �mid or
central� and midpoints representing
maxima. For example /#/ is maximally
open, but is neutral �central� on the front/
back axis. Note also that the axes are pre-
sumed to loop around the page from right
to left �dashed ends joining� creating a cir-
cular representation �II, III, IV�: Average
PSTH responses of 90 neurons to each
vowel. Within each heat map, each row
indicates the average response of a single
neuron to the corresponding phoneme.
Red regions indicate strong responses, and
blue regions indicate weak responses. The
average PSTH responses are sorted by
neurons’ best frequency �II�, best scale
�III� and best rate �IV� to emphasize the
role of that parameter in the encoding of
each vowel. �Details of the analysis and
generation of these plots are given in Sec.
II�. �B� I. Each vowel is plotted at the cen-
troid frequency, rate and scale of its aver-
age neuronal population response. The
centroid values are calculated from the av-
erage PSTH responses sorted by the cor-
responding parameter �2A�. “Open” vow-
els are shown in red, “Closed” vowels in
blue, “Front” vowels with light font and
“Back” vowels with dark. To visualize the
contribution of each tuning property to
vowel discrimination, the location of each
vowel is also shown collapsed in 2–D
plots of �II� scale-rate, �III� rate-BF and
�IV� scale-BF. All other details of the
analysis and generation of these plots are
given in Sec. II �Experimental Proce-
dures�.
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